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NOISE-SENSITIVE FINAL APPROACH TRAJECTORY OPTIMIZATION FOR RUNWAY-INDEPENDENT AIRCRAFT Min Xue†



Ella Atkins‡



Department of Aerospace Engineering University of Maryland College Park, MD 20742



Abstract Runway-independent aircraft have been proposed to increase passenger throughput at crowded urban airports via the use of vertiports or stub runways. Simultaneous non-interfering (SNI) traffic procedures will minimize impact on existing fixedwing traffic. This paper introduces a SNI trajectory generation algorithm that treats existing fixed-wing traffic corridors as impenetrable obstacles and optimizes over multiple parameters including ground noise, fuel, and time. Flight envelope limits are represented as search-space constraints, and computational efficiency is gained through an empirical noise model and uniform-cost search strategy. Example final approach trajectories illustrate the effects of airspace obstacle placement and varied optimization function weights.
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t0 , t f



- initial / final approach times



V - flight velocity Vmin, Vmax - min/max velocity constraints W



Xi, X f



x y aTPP,0 aTPP m



γ γmin, γmax



γ&



- helicopter weight - initial / final states



- forward trajectory component - altitude - tip-path-plane angle corresponding to zero miss distance - Main rotor tip-path-plane angle - advance ratio, V / ΩR ; Ω=rotor angular velocity, R=rotor radius - flight path angle - min/max flight path angle constraints - flight path angle rate of change



Introduction The National Airspace System will become increasingly congested as number of aircraft operations grows to meet passenger demands. The bulk of trafficinduced delays results from throughput limitations in major airport terminal areas. Fixed-wing runway real estate is limited, and airspace bottlenecks form when traffic merges to final approach and departure corridors given minimum spacing requirements. Runwayindependent aircraft (RIA) have been proposed to combat expected airport congestion as traffic exceeds existing runway capacities. RIA include both vertical takeoff and landing (VTOL) and extremely short takeoff and landing (eSTOL) vehicles. RIA flight operations can utilize vertiports or stub runways that either already exist or require little real estate, providing expansion potential even at crowded urban airports. The primary goal of introducing RIA-specific takeoff/landing sites is to increase overall passenger throughput. The RIA concept is generally proposed for short- to medium-haul flights (
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conflict-related delays rather than alleviating congestion. Simultaneous Non-Interfering (SNI) approach and departure procedures have been proposed to minimize air traffic control overhead and maximize overall throughput [1]. SNI paths do not intersect existing traffic corridors, so RIA SNI arrivals and departures can be sequenced independent of fixed-wing traffic. By definition, SNI trajectories occupy previously unused airspace thus may overfly noisesensitive areas previously undisturbed by fixed-wing traffic. As new SNI routes are proposed, public acceptance mandates the minimization of new ground noise exposure. The goal of this research effort is to automatically generate SNI trajectories that minimize a cost function including quantities such as ground noise, time, and/or fuel given realistic constraints on aircraft flight path angle, velocity, and deceleration. To find strictly SNI routes, existing fixed-wing approach/departure paths are surrounded by a safe separation zone and modeled as impenetrable obstacles. A cell decomposition method using modified quad-tree cell construction defines the longitudinal-plane search space, then a uniform cost search strategy identifies an optimal SNI solution based on an empirical aeroacoustic cost function developed to minimize computational complexity. The trajectory planning algorithm presented in this paper is fully general to any RIA class. However, in this work, a rotorcraft was considered during the generation of dynamic constraints and the empirical BVI (blade-vortex interaction) noise model. This paper begins with a description of the optimal motion-planning algorithm used for SNI approach design, followed by a definition of the multi-parameter cost function over which the trajectory is optimized. Results are presented that illustrate how airspace obstacles, aircraft flight envelope limitations, and cost function elements influence final approach trajectory shape and corresponding velocity/acceleration profiles. The paper concludes with a discussion of future algorithmic extensions and work toward the deployment of an automatic SNI trajectory designer as an air traffic management tool.



Trajectory Optimization Algorithm Much of the past work on automatic trajectory synthesis for aircraft has focused on generating trajectories that minimize fuel and/or cost of flight operations subject to constraints related to destination arrival times and air traffic control directives. Betts [2] presents a thorough review of the optimization (twopoint boundary value) problem describing direct and indirect numerical methods. Seywald et al in [3] and Schultz in [4] discuss trajectory optimization for



aircraft flying in the vertical plane using a point mass performance model. The simplification to a twodimensional problem is common for aircraft trajectory synthesis because in the overall optimization problem changes in heading are negligible for time and fuel minimization purposes. Hagelauer [5] proposes an approach to flight path optimization based on dynamic programming, with discretization of time and dynamic parameters analogous to that performed for this work. Slattery and Zhao in [6] study trajectory synthesis for air traffic management to efficiently predict aircraft paths so that controllers can better guarantee safety and increase efficiency via minimal spacing. For this work, SNI final approach trajectory optimization is defined as a two-point boundary value problem in the longitudinal plane. The RIA optimization function incorporates noise along with existing time/fuel cost terms, and the path planner must minimize cost in the presence of dynamic constraints and impenetrable obstacles. Described in [7], several techniques, including roadmap, potential field, and cell decomposition, exist for motion planning in obstacle fields. Most of these methods were originally developed for robotic vehicles with few dynamic constraints, however the roadmap method using Voronoi diagrams has been extended for use during aircraft/UAV trajectory optimization [8]. We have adopted a cell decomposition strategy for this work due to its ability to model arbitrary obstacles, guarantee globally-optimal results limited only by discrete cell size, and allow arbitrarily complex cost functions g(n). The approximate cell decomposition approach was first introduced by Lozano-Perez and Brooks [9] and has been utilized in varied forms by a number of researchers. Although typically more computationally complex than local techniques, optimal SNI airspace design benefits more from geometric and cost parameter flexibility than from real-time performance. The fundamental cell decomposition algorithm [7] is given as follows: m



Let S (search space) be a rectangloid of R , where m is the search space dimension. A rectangloid decomposition K of S is a finite collection of rectangloids



{κ i }i =1,2Lr , such that:



- S is equal to the union of the



κ i , i.e.: S
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decomposition K of S. Two cells are adjacent if and
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only if their intersection is a set of non-zero measure in



R



m −1



. A cell



κi



is classified as:



- EMPTY, if and only if its interior does not intersect the obstacle region. - FULL, if and only if κ i is entirely contained in the obstacle region - MIXED, otherwise. The connectivity graph G associated with a decomposition K of S is defined as follows: - Nodes of G are EMPTY and MIXED cells of K. - Two nodes of G are connected by a link if and only if corresponding cells are adjacent. Given a rectangloid decomposition, a channel is defined as a sequence (κ a j ) j =1,L p of EMPTY and/or MIXED cells such that any two consecutive cells



κa



j +1



κa



j



and



, j ∈ [1, p − 1] , are adjacent. An E-channel



contains only EMPTY cells, while an M-channel contains at least one MIXED cell. The most common rectangloid decomposition technique used to build the space is to compute a 2m-tree decomposition. Figure 1a illustrates a quad-tree (m=2) decomposition of search space S . Modified Approximate Cell Decomposition Basic cell decomposition does not account for dynamic parameter constraints. Modifications to the original algorithm have been made for this work such that constraints can be imposed during the optimization process. In the original case, if there is no obstacle, only one cell will be generated, and the algorithm will have no results. This implies an obvious solution -- a straight line between the initial and final states. However, the solution is not so trivial given dynamic constraints and our multi-parameter objective function, so to find an optimal path without obstacles empty cells are still divided. A rotorcraft climbs or descends with flight path angle γ between γmax and γmin, set to ≤ 9° for safe, comfortable flight typical of commercial operations. To enable sufficient search-space resolution during optimization, the angle interval must be limited to less than 1°. This requirement dictates restrictions on the cell length/width ratio. For this work, the ratio between length and width is set to 100:1, which yields a γ interval of about 0.6° as shown in Figure 2. Because we want to find the optimal path with flight path angle between γmax (about 9°) and γmin (about - 9° ), the concept of adjacent cells is expanded beyond standard “geometric” adjacency. Assuming the rotorcraft flies from right to left on the page, all left 36 nodes (see Figure 2) will be defined as adjacent (neighboring). There are numerous choices: 11.3°,



10.76°, …0.57°, 0°, −0.57°, −1.15°, …−11.3°, certainly providing a sufficient approximation to the continuous angle for airspace planning purposes. With quad-tree decomposition, all cells maintain the same shape as in the original map. This original plane, called a rootmap, is defined by a rectangle with initial and final states as opposing vertices and may not have the desired length:width ratio described above. To meet the ratio requirement, the rootmap will be expanded either in length or width. Then, after the quad-tree decomposition step, all cells whose center point is outside the rootmap space are dropped, while the cells with center point in the rootmap are used to construct the search space. For existing acceleration constraints imposed primarily for passenger comfort considerations, (−0.05g§ a§−0.05g ), the range (Vmax−Vmin) is divided into 20 intervals. Computing acceleration by (Vmax−Vmin)/t also yields a good approximation to the continuous acceleration. To model the discrete velocity value set, each node will become 20 duplicate nodes with different velocities. If the total set of MIXED and EMPTY nodes is n following dropping, in the modified algorithm 20*36*n “search nodes” exist.



Figure 1: Original (a) and Modified (b) Airspace Cell Decomposition.



Figure 2: Refined Cell Generation to include the Flight Path Angle Search Parameter.
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A final limitation of the original cell decomposition algorithm is that it does not make use of the information in MIXED cells. An optimal path may intersect the MIXED cells without intersecting the real obstacles. The modified cell decomposition algorithm allows the final path to traverse the MIXED cells, so long as it does not actually pass through the obstacle boundaries The algorithm for the modified cell decomposition strategy is shown below (Figures 3-6) and is driven by top-level procedure Build (Figure 3). In these figures, ‘resolution’ is the quad-tree depth level, ‘map’ represents a single geometric cell, ‘obstacles’ denotes an airspace obstacle, ‘quadrant’ represents the four subtrees of a parent cell, and ‘node’ is a structure containing data for a geometric cell and corresponding velocity value. BuildCell constructs the geometric cell set, BuildNode generates the nodes by combining each EMPTY cell with different velocities, and BuildNeighbor defines adjacency relationships among nodes to construct the search space. A comparison between the original and modified Build (cell decomposition) cell geometry is shown in Figures 1a and 1b, respectively. Procedure Build(resolution,root map, obstacles) begin map = Reshape(rootmap); BuildCell(resolution, map, obstacles); Define all the EMPTY leaf nodes of quad-tree as cells;



DropCell(cells); BuildNode(cells, nodes); BuildNeighbor (nodes); end Figure 3. Build Algorithm Recursive Procedure BuildCell(resolution, map, obstacles)



integer j = resolution; begin while (j 


Procedure BuildNeighbor (nodes) integer j; begin for (j =0; j0,
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A* search is “informed” thus is typically more efficient in finding the optimal path. Currently, given the complexity of the cost function, a decent admissible heuristic has not yet been identified thus the trajectory optimizer utilizes uniform-cost search with h=0 and g(n) set to the cost function described in next section. The basic search procedure is shown below. The set of search ‘nodes’ have been generated from the previous Build procedure, ‘u’ is the current node being expanded, and ‘c’ is the cost from ‘u’ to an adjacent successor node. Algorithm Time Complexity Generally, global optimization strategies require substantial computation time. However, they enable exploration of the full space of solutions rather than yielding a local optimum that is a function of initial design vector estimate. The airspace optimization process does not require real-time performance, but it is important to consider algorithm complexity when expanding to three dimensions or further refining quadtree search depth to simply determine that the problem is feasible on a given computing platform. Table 1 shows the average time to completion of each case study example (Section 4) with a C++ implementation executed under Linux on a 1GHz Pentium III. The time complexity is exponential in quad-tree depth, thus depths greater than were not attempted in this analysis. Table 1: Average time to completion depth 6 7 8 build (sec) 6 93 1490 search (sec) 60 483 7300



Cost / evaluation Function Traditional trajectory synthesis tools permit optimization over fuel and/or time. Pilot or airline preferences and air traffic control constraints contribute to the relative importance (weight) of these two optimization factors. For SNI RIA corridor design, noise is also a critical quantity to factor into trajectory synthesis, especially for rotorcraft given that the “pop, pop” sound of BVI has a particularly annoying quality. Since fixed-wing airspace “obstacles” are considered impenetrable in this work, they are specifically excluded from the search space rather than modeled in the cost function. If this constraint were relaxed, for example, in cases where fully SNI routes did not exist due to the number and size of fixed-wing corridors, the search-space may be extended “inside” obstacles and fixed-wing airspace intersection penalties would then factor into cost.



For the SNI airspace design work presented in this paper, the cost function (f = g(n)) for trajectory optimization is constructed as shown in Equation (1). ti



f = c1 ∫ 10 P / 10 dt + c 2 (ti − t 0) + c3 m fuel ,i + c 4γ& t0



(1)



In this expression, t0 is the initial state time, ti is the current time at state i, m fuel ,i is the total fuel consumed up to state i. Transient maneuvers resulting in non-zero γ& and acceleration are governed by vehicle dynamics



will affect all cost function terms in (1). Since γ& also reflects passenger comfort and is not specifically considered in our quasi-static BVI noise model, currently we include a distinct γ& cost term. Coefficients c1-c4 may be adjusted based on relative prioritization of time, fuel, noise, and γ& . This aeroacoustics function P( K i , C i , I i , V , x, y ) derived in [11] for impulsive (BVI) rotorcraft noise makes use of the experimentally verified Quasi-Static Acoustic Mapping (Q-SAM) approach [12] and is given by: P(Ki, Ci, Ii, Vi, x, y) = K1(1+µ)K2 –



20log10[1+I1*µ2(αTPP, 0 –αTPP)2], αTPPαTPP, 0



+ C1*10log10[log10(1+C2A0(y1/y)5/p)] + C3



(2)



The focus of the Equation (2) model is on main rotor blade-vortex interaction (BVI) noise. P refers to the average Sound Exposure Level expressed in dB. Ii is a function of the advance ratio for a specific BVI, and the Ci and Ki are the constants computed from a curve-fit of experimental trends. α TPP , 0 is the tip-path-plane angle corresponding to zero miss distance and is a function of V, while α TPP is the main rotor tip-path-plane angle. This empirical noise model represents the average sound power radiated by the helicopter over a representative observer plane a distance y below the helicopter and was developed specifically for efficient use in a trajectory optimization cost function [11]. Fuel cost function can be derived from a standard rotorcraft model [13]: m fuel ,i =SFC*HPi *ti (3) where SFC is Specific Fuel Consumption. HPi is the power required per hour for current segment, and ti is the time consumed in the segment. HP can be expressed as (4): HP=ρA(ΩR)3*[k*CT2/(2µ)-µ*αTPP*CT +(s*Cd0)/8*(1+4.6µ2)] (4)
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where αTPP= -D/W-γ, D is a function of V (f(V2)) µ=V/(WR), ρA(ΩR)3 , CT, s,Cd0, k can all be treated as constants during approach given a particular helicopter. Although engine power should include tail rotor power and installation losses, these are secondary effects and may be considered independent of flight condition in the longitudinal plane. Thus, given expressions (3) and (4), fuel consumption is a function of V and γ. For the AH-1 helicopter, the nominal fuel required is shown in Figure 8.



BVI Noise Only Typical of a helicopter approach, consider a case in which initial velocity is 95 knots and final 45 knots. The resulting optimal solution is a saw-toothed sequence of accelerated climbs and decelerating descents, a “bang-bang” solution (Figure 9). This result corresponds maximizes the distance of the wake from the rotor, thereby minimizing vortex-induced noise. Figure 9 also illustrates the worst-case (maximum noise) approach, shown in red, during which wake and rotor blade are minimally separated. Figure 10 illustrates typical BVI noise for a rotorcraft, with a central ridge defining the peak noise region. When optimizing only over noise, the global minimum solution oscillates between accelerating climbs and decelerating descents that meet the specified boundary conditions.
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Final Approach Case Study To study the effects of cost function parameters on the optimal trajectory, the modified cell decomposition algorithm was applied to the design of globally-optimal approach trajectories that minimize the SELav noise over the ground plane, the time and fuel spent during approach, and excursions through different flight path angles. For all approach cases, the initial longitudinal position is x = 20,000 feet, y = 1000 feet and the final position is x = 1,500 feet, y = 50 feet. γ constraints (|γ|
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Figure 8: Nominal Power Required
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Figure 9: Optimal Approach start from 95 knots to 45 knots



Figure 10: BVI noise characteristics at 85 knots The modified cell decomposition/uniform cost optimization algorithm was applied with a single intersecting airspace obstacle to illustrate the effects of fixed-wing airspace corridors on a noise-optimal SNI approach trajectory. This obstacle is modeled as a
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reduces flight path excursions with one less “bangbang” transition between extrema, while the noise has increased only 0.1 dB. If c4 is further increased to 2.5*106, the path has only a single bang-bang transition with an extra 0.1 dB as shown in Figure 14. 1500
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polygon that approximates the perpendicular intersection of the longitudinal SNI final approach plane and a cylindrical 3-D fixed-wing airspace corridor with radius 300 ft. When the globally-optimal solution lies within such an obstacle, the resulting solution is the minimum of alternative local minima from the unobstructed longitudinal plane or neighboring sub-optimal solutions adjacent but exterior to the obstacle. The particular choice depends on the nature of the objective function in the neighborhood of the optimal solution. If the objective function remains relatively constant when perturbed about the optimal solution, a neighboring sub-optimal solution may be preferred (Figure 11). Otherwise, one of the numerous other locally-optimal solutions that exhibit large flight path excursions and do not intersect the obstacle would be selected. A more in-depth analysis of trajectory optimization specifically for BVI noise can be found in [11].
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Figure 12. Constant Speed (70 knots)Optimal Approach Path with and without γ& penalty Steep Decelerating Descent
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Figure 11: Optimal SNI Approach start from 95 kts to 45 kts with the presence of a single obstacle
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Figure 13. Approach from 95 knots to 45 knots with γ& penalty coefficient = 1.7*106 1500
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BVI Noise & dγ/dt Cost Study Figure 12 shows the noise-optimal solution for a constant speed approach with additional penalty on γ& , imposed both for passenger comfort and to account for the fact that the quasi-static acoustic model does not include additional noise generated during flight path angle transitions. In this case, c4 is set to 6.4E7 to approximately balance the numerically-large noise level (in pressure) with γ& . Figure 12 indicates the optimal trajectories with and without that the γ& penalty, indicating that a significant reduction in flight path angle transition results in a noise level increase of less than 1 dB. Figure 13 extends the original BVI noise case (initial and final velocities of 95 and 45 knots) with maximum and minimum speed constraints set to 105 knots and 40 knots, respectively. After exploring a series of relative cost weights, the coefficient c4 is set to 1.7E6 to for this example. The resulting solution
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Figure 14. Approach from 95 knots to 45 knots with γ& penalty coefficient = 2.5*106
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Figure16: Comparison between Minimum and Maximum Cost Path based on the Time/Fuel Cost
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Time & Fuel Cost Study As illustrated in Figure 15, approach time primarily depends on aircraft speed, with secondary effect from flight path angle transitions that perturb trajectory length. Quite simply, a time cost penalty forces the path to utilize the highest possible speed. As described previously (Figure 8), a fuel penalty will drive an optimal path to follow a “best-glide” speed of 120 knots during approach and also favors the maximum descent angle for gravity-assist speed maintenance. However, since the case study from this paper enforces maximum and minimum speed constraints of 105 knots and 40 knots, respectively, both time and fuel penalties favor a maximum-velocity, straight-line trajectory from initial to final states, as shown in Figure 16. Under the velocity constraints the optimal result first accelerates to the maximum possible speed (Vmax), which is maintained until a final maximum-deceleration (0.05g) maneuver matches final state velocity (45 knots). As a comparison, Figure 16 also depicts the worst case, in which an initial climb and deceleration to minimum velocity result in maximum fuel and time cost.
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Figure 17. Time & Fuel Optimal Path with the presence of a Single Airspace Obstacle



Figure 15: Time Function If an airspace obstacle constraint is imposed along the optimal path, the resulting solution, a global minimum for the specified boundary conditions as discussed previously, is the adjacent (neighboring) solution with maximum speed and overall descent angle (Figure 17).



Noise & Time/Fuel Trade Study From the discussion above, it was found that the optimal time/fuel path is similar to the worst-case shallow descent trajectory for BVI noise, while the optimal BVI noise trajectory increases time and fuel usage. The final SNI approach solution must balance noise with time and fuel. To simplify this tradeoff and gain insight for the final approach case studied in this work, the cost function is further simplified as (5). Because the time and fuel optimal solutions are the same, only fuel cost is incorporated. Also, to disambiguate the tradeoff between noise and time/fuel cost, the effect of γ& is also not included. ti



f = ∫ 10 P / 10 dt + η * m fuel ,i t0



(5)



where η = c1/c2. Figure 18 shows the optimal paths with varying coefficient η, while Table 2 provides the corresponding cost values. From the comparison, we find that, since the minimum-noise path has high velocity even though the path profile appears worst-case for time/fuel, the time/fuel actually consumed is significantly better than the real worst-case. However, there is still a significant difference, (9.6-8.36)/9.6=13%. The designer must
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thus be aware of this tradeoff, especially when integrated over a large number of operations.



flight path transitions to achieve the final velocity constraint with minimum overall noise.1
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Figure 18: Optimal results with varying h
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Table 2: Comparison with varying h color blue green brown red black
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Discretization Study The Modified Cell Decomposition algorithm is a global optimization technique, however the solution is “optimal” only with respect to the error from discretizing a continuous space into cells. Theoretically, this error can approach zero with infinite quad-tree depth level (resolution); however, as discussed previously, time complexity also dramatically increases with depth level. Realistically, both pilots and air traffic controllers will prefer an approach procedure with a limited set of constant path segments, thus while not generating the absolute optimal solution in continuous space, even a modest quad-tree depth level will provide a decent approximation to fully-optimal that is also flyable. To illustrate the effect of increasing depth level, thereby further approaching a continuous-space globally optimal solution, Figure 19 gives an example with depth level set to 8. To minimize BVI noise, as discussed above, a high-velocity alternating accelerating climb / decelerating descent is the first part of the optimal solution. The last several segments involving alternating decelerating climb / descent at low speed. This phenomenon can be explained with Figure 20, which shows that [accelerating or decelerating] climb and decelerating descent are preferred at low velocity (e.g. 
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Figure 19: Optimal Approach from 95 knots to 45 knots with depth level = 8



Figure 20: BVI noise characteristics at 65 knots



Conclusions and Future Work Runway-independent aircraft (RIA) have been proposed to alleviate airport congestion at major urban airports with limited expansion space. True simultaneous non-interfering (SNI) airspace corridors by definition will not impact fixed-wing traffic flow thus can only increase passenger throughput. This research integrates an obstacle-sensitive path-planning algorithm with an efficient state-of-the-art rotorcraft 1



The Figure 19 example is included to illustrate the effects of increased depth level on the optimal trajectory. The Q-SAM model in Figure 20 is valid only to ~100 ft AGL; an alternative model would be required for increased accuracy at lower altitudes.
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acoustic model to produce minimum-noise, efficient SNI final approach trajectories. Fixed-wing airspace corridors are treated as impenetrable obstacles, and trajectories are optimized with respect to ground noise in addition to the standard time and fuel parameters. A modified cell decomposition algorithm is combined with a uniform-cost search strategy to generate an optimal solution that meets aircraft dynamic constraints. Results are generated for a rotorcraft using a cost function that includes an empirical noise equation derived from the test-validated Q-SAM (quasi-static acoustic model). Obstacle location and cost function weighting factors are varied to illustrate their effects on overall trajectory design. Noise-sensitive approach trajectories exhibit the following characteristics: „ The optimal rotorcraft trajectory initially climbs then descends to the landing site at relatively steep γ to avoid the worst-case BVIinduced ground noise that occurs during shallow descent at low altitudes. „ A γ& penalty smoothes the trajectory, minimizing the number of flight path excursions. Without γ& restriction the optimal trajectory oscillates between min/max γ to minimize BVI noise. „ Without time/fuel penalty, the rotorcraft decelerates to a near-minimum velocity that is maintained until ramp-up to final velocity Time penalty generally condition Vf. increases average velocity magnitude but relative coefficient magnitudes dictate the dominance of competing cost terms. This paper reports an initial investigation of noisesensitive SNI trajectory design. In future work, the cell decomposition algorithm and noise model will be extended to three-dimensional trajectory optimization, including turning flight conditions. Realistic models of fixed-wing airspace “obstacles” and potential stub runway landing sites will be generated for select urban airports. Real-time traffic and noise simulations will be performed to evaluate throughput improvements versus ground noise penalties. Alternatively, if this research finds that true SNI corridors cannot be generated for crowded airspace regions (e.g., Newark/JFK/LaGuardia), the “impenetrable obstacle” constraint will necessarily be relaxed or modified. Due to its well-understood properties, near-term research will continue with a rotorcraft model for RIA airspace corridor design; however, it is unclear whether public acceptance and efficiency concerns will support rotorcraft as a viable alternative air transportation vehicle. As new designs are proposed, their dynamic constraints and performance/noise characteristics must be incorporated into the SNI trajectory optimizer to provide a more comprehensive airspace design tool.
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g. - gravitational constant. Ii, Ki, Ci. - BVI noise cost function coefficients. fuel m. - total required fuel mass ..... HP can be expressed as (4):. HP=Ï�A(Î©R)3*[k*CT. 






 Download PDF 



















 377KB Sizes
 1 Downloads
 160 Views








 Report























Recommend Documents







[image: alt]





Three-Dimensional Segmented Trajectory Optimization ... 

Quasi-Static Acoustic Mapping noise database for Blade-Vortex Interaction noise predic- tion and also population density distribution. Flight envelope limits are ...














[image: alt]





Terminal Area Trajectory Optimization using Simulated ... 

the source, we can send out explorers each travelling at a constant speed and ... time, it would need a significant amount of time to pre-build the whole network with ..... pilot/FMS optimal trajectory data from a ground-station with a high-speed ...














[image: alt]





A new optimization based approach for push recovery ... - Amazon AWS 

predictive control and very similar to [17], with additional objectives for the COM. Some models went beyond the LIP ... A stabilization algorithm based on predictive optimization is computed to bring the model to a static ..... the hand contact in (














[image: alt]





Simulation-based SONET ADM optimization approach ... 

Abstract The article addresses a simulation-based optimi- ... can be carried through a fiber using WDM technology [5â€“7]. ... In this article, shortest path routing and first-fit ...... networks, wireless sensor networks, optical networks, and embed














[image: alt]





LNCS 7510 - A Fast Convex Optimization Approach to ... 

scar tissue solely from 3D cardiac delayed-enhancement MR images (DE-. MRI). ..... Foundation for Innovation (CFI) grant #20994, Canadian Institutes of Health.














[image: alt]





A Stochastic Optimization Approach for Joint Relay ... 

the optimum. Section IV then presents MCMC-KLDM for joint relay selection and power allocation. Simulation results are provided in Section V and Section VI ...... Math. Statist., vol. 22, pp. 79â€“86, 1951. [24] R. Y. Rubinstein and D. P. Kroese, The














[image: alt]





Simulation-based SONET ADM optimization approach ... 

Since ADMs are expensive, it is desirable that if each node in WDM optical networks can use a minimum number of ADMs to achieve a near-ideal performance.














[image: alt]





A Regularized Optimization Approach for AM-FM ... 

pass filtered image. Whereas AM-FM reconstructions based on the CCA use a reasonably small number of locally coherent components, those based on the ...














[image: alt]





ant colony optimization approach to communications ... 

labelled tree. 58. Listing 7.5 The pseudocode of the proposed ACO approach for d-MST problem. Both tree codings can be applied using this pseudocode. 63 ..... Examples of such communications networks design problems are finding the degree-constrained














[image: alt]





A Convex Hull Approach for the Reliability-based Design Optimization ... 

The proposed approach is applied to the reliability-based design of a ... design optimization, nonlinear transient dynamic problems, data mining, ..... clearer visualization of the response behavior, it is projected on the (response, length) ...














[image: alt]





An Efficient Convex Optimization Approach to 3D ... 

evolution, which allows a large time step-size to accelerate the speed of .... (8) is dual to the convex relaxation problem (7), by means of similar analytical .... the high anisotropy of the sampled 3D prostate MRI data does interfere achieving.














[image: alt]





ant colony optimization approach to communications ... 

Ant Colony Optimization (ACO) is a metaheuristic approach for solving hard ... PrÃ¼fer-coded evolutionary algorithm (F-EA), problem search space (PSS), ...... performed, a best routing scheme for data packets in the Internet, an optimal ...














[image: alt]





Effects of Vibration on Approach Trajectory of In-Vehicle Reaching Tasks 

Target-directed reaching tasks have been analyzed using numerous qualitative and quantitative ... This work also provides strong support for the argument that ...














[image: alt]





Trajectory Pattern Mining - Springer Link 

In addition, Internet map services (e.g. ... t1 t2 t3 t4 o1 â†—â†—â†˜â†’ o2 â†—â†’â†’â†’ o3 â†—â†˜â†—â†’. (a) raw trajectories ... move with the same motion azimuth â†— at time t1.














[image: alt]





argentina's unsustainable growth trajectory 

Oct 30, 2006 - E-mail: [email protected], [email protected] ..... It is not the rise of the debt which accounts for the bulk of this increase, ...... Instead of financing investment in their own country, Argentines sent their capital.














[image: alt]





Trajectory Matching from Unsynchronized Videos 

casion is matching features of adjacent images in a video se- ... ests on studies of multiple videos. ...... European Conference on Computer Vision, 1:430â€“443,.














[image: alt]





PDF download Final Approach - John J. Nance - Book 

... Contest (novel), Scarecrow (novel), Hell Island (novella), Hover Car Racer, Seven Ancient Wonders, The Six Sacred Stones, The Five Greatest Warriors - Hephaestus Books - Book,EBOOK The Vicious Deep - Zoraida CÃ³rdova - Book,DOC To Tempt a Wolf - 














[image: alt]





Trajectory-based handball video understanding 

Jul 10, 2009 - timeout) [19]. It relies on Gaussian mixtures and an EM al- gorithm trained on manually labeled sequences. Then, using a partition of the court, ...














[image: alt]





TIME OPTIMAL TRAJECTORY GENERATION FOR ... - Semantic Scholar 

Aug 13, 2008 - I would like to thank my committee members Dr.V.Krovi and. Dr.T.Singh ..... points and go to zero at the boundary of the obstacle. In Ref. .... entire configuration space.thus, to satisfy 3.14b the trajectory generated after meeting.














[image: alt]





Discovery of Convoys in Trajectory Databases 

liferate, data management for so-called trajectory databases that capture the historical ... disk of the given size or are within such a disk. And for some data ... Permission to make digital or hard copies of portions of this work for personal or ..














[image: alt]





the trajectory of liberal institutionalization of liberty in post-colonial ... 

The empirical justification of this claim is in itself a domain of research but this actually not the core concern of our paper. In this paper it will be argued that our ...














[image: alt]





Segmented Trajectory based Indexing and Retrieval of ... 

Multimedia Systems Lab, UIC. 1. Faisal I. Bashir, Ashfaq A. ... Systems Lab, UIC. 4. System Block Diagram .... Of Detection, P d and Prob. Of False Alarm,. P f is:.


























×
Report Noise-Sensitive Final Approach Trajectory Optimization ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















