









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Chaos, Solitons and Fractals 32 (2007) 862–882 www.elsevier.com/locate/chaos



Nonlinear dynamics and strange attractors in the biological system H.G. Enjieu Kadji a



a,b



, J.B. Chabi Orou b, R. Yamapi



c,* ,



P. Woafo



a



Laboratory of Nonlinear Modelling and Simulation in Engineering and Biological Physics, Faculty of Science, University of Yaounde I, P.O. Box 812, Yaounde, Cameroon b Institut de Mathe´matiques et de Sciences Physiques, BP 613, Porto-Novo, Be´nin c Department of Physics, Faculty of Science, University of Douala, P.O. Box 24157, Douala, Cameroon Accepted 11 November 2005



Abstract This paper deals with the nonlinear dynamics of the biological system modeled by the multi-limit cycles Van der Pol oscillator. Both the autonomous and non-autonomous cases are considered using the analytical and numerical methods. In the autonomous state, the model displays phenomenon of birhythmicity while the harmonic oscillations with their corresponding stability boundaries are tackled in the non-autonomous case. Conditions under which superharmonic, subharmonic and chaotic oscillations occur in the model are also investigated. The analytical results are validated and supplemented by the results of numerical simulations.  2005 Elsevier Ltd. All rights reserved.



1. Introduction Nonlinear oscillators have been a subject of particular interest in recent years [1–9]. This is due to their importance in many scientiﬁc ﬁelds ranging from physics, chemistry, biology to engineering. Among these nonlinear oscillators, a particular class contains self-sustained components such as the classical Van der Pol oscillator which serves as a paradigm for smoothly oscillating limit cycle or relaxation oscillations [3]. In the presence of an external sinusoidal excitation, it leads to various interesting phenomena such as harmonic, subharmonic and superharmonic oscillations, frequency entrainment [4], devil’s staircase in the behavior of the winding number [5], chaotic behavior in a small range of control parameters [5–7]. The generalization of the classical Van der Pol oscillator including cubic nonlinear term (so-called Duﬃng–Van der Pol or Van der Pol–Duﬃng oscillator) has also been investigated by Venkatesan et al. in Ref. [8]. They have shown that the model exhibits chaotic motion between two types of regular motion, namely periodic and quasiperiodic oscillations in the principal resonance region. They have also obtained a perturbative solution for the periodic oscillations and carried out a stability analysis of such solution to predict the Neimark bifurcation. In this paper, we consider another self-excited model namely a biological system based on the enzymes–substrates reactions in order
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to show up the behavior of such a system in the autonomous and non-autonomous states. The paper is organized as follows: in Section 2, we describe the biological model under consideration and derive the equations of motion. Section 3 deals with the harmonic oscillatory states of such a model in the autonomous and non-autonomous states using respectively the Lindsted’s perturbation method [9] and the harmonic balance method [1]. The stability boundaries of the forced harmonic oscillations are investigated using the Floquet theory [1,4]. In Section 4, light is shed on the superharmonic and subharmonic oscillations using the multiple time scales method [1]. Strange attractors and transition from regular to chaotic oscillations are tackled in Section 5 through numerical simulations. Conclusion is given in Section 6.



2. Biological model and equations of motion Coherent oscillations in biological systems are considered here through the case of an enzymatic substrate reaction with ferroelectric behavior in brain waves model [10]. The following suggestions made by Frohlich [11,12] are taken as a physical basis for a theoretical investigation. • When metabolic energy is available, long-wavelength electric vibrations are very strongly and coherently excited in active biological system. • Biological systems have metastable states with a very high electric polarization. These long range interactions may lead to a selective transport of enzymes and thus, rather speciﬁc chemical reactions may become possible. For this survey, let us consider a population of enzyme molecules of which N are in the excited polar state and R are not excited. We assume that S is the number of substrate molecules. Both the enzymes and the substrate show long range selective interactions which tend to increase their level by inﬂux. Each transition from the non-polar (or weakly polar) ground state of enzyme to the highly polar excited state leads to the chemical destruction of a substrate molecule. Additionally, there are also spontaneous transitions from the excited to the ground (or weakly polar) state. It is assumed that the rate of increase of the activated enzymes is proportional to their own concentration N, to the rate of the unexcited enzymes R and to the number of the substrate molecules S. Therefore the system can be described by a system of nonlinear diﬀerential equations as follows: dN ¼ mNRS  nN ; ds dS ¼ cS  mNRS; ds dR ¼ nN  mNRS  kðR  CÞ. ds



ð1Þ ð2Þ ð3Þ



m represents the strength of the nonlinear enzyme–substrate reaction, n the decay rate of excited enzymes to the ground (or weakly polar) state and c the range attraction of the substrate particles due to the autocatalytic reactions. k(R  C) also comes from the long range interaction with C the equilibrium concentration of the unexcited enzymes molecules in the absence of the excited enzyme and substrate, i.e., when N = S = 0. One supposes that the equilibrium of the unexcited enzyme concentration is reached fastly in order to simplify the above nonlinear equations. Such a process is also called an adiabatic elimination of the fast variable. Thus both Eqs. (1) and (2) are reduced to the well-known Lotka– Voltera equations [13] dN ¼ mCNS  nN ; ð4Þ ds dS ¼ cS  mCNS. ð5Þ ds The number of activated enzyme molecules N can be viewed here as the predator concentration and the substrate molecules S asthe prey  population. From Eqs. (4) and (5), we derive the two following steady states (N0, S0) = (0, 0) and n . Perturbing these activated enzymes and substrate molecules around the nontrivial steady state lead ðN 0 ; S 0 Þ ¼ mCc ; mC us to obtain the equations de ¼ cg þ mCge; ds dg ¼ ne  mCge; ds



ð6Þ
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where e and g are respectively the excess concentrations of activated enzymes and substrate molecules beyond their equilibrium values N0 and S0. From Frohlich ideas, we may suppose that in large regions of the system of proteins, substrates, ions and structured water are activated by the chemical energy available from substrate enzyme reactions. pﬃﬃﬃﬃﬃ Thus, chemical oscillations in the number of substrate and activated enzyme molecules with a very low frequency nc might be carried out around the equilibrium state [14]. This oscillation also represents an electric oscillation through the high dipole moment of the excited enzyme. The electric dipole moment of the excited enzyme is partially screened by the ions and the remaining polarization causes the system to display a tendency towards a ferroelectric instability. On the other hand, electric resistances against the system’s tendency to become ferroelectric also have to be accounted for and thus, give a contribution r2P viewed as a relaxation term. Assuming the macroscopic polarization P to be proportional to the time dependent number e of the excited enzyme molecules, a nonlinear dielectric contribution is obtained and given as follows: de 2 2 ¼ ðj2 eW e  r2 Þe. ds



ð7Þ



Since an electrical ﬁeld F interacts with the polarization, it is also important to include its eﬀect which consists of an internal ﬁeld due to thermal ﬂuctuations and an externally applied ﬁeld on the excited enzyme. F does not need to be an electrical ﬁeld necessary and can also represents for example external chemical inﬂuences (e.g., an input or an output of enzyme molecules through the transport phenomena). Therefore, adding both the chemical and the dielectric contribution ﬁnally lead us to the set of equations de 2 2 ¼ cg þ ðj2 eW e  r2 Þe þ mCge þ F ðsÞ; ds dg ¼ ne  mCge. ds



ð8Þ 2 2



For small values of e and g, if one considers the development in series of the function eW e at the third order to take into account the eﬀects of some nonlinear quantities provided from the excess of concentration of the activated enzymes and uses the following rescaling: rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ pﬃﬃﬃﬃﬃ 3 j2  r2 x0 ¼ nc; jW; l¼ t ¼ x0 s; x ¼ Ne; N¼ ; 2 2 x0 j r   N d t 5 7 EðtÞ ¼ 2 F ðj2  r2 Þ; b¼ ; a¼ ðj2  r2 Þ2 ; x0 dt x0 18j2 162j one have that the biological system is governed by the coming equation €x  lð1  x2 þ ax4  bx6 Þ_x þ x ¼ E cos Xt;



ð9Þ



where an overdot denotes time derivative. The quantities a, b are positive parameters, l is the parameter of nonlinearity while E and X are respectively the amplitude and the frequency of the external excitation. The biological system modeled through Eq. (9) has been considered by Kaiser in Ref. [15]. He has emphasized that in the unforced case, the model is a multi-limit cycles oscillator (so-called the multi-limit cycles Van der Pol oscillator (MLC-VdPo)). Since that model has been introduced, just few aspects of his dynamics have been analyzed. Indeed, Kaiser and Eichwald have investigated additionally to the dominating scenarios bifurcation in the superharmonic region [16], the occurrence of a symmetry breaking crisis subsequent type III intermittency [17]. Our aim is to tackle some aspects of its dynamics which remain unsolved, both in the autonomous and non-autonomous cases, using analytical methods and numerical simulations. 3. Harmonic oscillatory states 3.1. Autonomous oscillatory states We consider in this subsection the case where the model is not inﬂuenced by an external force (E = 0) and our purpose is to ﬁnd the amplitudes and frequencies of the limit cycles. Therefore, an appropriate analytical tool is the Lindsted’s perturbation method [9]. In order to permit an interaction between the frequency and the amplitude, it is interesting to set s = xt where x is an unknown frequency. We assume that the periodic solution of Eq. (9) can be performed by an approximation having the form xðsÞ ¼ x0 ðsÞ þ lx1 ðsÞ þ l2 x2 ðsÞ þ    ;



ð10Þ
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where the functions xn(s) (n = 0, 1, 2, . . .) are periodic functions of s of period 2p. Moreover, the frequency x can be represented by the following expression: x ¼ x0 þ lx1 þ l2 x2 þ    ;



ð11Þ



where xn (n = 0, 1, 2, . . .) are unknown constants at this point. Substituting the expressions (10) and (11) in Eq. (9) and equating the coeﬃcients of l0, l1 and l2 to zero, we obtain the following equations at diﬀerent order of l: Order l0 x20€x0 þ x0 ¼ 0.



ð12Þ



Order l1 x20€x1 þ x1 ¼ x0 ð1  x20 þ ax40  bx60 Þ_x0  2x0 x1€x0 þ x0 x40 x_ 0 ða  bx20 Þ.



ð13Þ



Order l2 x20€x2 þ x2 ¼ x0 ½ð1  x20 Þ_x1  2x0 x_ 0 x1   2x0 x1€x1  ðx21 þ 2x0 x2 Þ€x0  x1 ð1  x20 Þ_x0 þ x1 ða  bx20 Þx40 x_ 1 þ x0 ½ða  bx20 Þx40 x_ 1 þ ð4a  6bx20 Þx30 x_ 0 x1 .



ð14Þ



Making use of the property x(s + 2p) = x(s) and the initial condition x_ ð0Þ ¼ 0 to determine the unknown quantities in the above equations, we get xn ðs þ 2pÞ ¼ xn ðsÞ;



x_ n ð0Þ ¼ 0; n ¼ 0; 1; 2.



ð15Þ



Solving Eq. (12) and using conditions (15), it comes x0 ¼ A cos s;



ð16Þ



x0 ¼ 1;



ð17Þ



where A is the amplitude of the limit cycle. In virtue of the solution (16) and the relation (17), Eq. (13) leads to     5b 6 a 4 1 4 9b 7 3a 5 1 3 €x1 þ x1 ¼ A  A þ A  1 A sin s þ 2x1 A cos s þ A  A þ A sin 3s 64 8 4 64 16 4   5b 7 a b A  A5 sin 5s þ A7 sin 7s. þ ð18Þ 64 16 64 From this latter equation, the secularity conditions (so called the solvability conditions) lead us to the following: 5b 6 a 4 1 2 A  A þ A  1 ¼ 0; 64 8 4



ð19Þ



x1 ¼ 0.



ð20Þ



and



Thus, a general expression for a periodic solution of Eq. (18) can be written as follows: x1 ¼ C cos s þ  sin s þ W1 sin 3s þ W2 sin 5s þ W3 sin 7s; where W1 ¼ 



  1 9b 7 3a A  þ A3 ; 32 16 4



W2 ¼ 



  1 5b  aA5 ; 384 4



ð21Þ



W3 ¼ 



b A7 3072



with the initial condition x_ n ð0Þ, one now obtains  ¼



219 1 3 bA7  aA5 þ A3 . 3072 12 32



The value of C remains undetermined for the moment and will be determined in the next step. The secularity condition for the solution x2(s) yields the following solutions: C ¼ 0;



ð22Þ



866



H.G. Enjieu Kadji et al. / Chaos, Solitons and Fractals 32 (2007) 862–882



and x2 ¼



 2      1580b 12 738ab 10 72a þ 309b 8 64a  219b 6 16a þ 3 4 3 A  A þ A  A þ A  A2 . 393216 99024 768 6144 384 64



ð23Þ



Therefore, the solution of Eq. (9) can be approximated by xðtÞ ¼ A cos xt þ lð sin xt þ W1 sin 3xt þ W2 sin 5xt þ W3 sin 7xtÞ þ Oðl2 Þ;



ð24Þ



where the frequency x is given by x ¼ 1 þ l2 x2 þ Oðl3 Þ.



ð25Þ



The amplitudes An (n = 1, 2, 3) of the limit cycles and their related frequencies x(An) are obtained by solving respectively Eqs. (19) and (25) via the Newton–Raphson algorithm. Depending to the values of the parameters a and b, Eq. (19) can give birth to one or three positive amplitudes which correspond respectively to the amplitudes of one or three limit cycles. In the case of three limit cycles, two are stable and one is unstable. For instance, with a = 0.144 and b = 0.005, the stable limit cycles have the following characteristics A1 = 2.6390 with the frequency x(A1) = 1.0011 and A2 = 4.8395 with x(A2) = 1.0545 while the unstable limit cycle is given by A3 = 3.9616 with x(A3) = 1.0114. Such a coexistence of two stable limit cycles with diﬀerent amplitudes and frequencies (or periods) separated by an unstable limit cycle for a given set of parameters refer to as birhythmicity [18]. Therefore, birhythmicity provides the capability of switching back and forth, upon appropriate perturbation or parameter change, between two distinct types of stable oscillations characterized by markedly diﬀerent periods (or frequencies) and amplitudes. Such a phenomenon is used to model glycotic oscillations in yeast and muscle [19,20]. The unstable limit cycle represents the separatrix between the basins of attraction of the two stable limit cycles. From Eq. (19), a map showing some regions where one or three limit cycles can be found has been constructed as shown in Fig. 1. The above stable limit cycles and their corresponding attraction basins are obtained from a direct numerical simulation of Eq. (9) using the fourth-order Runge–Kutta algorithm (see Fig. 2). The evolution of the amplitude of oscillations versus the parameter a for diﬀerent values of the parameter b has also been drawn from Eq. (19) as shown in Fig. 3. It appears from that ﬁgure the occurrence of jump phenomenon which disappear with increasing b. Such situations can illustrate the explanation of the existence of multiple frequency



Fig. 1. A limit cycles map showing some regions where one or three limit cycles can be found.
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Fig. 2. Phases portrait of the two stable limit cycles (a) and their corresponding basins of attraction (b) for l = 0.1, a = 0.144 and b = 0.005.



and intensity windows in the reaction of biological systems when they are irradiated with very low weakelectromagnetic ﬁelds [21–24]. 3.2. Forced harmonic oscillatory states 3.2.1. Harmonic oscillatory states Assuming that the fundamental component of the solutions has the period of the external excitation, we use the harmonic balance method [1] to derive the amplitude of the forced harmonic oscillatory states (E 5 0) of Eq. (9). For this purpose, we express its solution xs as xs ¼ a1 cos Xt þ a2 sin Xt.



ð26Þ
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