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Nonstationary Spatial Texture Estimation Applied to Adaptive Speckle Reduction of SAR Data Olivier D’Hondt, Laurent Ferro-Famil, Eric Pottier IETR Laboratory, Image and Remote Sensing Group, University of Rennes 1 263 Avenue General Leclerc, CS 74205 35042 Rennes Cedex, France E-mail : [email protected]



Abstract— This paper proposes a new model for the secondorder statistics of spatial texture in SAR images. The autocovariance function is locally approximated by a 2-D Anisotropic Gaussian Kernel (AGK) in order to characterise texture by its local orientation and anisotropy. The estimation of texture parameters at a given scale is based on the Gradient Structure Tensor (GST) operator and does not require the explicit computation of the autocovariance. Finally, a new filter called AGK-MMSE that takes into account this spatial information is introduced and compared to the refined MMSE filter. The proposed filter has better performances in terms of texture preservation and structure enhancement.



I. I NTRODUCTION In this article, we consider that SAR data can be described by two main components. On the one hand, the clutter is the result of the interaction between the electromagnetic wave and natural media. On the other hand, the structure part encompasses deterministic entities like targets, edges and ridges. Clutter and deterministic targets are characterized by their reflectivity which is related to the backscattered power. Moreover, due to speckle effect, the clutter may have a strong variability from one resolution cell to another, even over homogeneous areas which will be described by their mean relectivity. However, an important part of the information is carried by the spatial variations of this reflectivity, due to deterministic structures or intrinsic variability of heterogeneous media. This various forms of heterogeneities are often aggregated under the generic term “texture”. For heterogeneous clutter the scene intensity is well described by a gamma distribution leading to the well-known K-distribution [1], [2], [3]. Visual observation of data suggests that such a texture description has to be completed by the analysis of spatial correlation between pixels by considering the two-point statistics of the image. The autocorrelation function (ACF) and autocovariance are the most regarded indicators of spatial correlation and have been studied in conjunction with the K-distribution [4]. In this paper, a new model for the two-point statistics of SAR intensity is presented, in order to have a more complete desciption of SAR texture. A parametric form for the 2-D autocovariance function is used to extend previous studies to the notions of local orientation and spatial anisotropy. Hence, this simple model handles deterministic structures as well as the spatial correlation of heterogeneous clutter. This description is then shown to be useful in the context of adaptive speckle filtering, which generally assumes clutter homogeneity



[5], [6], [7]. The theoretical model is introduced in Section II, then a method for parameter estimation is presented in Section III. Based on this model, an enhancement of the traditional adaptive filters is presented in Section IV. Section V shows results on real SAR data. Finally, Section VI concludes the article. II. S PATIAL T EXTURE M ODEL A. Product Model In the context of texture analysis only single-look data have been regarded, since spatial averaging tends to damage texture information. It is now well established that speckled intensity follows a multiplicative model thus we adopt the decomposition introduced in [8], maintaining that at 2-D spatial location t, the intensity I can be written in the following form: I(t) = µ(t)T (t)F(t) (1) where µ is the local mean of terrain reflectivity, T and F are two random processes describing respectively the texture and the speckle. B. Single Point Statistics of SAR Intensity The most common statistical descriptors of SAR intensity are the single-point statistics. Actually, the mean µ is directly related to the backscattered power and is an estimate of the true reflectivity if taken over a homogeneous area. Moreover, it has been shown [8] that texture variance σ2T can be obtained directly by using the following relation: σ2T =



CVI2 − σ2F 1 + σ2F



(2)



where CVI = σI /µI is the normalized standard deviation, usually called coefficient of variation and the variance of speckle σ2F is equal to one for single-look data. Single-point statistics are only related to the backscattered power and do not describe the spatial behaviour of texture. C. Two Point Statistics 1) General 1-D descriptors: Considering the fact that the spatial information is embedded in two-point statistics, intensity can be characterized by indicators like the autocovariance, defined for a 2-D vector τ as: CI (τ) = RI (τ) − µ2I



(3)
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where RI (τ) = E [I(t + τ)I(t)] is the autocorrelation. Generally, texture can be described by the autocorrelation decay (exponential, gaussian, etc) and by the correlation length l of the process, that determines the range of the spatial correlation with CI (l) = CI (0)e−1 . Similarly, in the Fourier domain, the signal can be represented by its power spectrum density: SI ( f ) =



Z +∞ −∞



RI (τ)e−2π j f τ dτ.



(4)



As it stands for the frequency spread of the process, the second-order moment of power spectral density may also be used to discriminate different types of spatial behaviour: s=



Z +∞ −∞



f 2 SI ( f )d f .



(5)



2) The AGK model, a new descriptor for SAR texture: As multiple forms can be taken by autocorrelation and power spectrum density, a simple parametric model for these descriptors is chosen, in order to generalize the notion of correlation length and frequency spread to the 2-D case. It has been shown in previous publications [9], [10] that a well adapted model for this task is the Anisotropic Gaussian Kernel (AGK) model, that assumes a locally stationary autocovariance with the form:  CT (d) = σ2T exp −dT Σ −1 d (6)



where d = [x, y]T is the spatial position and Σ is the covariance matrix of the spatial coordinates. This matrix can be decomposed in the form Σ = RTθ Λ Rθ where   2 lu 0 (7) Λ= 0 lv2 is the covariance matrix expressed in its eigenvectors basis [u, v]T . The values lu and lv are the principal and secondary texture correlation lengths in the directions of the eigenvectors and   cos θ − sin θ Rθ = (8) sin θ cos θ is an unitary rotation matrix with angle θ, which determines the dominant orientation of the texture. As the Fourier transform of a gaussian function remains gaussian and since it leaves rotations unchanged, the 2-D power density spectrum has a very similar expression:  Σ|1/2 exp −π2 fT Σ f + µ2T δ(f) ST (f) = σ2T π |Σ (9) ]T



where f = [ fx , fy is the 2-D spatial frequency vector, the operator | . | is the determinant, δ(f) is the Dirac delta distribution and µT the mean value of T is assumed unitary. III. E STIMATION



OF



T EXTURE PARAMETERS



A. The Gradient Structure Tensor Due to the presence of speckle, the second order statistics of the texture are not directly available. However, a smoothed version of the image is considered to carry the spatial information about the scene at a given scale and can be used as an approximation of the noise-free data. In particular, we choose to represent this information according to the gaussian scale-space theory [11] by the convolution of the noisy image



with a gaussian kernel. Thus, the noise-free scene at scale σ can be approximated by Iσ = Kσ ∗ I where Kσ is an isotropic gaussian kernel with standard deviation σ and the symbol ∗ is the convolution operator. This representation ensures the differentiability of the image and the operator named Gradient Structure Tensor (GST) [12] may then be introduced: ∇Iσ ∇ IσT ) J = Kρ ∗ (∇



(10)



where ∇ is the 2-D gradient operator. The gaussian kernel Kρ is a spatial averaging window providing an estimate of the mathematical expectation. By considering the Fourier transform of the gradient operator and the power conservation theorem [13], it can be shown [12] that the GST contains the local spatial information about the scaled scene, as it is proportionnal to the second-order moment matrix of the spectrum SIσ (f): J = 4π2



Z



R2



fT f SIσ (f) df.



(11)



Thus, assuming the AGK model with covariance matrix Σ for the second-order statistics of Iσ , it is possible to retrieve the correlation lengths at this scale, since evaluating this matrix gives: J = 2σ2Iσ Σ −1



(12)



where σ2Iσ is the variance of the signal at scale σ. B. Extraction of the descriptive parameters By computing the eigendecomposition of the GST: J = λ1 k1 k1 T + λ2 k2 k2 T



(13)



it is thus possible to estimate the parameters of the model without computing the autocorrelation function itself. The correlation lengths lu and lv can be retrieved from the eigenvalues of J since it is straightforward from (7), (9) and (12) that λ1 = 2σ2Iσ /lv2 and λ2 = 2σ2Iσ /lu2 . The dominant orientation is then determined by the secondary eigenvector k2 (which corresponds to the largest correlation length lu ) and its corresponding angle is: θ = tan−1 (k2,y /k2,x ) .



(14)



The magnitude of the gradient response is usually named “orientation energy” and is expressed as: E = λ1 + λ2 .



(15)



In order to quantify the importance of the principal orientation it is useful to define a descriptor named spatial anisotropy: A = 1−



λ2 . λ1



(16)



This parameter is independent of the signal power σ2Iσ and lies between 0 for an isotropic neighbourhood and 1 for a null secondary correlation.
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Local orientation estimation bb A, θ
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Reflectivity estimation
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(w) Rb = kI − b µI (1 − k)



Fig. 1.
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bI k = f (b µI , σ
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The four steps of the AGK-MMSE filtering technique.



IV. T EXTURE P RESERVING F ILTER In this section, we introduce a new filtering approach based on the above presented texture parameters, that can be applied to every filter using local statistics estimation. As an exemple, we propose an enhancement of the MMSE filter [5], [6] which is founded on the present local texture model. For the sake of simplicity, this new filter will be referred as AGK-MMSE filter in the following. Most of the well-known speckle adaptive filtering techniques are based on the local statistics estimation within a window surrounding the central pixel. These statistics generally give a measure for local heterogenity which is used to combine the locally estimated mean reflectivity with the intensity value of the central pixel. The use of a fixed square window for the estimation of local statistics is the main limitation of this type of methods. Actually, if edges or structures are present within the window, the local statistics are not stationary and then poorly estimated by a uniform spatial averaging. The idea of our method is to exploit the local orientation and anisotropy information to compute a weighted estimate of the local statistics with stronger weights given to pixels which lie in the direction of the principal orientation. Our approach is described in the following, and a flow chart of its four main steps is drawn on figure 1. In a first step, the spatial parameters A and θ are estimated by means of the GST eigendecomposition (13) on the image at scale σ, over a spatial gaussian averaging window of standard deviation ρ. The scale parameter σ gives the level of detail of the image on which texture estimation is performed while the parameter ρ determines the size of the texture estimation window. Thus, orientation angle and spatial anisotropy maps b b y) are obtained. θ(x, y) and A(x, These maps permit to define for each pixel of the original image the weighted estimates for local statistics. To give a stronger weight to pixels that lie in the direction of the strongest orientation, we define an anisotropic gaussian winˆ dow with orientation θˆ and anisotropy A:   1 w(d) = exp −dT Σ −1 d (17) ˆ ˆθ A, K where K is a normalization constant ensuring that the sum of the weights is equal to one: K=



Z



u∈R2



w(u)du.



(18)



The covariance matrix of this anisotropic gaussian filter is given by:  2  ρ 0 T Rθˆ (19) Σ A,ˆ θˆ = Rθˆ ˆ 0 ρ2 (1 − A)



-10 dB



80 dB



Fig. 2. Left: 1024 × 1024 single look test area extracted from the “Weiherbachtal” dataset (ESAR, DLR). Right: 100×80 oriented test zone extracted from the same dataset and used for studying the influence of the two scale parameters σ and ρ (cf. section V and figure 3.)



ˆ The standard where Rθˆ is the rotation matrix with angle θ. deviations of this kernel are limited by the scale ρ of the gaussian window Kρ which was previously used for the estimation of spatial statistics. Using the anisotropy A instead of the estimated correlation lengths prevents from averaging pixels located outside of Kρ if one of the estimated correlation length is larger than ρ. The second step is the estimation of the weighted statistics within the above defined window w(d). In the case of MMSE filtering, the local weighted mean and variance at location u0 are computed: (w)



b µI (u0 ) =



bI2,(w) (u0 ) = σ



Z



u∈R2



Z



u∈R2



w(u − u0 )I(u)du,



h i2 (w) w(u − u0 ) I(u) − b µI (u0 ) du.



(20) (21)



The third step is the calculation of the filtering coefficient (w) bI2,(w) (u)) that accounts for the presence of k(u) = f (b µI (u), σ a strong scatterer in w and depends on the type of filter. For the case of MMSE filters, expressions for k are given in [5], [6]. Finally, the reflectivity estimate for each pixel of the image is given by the well-known MMSE rule: (w) b = k(u)I(u) + b R(u) µI (u) [1 − k(u)].



(22)



V. E XPERIMENTS The AGK-MMSE filter has been validated on the singlelook L-band intensity of the “Weiherbachtal” dataset, that was acquired by the ESAR sensor from the DLR (German Aerospace Center). Its performances have been compared to those of the well-known refined MMSE filter [14]. The test zone is displayed on figure 2. The AGK-MMSE filter requires the setting of two estimation scale parameters that are the pre-smoothing scale σ and the spatial averaging window scale ρ. In order to simplify the choice of these parameters, we have studied their influence
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Fig. 3. Influence of scale parameters σ and ρ on the estimates of texture parameters E (orientation energy), A (anisotropy) and θ (orientation angle).



on texture analysis over a small oriented area of the image. The role of σ is to smooth the image in order to stabilize the estimation of the gradient. However, if σ is increased for a fixed value of ρ, the second eigenvalue λ2 tends to vanish as the variance of the gradient tends to zero. Therefore, with large values for σ, the structure tensor method acts like an edge detector. It can be seen on figure 3 that for σ > ρ (top row), the energy parameter describes well the edges of the structure as the anisotropy parameter loses its meaning since it is always close to 1 and the orientation estimate is very unstable. The second parameter ρ is equivalent to an estimation window over the signal at scale σ. It is then reasonable to fix ρ > σ. It can be seen on the figure that the increase of ρ tends to stabilize the estimation of orientation. Besides, with large values of ρ, the anisotropic structure is well captured by the anisotropy parameter. However, if ρ is to large, it can be observed (bottom row) that the orientation estimate is lost, due to an oversmoothing of this parameter. We found experimentally that √ ρ = 2σ (center row) was a good tradeoff between the spatial resolution and the stabilization of spatial estimates. Moreover, this choice simplifies the use of the filter as it reduces the number of input settings to one. The spatial anisotropy parameter A is very sensitive to noise and is in practice rarely equal to 0 for an isotropic neighbourhood. Hence, to improve the performance of our filter the statistics of the coefficient of variation CVI2 of intensity has been computed on a homogeneous area of the image. Then A has been considered meaningless and set to 0 for pixels which fulfills the condition CVI2 < MEAN(CVI2 ) + ST D(CVI2 ). Approximating the distribution of CVI2 with a normal density, this condition corresponds to a confidence interval of 68 % for the homogeneous area hypothesis. The estimated anisotropy and orientation angle used for the filtering process are shown in figure 4. The maximum smoothing of our filter is reached for a homogeneous zone and its theoretical value is equal to



−π/2 Fig. 4. Estimated √ anisotropy A (top) and orientation θ (bottom) with scale σ = 1.9 and ρ = 2σ. A and θ are displayed only for significant values of the coefficient of variation (see text for details). The reference for θ is the vertical axis. TABLE I R ESULT O F F ILTERING O N A H OMOGENEOUS A REA



Theoretical ENL Estimated ENL Estimated Mean



Noisy Image 1 0.95 45.0 dB



Refined MMSE 45 15.8 45.1 dB



AGK-MMSE 45.36 17.9 45.0 dB



ENLAGK−MMSE = 2πρ2. Therefore, to evalutate the performance on homogeneous areas, we have set σ to 1.9 to obtain a maximum number of looks which is close to that of the 9 × 9 refined MMSE filter. The quantitative results on a manually selected homogeneous zone are reported in table I, where it can be observed that the AGK-MMSE has a slightly larger effective number of looks than the refined MMSE filter on the homogeneous test areas whereas the bias is weak for both filters. As the AGK-MMSE filter is based on local texture analysis, it is expected to preserve structures. Thus, to visually evaluate this property, the filtering results for boxcar, refined MMSE, and AGK-MMSE are compared on figure 5. The ratio between the noisy image and the filtered one is also a good indicator of the quality of filtering and is displayed on figure 6 for the refined MMSE and AGK-MMSE methods. On the one hand, if refined MMSE filtering leads to sharper edges due to the use of
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Fig. 6. Ratio of the original and filtered images for: refined MMSE filter (left), AGK-MMSE filter (right).



of speckle. The proposed new filter is an enhancement of the well-known MMSE filter, that estimates the local statistics in an anisotropic gaussian window determined by local texture anisotropy and orientation. This approach has been compared to the refined MMSE filter, and has shown better performances in terms of texture preservation and structure enhancement.



Fig. 5. Filtering result: 416 × 235 selected subarea (top left), 9 × 9 Boxcar filter (top right), refined MMSE filter with Lee criterion (bottom left), AGKMMSE filter (bottom right).



a finite number of non-symmetrical windows, it also introduces characteristic blob patterns on both homogeneous and textured areas which causes a more difficult intepretation of the image. On the other hand, our filter introduces oriented patterns along edges. This is due to the increase of the anisotropy parameter in the neighbourhood of an oriented zone, leading to a narrower estimation window. The spatial averaging around edges is then less important. However, due to the use of an adaptive window, the presented filtering approach leads to a smoother result as well as a better enhancement of structures and textured areas. Moreover, the ratio image obtained from our approach has a more homogeneous appearence than the one obtained from refined MMSE filtering, which means that the AGK-MMSE filter retains less structure than the refined MMSE one. VI. C ONCLUSION We have presented a new local model for the two-point statistics of single-look SAR intensity, that is efficient to represent the various forms of texture, i.e. clutter heterogeneities and deterministics structures. It is based on a parametric form for texture autocovariance named anisotropic gaussian kernel. Hence, each pixel can be characterised by the local orientation and the anisotropy of its neighbourhood. Then, the operator called gradient structure tensor has been shown to be an estimator for texture parameters at a given scale. This approach has been successfully applied to the adaptive filtering
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