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1 Abstract



Novel Approaches to Solving the Electronic Schr¨odinger Equation for Molecules by Anthony Dean Dutoi Doctor of Philosophy in Chemistry University of California, Berkeley Professor Martin P. Head-Gordon, Chair In the study of the electronic structure of matter, the Hamiltonian can generally be divided into two parts, a mean-field portion and a fluctuation potential. The meanfield approximation involves solving for the states of single particles in the averaged presence of others, self-consistently defining an effective one-particle Hamiltonian. A correlated calculation allows the state of the system to be a function of the coordinates of all the particles in an inseparable manner, but an exact such eigenstate of the full Hamiltonian can generally only be approximated. Electron correlation is usually defined as the deviation of a state from a mean-field solution. This can loosely be divided into either static and dynamic or short- and long-range components. This work is a study of the correlation problem from four distinct angles. In the first part of this work, we attempt to make a well-defined computational distinction between short and long range by dividing the Coulomb operator itself into two pieces and deriving the resultant non-trivial molecular integrals. We then proceed to look into present Kohn-Sham density-functional approaches, which attempt to capture correlation effects in a one-particle model but suffer from electron self-interaction. Terms which can correct for the most severe errors are borrowed from the mean-field Hamiltonian, using our divided Coulomb operator. Although Kohn-Sham methods have shown an ability to make useful estimates of the dynamic correlation energy, the physics of static correlation are out of reach of any single-electron theory. Static correlation itself merits study, as it is an important part of the descriptions of species



2 like low-spin multiradicals. We propose a specific, model-independent definition of general multiradical character, and we find that it identifies the state-space coordinates which best describe strong correlations in qualitatively correct wavefunctions. Finally, molecular Hamiltonians define a class of problems whose mapping to exact algorithms is ideal in terms of quantum computing resources, and we conclude by developing the details of such a quantum algorithm.
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1



Chapter 1 Introduction The amount of information needed to specify the state of a particle classically and quantum mechanically are not of the same measure. The state of a classical, non-relativistic particle is specified by a six component vector hrx , ry , rz , px , py , pz i



giving its position ~r and momentum p~, whereas an analogous quantum particle is described by two real functions (or one complex one) over the domain of all ~r or p~. With sufficient knowledge of the potential and energy scale in question, a basis can be chosen that renders almost any one-particle quantum problem a trivial linear algebra exercise for a computer. However, the amount of information needed to fully specify a quantum many-particle state grows exponentially with the number of particles, rather than linearly as in classical mechanics. Given a one-particle basis of N states, the projection of the corresponding n-particle tensor-product space into the subspace valid for the fermions in this work has dimensionality N! ∼ eηn (N − n)!n!



(1.1)



where η > 0 is taken to be constant (a function of the ratio n/N ) in the large n limit, as is reasonable for chemical computations at a given standard Gaussian basis level. Even for a classical computer of arbitrary computational power, the divide between tractable and intractable ab initio chemical simulations would unfortunately be quite sharp.



2



1.1 1.1.1



Notation and Basic Concepts Three Formal Approaches to the Electronic Schr¨ odinger Equation



We begin by presenting the Hamiltonian that will be the subject of this work. In simulations of chemical systems, it is often useful to apply the Born-Oppenheimer approximation. This is just an instance of the adiabatic theorem, whereby the heavier nuclei are taken to generate a static external potential in which the Schr¨odinger equation for the electrons is solved [1]. This work is restricted exclusively to this adiabatic domain, and we are concerned with finding an eigenstate |Ψi of the nonrelativistic, Born-Oppenheimer Hamiltonian ˆ = H



X



Tˆx +



X



UˆxN +



x



x



X



Vˆxy



(1.2)



x>y



where the indices x and y run over the n individual electron labels, with x > y denoting summation over all unique particle pairs, and h ¯2 Z ~ 2 h~r(x)| d~r |~r(x)i ∇ Tˆx = − 2me UˆxN = − Vˆxy =



Z



Z Z



d~r |~r(x)i



"



X λ



(1.3) #



~ λ |) h~r(x)| Zλ V (|~r − R C



d~rd~r0 |~r(x)i ⊗ |~r0 (y)i V C (|~r − ~r0 |) h~r(x)| ⊗ h~r0 (y)|



~ λ with atomic numbers Zλ . V C (r) = where λ runs over the nuclei at positions R Eh a0 /r is the Coulomb potential, and |~ri is a position eigenstate such that φ(~r) =



h~r|φi is the more traditional wavefunction notation for the single-particle spatial state



|φi. From now on, atomic units (a.u.) will be used, and the symbols h ¯ , me , a0 and



Eh will not be written, as they are then unit quantities of angular momentum, mass, distance and energy, respectively. The Wavefunction Basis We denote a single-electron state simply by an index label inside a ket |ii = |φi σi i = |φi i ⊗ |σi i



(1.4)



3 where φi (~r) = h~r|φi i is the spatial wavefunction of a particle in state |ii, and |σi i ∈



span{|↓i, |↑i} denotes the associated state of the intrinsic spin-1/2 angular momen-



tum vector. A single-particle state is also called an orbital, and this word is meant



to encompass both the spin and spatial part of the state (i.e. a spin orbital) unless otherwise indicated. In this work, we will only consider basis sets of spatial wavefunctions which are constructed as sums of derivative Gaussian functions [2], tensored with either the |↑i or |↓i spin state.



We denote a properly normalized, antisymmetrized direct-product state of n



single-particle states by collecting the relevant orbital indices inside a single ket |ij . . . ki =



√



h



n! PˆA |i(1)i ⊗ |j(2)i . . . ⊗ |k(n)i



i



(1.5)



where PˆA is a projector into the space spanned by all n-particle states which change sign under the permutation of any particle pair. This fermion property demands that |ii, |ji, |ki, etc. are n distinct orbitals, and the normalization above applies when



they are orthonormal. Since the sequential parenthesized numbers on the right-hand side indicate the particle label whose coordinates that ket refers to, the relative phase of the overall state is determined by the order of the indices on the left-hand side. We will occasionally write raw direct product states with each index in a separate ket, but the tensor product symbol will be implicit. The type of state described in Equation 1.5 is known as a single-determinant state, because it may be expressed as a single n × n determinant involving each of the orbitals referencing each of the particle



labels.



Each unique (but not disjoint) subset of n members of a basis of N single-particle states gives rise to one linearly independent single-determinant state; the span of all such states builds a Hilbert space in which we may look for an eigenstate of the Hamiltonian in Equation 1.2. The dimensionality of this space is as in Equation 1.1, and is generally so large as to prohibit directly searching for the exact solution. A host of approximate wavefunction forms are in use and constitute a large part of the field of electronic-structure research [3, 4].



4 The Density-Functional Formalism Another approach to finding the ground state of a Hamiltonian for many particles in an external potential is to use only the total density as the variable [5, 6]. While it is not obvious that this density-functional theory (DFT) should be anything more than a heuristic approach, the famous Hohenberg-Kohn theorem showed that it is formally grounded [7]. We will skip the Hohenberg-Kohn development in the interest of space, and proceed directly to the Levy constrained search formalism [8], which is more general and concise. Although a full exposition of its power lies outside the scope of this work, we show here how it allows an abstract construction for the universal density functional. The variational wavefunction formulation for the ground-state energy E GS of n electrons is ˆ EGS = min hΨ|H|Ψi



(1.6)



|Ψi→n



where |Ψi is a normalized fermionic n-particle state. We note that any non-negative



density ρ which integrates to an integer number of electrons may be constructed as arising from at least one valid wavefunction [9]. Equation 1.6 can then trivially be divided into successive minimizations EGS = min ρ→n



(



ˆ min hΨ|H|Ψi



|Ψi→ρ



)



(1.7)



where |Ψi gives rise to the density ρ which integrates to n. We then have the functional



variational formulation







EGS = min G[ρ] + ρ→n



where U (~r) = −



P



λ



Z



d~r ρ(~r)U (~r)







(1.8)



~ λ |) is the external potential, and Zλ V C (|~r − R 



G[ρ] = min hΨ|  |Ψi→ρ



X x



Tˆx +



X



x>y







Vˆxy  |Ψi



(1.9)



is a universal functional that does not depend on the external potential and is valid on the domain of all densities that represent an integer number of particles.



5 In practice, this construction of G would defeat the purpose of using the density as an inexpensive variable to optimize over, because it would be more computationally intense than solving the Schr¨odinger equation itself, but if n and U are specified, and a suitably inexpensive approximation to G is proposed, a minimization may proceed as directed by Equation 1.8. The Monte Carlo Method We should mention briefly that the curse of dimensionality in the basis-set state space can also be alleviated by Monte Carlo methods [10], particularly regarding a concept known as dynamic correlation. These methods have been shown to reproduce thermochemical data very well [11], but they also have some restrictions. For example, Monte Carlo sampling does not allow for the computation of effective forces on nuclei or of well-defined, single-valued nuclear potential curves. We take the most interest, however, in the more formal deficiency, that all present, stable, polynomially-scaling Monte Carlo methods obtain solutions within a subspace of wavefunctions with a fixed nodal surface. This is an abstracted basis restriction, and it is unclear what the implications of this are [12], especially regarding static correlation, which is particularly important at intermediate points along bond dissociations. Static correlation in a basis-set method involves the large-amplitude inclusion of multiple determinants, and this will have a dramatic effect on the nodes. Basis-set methods, particularly perfect-pairing coupled-cluster variants [13, 14], are much more efficient at allowing a general flexibility to the nodal structure. The nature of static and dynamic correlation will be discussed in more detail shortly. We will not discuss Monte Carlo methods further in this work, and the focus will be strictly on basis-set wavefunction and density-functional methods.



1.1.2



The Hartree-Fock Model



While the Hamiltonian of Equation 1.2 contains only one- and two-particle terms, the solution is more complicated. The action of the Hamiltonian on one particle depends on the states of all the other particles, which are in turn, all coupled to each



6 other. The ground state is a general linear combination of an exponentially large number of many-particle basis states. If we assume that the n individual particles are uncorrelated, however, this leads us to one of the most central approximate methods in quantum chemistry, the Hartree-Fock (HF) model [3, 4]. It is worthwhile to first point out that the one-particle reduced density operator arising from a single-determinant state is identical to that of an analogous simple direct-product state; it is idempotent. In the context of this work, such a state will often be referred to as uncorrelated; due to particle-swap antisymmetry, this is not precisely true, but it is the closest approximation for fermions. The energy of a normalized single-determinant state |Φi is given by ˆ hΦ|H|Φi =



X i



ˆ x |i(x)i + hi(x)|h



1X hi(x)|hj(y)|Vˆxy (1 − pˆxy )|i(x)i|j(y)i 2 i,j



(1.10)



ˆ x = Tˆx + Uˆ N is the uncoupled or core Hamiltonian, the indices i and j run over where h x the orthonormal occupied orbitals in the determinant, and the electron labels x and y are arbitrary. The operator pˆxy permutes the coordinates of electrons x and y; the subtraction of the permuted term is a result of antisymmetry in |Φi. Algebraically,



it follows most naturally, from the restricted summation over unique pairs of electron labels in the Hamiltonian, that the second summation in Equation 1.10 would run over indices i > j, with no division by two. This would count the interaction between electrons in each unique pair of orbitals. Including the i = j term is unphysical, since no electron should repel itself, however, since the permutation renders this i = j term identically zero, we may substantially simplify the algebra to come by including this term, double counting the others and dividing by two. It will be convenient to refer ˆ to components of the energy hΦ|H|Φi = h + J − K as follows h =



X i



ˆ x |i(x)i hi(x)|h



1X 1Z Z ρ(~r)ρ(~r0 ) J = hi(x)|hj(y)|Vˆxy |i(x)i|j(y)i = d~rd~r0 2 i,j 2 |~r − ~r0 | K =



1X hi(x)|hj(y)|Vˆxy |j(x)i|i(y)i 2 i,j



(1.11)



where the expression for J has a convenient reduction in terms of the total electron



7 density ρ(~r) =



P



rih~r|φi i i hφi |~



arising from determinant |Φi. The components h, J



and K are referred to as the core, Coulomb and exchange components, respectively. ˆ The energy hΦ|H|Φi is stationary with respect to rotation of the occupied orbitals



under the condition ∀ i, a



ha(x)|FˆxHF |i(x)i = 0



(1.12)



where |ii is any orbital which can be entirely decomposed in the span of the occupied



set and |ai is any orbital which has no projection into this occupied space. In other



words, the virtual orbital |ai represents a direction along which any occupied |ii might move, and yet preserve orthonormality of the occupied set. FˆxHF is called the Fock operator and may be written as follows ˆx + FˆxHF = h



hi(y)|Vˆxy (1 − pˆxy )|i(y)i



X i



ˆ x + Jˆx − K ˆx = h



(1.13)



Since Equation 1.12 is non-linear in the occupied orbitals, finding the set that solves it necessarily results in an iterative procedure. The Fock operator is Hermitian and may be thought of as a one-particle, meanfield Hamiltonian. Since the coordinates of the auxiliary electron y are integrated over, FˆxHF acts only on electron x. It can be interpreted that an auxiliary electron has been placed in every occupied orbital to mimic the effects of all the other electrons together. This creates an effective potential resulting from repulsion and exchange with each electron in the occupied space of the molecule. It is noteworthy that FˆxHF is invariant to the choice of basis that represents the occupied space in Equation 1.13. The summation over i in Equation 1.13 is most often broken into pieces analogous to the J and K components in Equation 1.11; the so-called Coulomb operator ˆx Jˆx gathers the unpermuted terms in one summation, and the exchange operator K collects the permuted ones. Similar to the Fock operator these are individually invariant to rotations of the occupied set, as a direct result of summing over every occupied orbital. The operator Jˆx is diagonal in the position basis; it is the potential that results from repulsion by the total electron density. The integration over the



8 ˆ x cannot be completed until the state that coordinates of the auxiliary electron in K it is acting on is specified, but its action is well-defined; this has the result that it may not be represented as a local scalar potential. Already we see an odd result of allowing the summation in Equation 1.10 to proceed over all i and j. An electron in an occupied orbital feels a Coulombic repulsion from the density due to that same ˆ x will be state through Jˆx . The cancelation of this self-interaction (SI) by terms in K of much interest in this work. Since the label x is arbitrary, it will often be omitted, as it implicitly refers to the ˆ Tˆ or Uˆ N is shown to act on. A similar ˆ K, ˆ h, coordinates of the orbital that Fˆ HF , J, convention will apply when the subscripts of Vˆxy are not shown; it is implied that a pair of bras preceding it or kets following it are acted on as being ordered for the coordinates of electron x and then y, left to right.



1.1.3



The Kohn-Sham Model



The fact that HF obtains a large fraction, >99%, of the absolute energy of a species [4] tells us that most of the energy can be estimated by knowing the approximate kinetic energy and by evaluating coarse electrostatics, without regard to the fine details of electron correlation. We quickly remind the reader, however, that we are interested in chemically relevant relative energies, which can be largely affected by what happens in the last 


9 of the original KS kinetic energy functional to an arbitrary density [8] NI



T [ρ] = min hΦ| |Φi→ρ



"



X x



#



Tˆx |Φi



(1.14)



where the minimization is performed over all n-particle single-determinant states |Φi that give rise to density ρ; it can be shown that any non-negative density that



integrates to n may arise from at least one such state [9]. We may also borrow the far right-hand side of the expression for J in Equation 1.11 as a universal density functional. Now, if we make the construction GXC [ρ] = G[ρ] − T NI [ρ] − J[ρ]



(1.15)



then GXC is a linear combination of three universal functionals, which is then itself a universal density functional. We say that GXC is the exchange-correlation functional. This naming is tied very ˆ + Jˆ in lieu of Fˆ HF much to the HF approximation. If we were to use the operator h in Equation 1.12, then the single-determinant solution would be exactly that of n non-interacting particles moving in the local potential generated by the nuclei and the total electron density. T NI acting on this density would return the exact kinetic energy of this state, and J would return the classical interaction of this charge density with itself. With the interparticle and kinetic energies approximately accounted for, GXC would then account for the exchange component of the interparticle energy (including compensation for the artifactual SI component of J) and adjustments to any other components of the energy that arise from correlations within a properly antisymmetric wavefunction. Adding this exchange-correlation term would, of course, change the converged ground-state density. In principle GXC exists, but it is impractical to construct. The KS model has one central approximation, being the assumption that GXC can be represented as an integral over space of a function of the density at that point GXC [ρ] =



Z



d~r g XC (ρ(~r))



(1.16)



Given the above definitions and approximation of Equation 1.16, the minimization in



10 Equation 1.8 is now KS EGS
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(1.17)



where the summation in the last line runs over the occupied orbitals of |Φi, and one should remember that Jˆ itself is a function of this occupied space. The equality in the second line is allowed, because searching over all single determinants |Φi necessarily



searches over all possible densities, and, for a given density, the minimization still



specifies the single determinant of lowest kinetic energy in satisfaction of Equation 1.14. In complete analogy to HF, we differentiate the energy expression inside the braces of the last line of Equation 1.17 with respect to rotations of an orthonormal space of KS occupied orbitals. This yields the condition for EGS to be stationary as



ha|Fˆ KS |ii = 0



(1.18)



where, again, |ii is any member of the occupied space and |ai is any virtual. The KS Fock operator Fˆ KS may be written as follows ˆ + Jˆ + µ Fˆ KS = h ˆXC



(1.19)



with µ ˆ



XC



=



Z



d~r |~ri µXC r) h~r| ρ (~



(1.20)



where µXC is a density-dependent scalar potential, that takes its symbol on account ρ of its connection to a local chemical potential for the exchange-correlation part of the energy "



∂ XC 0 µXC r) = g (ρ ) ρ (~ ∂ρ0



#



ρ(~ r)



(1.21)



11 It can now be seen that, under the assumption that GXC takes the restricted form of Equation 1.16, the minimizing density of the n-electron interacting system is also the ground-state density of a system of n non-interacting electrons in a single external potential. This was the original formulation of the KS conjecture, but it is more cumbersome than the Levy-construction development since all functionals were restricted to the domains of ground-state densities, and the domains of noninteracting and interacting functionals must be presumed to coincide. The Levy construction extends the domains of both sets of functionals to all densities, exposing the explicit connection between Equation 1.16 and the original KS conjecture. Most functionals in common chemical applications today allow g XC to take local derivatives of ρ as arguments, in addition to the density itself at that same point, obtaining significantly better results [16]. In this case, a local operator µ ˆ XC is still obtained, but we no longer necessarily have a proper KS system, because this operator is not a scalar potential. Its position-diagonal representation will contain differential operators, and so it is local in the same sense that the kinetic energy operator of Equation 1.3 is local. The exact µ ˆ XC , defined as a functional derivative of the exact GXC may be an altogether non-local operator [17], and there may exist no g XC , regardless of what local property of the density it depends on, for which the form of Equation 1.16 gives the exact GXC .



1.1.4



General Self-consistent Field Methods



Hartree-Fock and Kohn-Sham schemes are both self-consistent field (SCF) methods, whereby the n lowest one-particle eigenstates are sought for an operator which itself depends on these states. The operator and its solutions must be iterated towards self-consistency. Such methods may be further extended (combined) in an ad hoc manner to yield better results with so-called hybrid functionals [18, 19]. One simply defines a generalized Fock operator Fˆ ˆ + Jˆ − k0 K ˆ +µ Fˆ = h ˆXC



(1.22)



~ ∇ ~ 2 ρ . . .) and the scalar value The definition µ ˆXC arising from some (scaled) g XC (ρ, ∇ρ, of k0 define the method.



12 ˆ are generally the most computationally The integrals necessary to represent K intense step of building Fˆ , but the integrals to construct µ ˆ XC must be done by numerical quadrature [20], which can exhibit some instabilities. Diagonalization of Fˆ is the asymptotic computational bottleneck, however. The eigenvectors of the converged Fock operator are known as the canonical orbitals. Allowing every orbital to vary independently is known as an unrestricted SCF computation. However, it is common to insist that the spatial parts of the set of occupied orbitals with ↓ spin



are identical to the spatial parts of ↑ occupied orbitals. When there are the same number of ↓ and ↑ orbitals, this restricted SCF procedure results in what is known as a closed-shell determinant, because each occupied spatial orbital is full. A closed-shell



system is often the natural result of an unrestricted calculation as well, but an openshell determinant might be the result of an unrestricted calculation, in which the ↓



and ↑ occupied spaces differ at SCF convergence, or it might result from a restricted SCF computation where the number of ↓ and ↑ orbitals differ. The definition of the Fock operator for restricted computations is slightly different from the foregoing, but minimization of the energy expectation value is still the objective. Finally, any SCF model can be made time-dependent, whereby a non-equilibrium (unconverged SCF) single-determinant state defines a Fock operator that, in turn, drives the motion of the state. The state stays as a single determinant, and it evolves self-consistently in time with the evolving Fock operator. Most often, only the linear



response of a converged SCF state to an infinitesimal perturbation is considered, providing an estimate of excited state energies [21]; this will be elaborated upon as needed.



1.1.5



Static and Dynamic Correlation



Electron correlation is usually defined as the deviation of some approximate eigenstate from the mean-field solution. Although the separation into mean-field and correlated components is well-defined and useful, it is arbitrary, and suffers from some artifacts. This has resulted in the language of correlation being divided into static and dynamic correlation. While it would be impossible to settle on undisputed definitions



13 for these concepts, they are working terms for most practicing molecular-electronicstructure researchers. Our later discussions will draw on the distinction between these two phenomena, so we will attempt to briefly elucidate them here. Static correlation is thought of as more closely associated with the mean-field picture, and exists when one clearly dominant single determinant cannot qualitatively characterize the full solution. Such molecules can be identified at the mean-field level of theory, when there are degenerate or nearly degenerate mean-field solutions or if there are unoccupied orbitals nearly degenerate with occupied orbitals. Given a nuclear coordinate along which occupied and unoccupied levels become increasingly close, this will usually result in (near-)degenerate mean-field solutions eventually. The mean-field solution must often break some spin/space symmetry required of the exact solution to be in one of these single-determinant energetic minima [4]. Because there exists a space of states with very similar energies, the dynamics of any non-eigenstate confined to this space are slow; this means that any such state in that space suffices in some sense for our qualitative static picture. However, the quantitative (and properly symmetric) description of the actual ground state will involve coupling all of these states into one that is statically correlated. Static correlation effects are responsible for qualitatively correct bond-breaking energetics, and this is described at the full configuration-interaction (FCI) level already with only a minimal basis set (1s2s2p for B through Ne, etc.). Dynamic correlation is usually associated with higher energy fluctuations. These components are coupled to the mean-field solution by the steep short-range part of the Coulomb potential. Due to the singularity, the exact wavefunction magnitude should exhibit a cusped local minimum at the spatial coincidence of two electrons in opposite spin states, and a decrease in magnitude will occur on either side of the fermionic node between two electrons of same spin [4]. As one enlarges the size of a basis set, the increased radial and angular flexibility of the wavefunction around each atom allows for a better description of this Coulomb hole around each electron. It is a commonly cited fact that the dynamic correlation energy approaches the fullbasis asymptote as X −3 , where X is the cardinal number of a correlation-consistent (cc-pVXZ) style basis set [4], and correlates with the highest angular momentum



14 function included. Dispersion forces are an effect of a special type of dynamic correlation that deserves its own mention. This kind of correlation is not associated with the cusped Coulomb hole, but the fluctuations that compose it are also not thought of as being representative of statically correlated mean-field components. Dispersion forces could be considered as arising from the long-range portion of the Coulomb hole. For example, if a fragment of some overall system has a distinct electron density as it is increasingly separated from the whole, it becomes sufficient to represent the long-range potential generated by the electrons in that fragment by monopole and dipole expansion terms only, collectively with its nuclei. The associated long-range correlation 6 energy can be expressed as simply being proportional to −αA αB /RAB [1, 22], where



αA and αB are polarizabilities of subsystems A and B, respectively, and RAB is the distance between them. This is understood as the behavior of a dipole/induced-dipole interaction energy, where the first dipole fluctuates spontaneously, proportional to the respective polarizability of that subsystem.



1.2



Outline of Chapters



In Chapter 2, we present a new attenuator to be applied to the Coulomb operator. For some time now, the electronic-structure community has been pursuing methods that divide computations into long- and short-range components, with the hope that intelligent truncation of the formal degrees of freedom in any model will yield cheaper yet accurate methods. Similar to the popular erf(ωr) attenuator, our function [erf(ωr + ωr0 )+erf(ωr − ωr0 )]/2 divides the Coulomb potential into a sin-



gular short-range operator and a non-singular long-range piece, with ω controlling



the sharpness of the division at a now variable r0 . The integral with this attenuator can be done analytically over Gaussian basis functions, and the extensive algebraic manipulations necessary to evaluate it stably are shown. We hope this more flexible attenuator will find use in local correlation methods, and our speculations as such will be expounded on in the conclusions of Chapter 6. It has already found application in our own work (Chapter 3) as a modified exchange kernel in time-dependent



15 DFT (TD-DFT), and it is also being experimented with as a density-fitting metric by coworkers. Chapter 3 is an extensive discussion of SI in local density functionals. Specifically we observe incorrect charge-transfer behavior in both ground- and excited-state calculations. In the first major subsection, we document a spurious long-range charge transfer in ground-state alkali-halide salt dissociations. There are unphysical partial charges on the atoms at dissociation, and the dissociated species have energies which are below the sums of atomic energies. Unlike the cation-dimer paradigm, this manifestation of SI occurs in an overall neutral system with an even number of electrons. The reason why salts draw out this error is discussed in terms of electronegativity. In the second major subsection of Chapter 3, we attempt to fix the recently discovered TD-DFT charge-transfer catastrophe. The Coulombic behavior of an excited state energy, as a function of the distance over which a charge is transferred, is absent for a local functional. This lack of a proper energetic penalty for charge transfer has its origins in the exact same SI terms responsible for the spurious charge transfer in the ground state, specifically owing to the lack of a self-exchange term at long distance. The separated range of the Coulomb kernel developed in Chapter 2 is employed in order to introduce long-range HF-like exchange terms. The calibration and test results from our method development are presented. Chapter 4 falls in the category of theoretical calculations for the sake of understanding rather than for the sake of predictive power. Multiradical character is a static correlation effect, which is, by practical definition, out of reach of any singledeterminant method. A formalism for discussing m-fold multiradical character is developed and applied to FCI calculations, which have qualitatively correct wavefunctions within a model basis space. The orbitals in which lone electrons reside with the highest probability are identified. The maximum such probability is used as a scalar measure of (multi)radical character. The method has been implemented and tested on simple radical, diradical and triradical systems, and the results agree with chemical experience for these cases. An algebraic connection can be made to a reinterpretation of the widely discussed “distribution of total odd electrons.” Finally, in Chapter 5, we address the fundamental complexity of quantum many-



16 body problems directly within a quantum-logic context. The calculation time for the exact ground-state energy of atoms and molecules should scale polynomially with system size using quantum algorithms. We demonstrate that such algorithms can be applied to problems of chemical interest using modest numbers of quantum bits, and calculations on H2 O and LiH are carried out using our quantum computer simulator. We show that both the quantum bit and quantum gate resources scale polynomially with the number of basis functions used. If a suitable quantum computing platform can be developed, this offers the hope of solving for all correlation effects exactly within a basis. Chapters 4, 5 and the first major subsection of Chapter 3 are the results of published research [23, 24, 25]. Chapter 2, and the latter major subsection of Chapter 3 will form the basis of two separate manuscripts, soon to be submitted.
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Chapter 2 A Two-parameter Coulomb Attenuator: Introducing an Explicit Cut-off Radius into Two-electron Repulsion Integrals 2.1



Background



At the crux of the computational complexity of solving the electronic Schr¨odinger equation for molecules is the Coulomb operator itself. The number of repulsion integrals that must be considered scales quadratically with the number of single-particle basis states that an electron might occupy, and the range of this repulsion is too long to be truncated naturally. Indeed, at a millimeter of separation, the value of this potential is ≈10−7 a.u. This magnitude is around the convergence threshold for many Hartree-Fock (HF) calculations, but a millimeter is an enormous distance by chemical standards. Chemists understand that one need never consider interaction lengths of millimeters (unless at some sort of electronic critical point). The intuition is that, since matter is largely neutral, the positive nuclei and negative electrons are felt equally at long range, and this screened interaction produces a negligible force. On account



18 of this, local correlation algorithms are a mainstay of electronic-structure method development [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41]. The relevant question concerns how one may best trim the dead weight from an electronic-structure computation. Large advances are owed to the work of White and Head-Gordon [42], who generalized the fast multipole method of Greengard and Rokhlin [43] and introduced it to quantum chemistry. This allows evaluation of the Coulomb energy in Hartree-Fock and Kohn-Sham calculations in linear-scaling time. However, this applies to static charge distributions and it will not circumvent needing a quadraticscaling number of integrals to represent fluctuation forces in a correlated calculation. To approach the correlation problem, one desires a method which allows all but a linear-scaling number of integrals to be discarded, but this needs to be done carefully. For example, a raw distance criterion is insufficient. First, this would lead to discontinuities in the energetic surface for the nuclear coordinates. Second, it would be less than optimal in efficiency; integrals between dipolar distributions can be discarded long before monopole-monopole integrals. We believe that the optimal strategy is to cause integrals to go smoothly to zero, more quickly than the natural Coulomb law, such that they can then be truncated once below a threshold. To avoid ambiguities concerning basis sets and rotations thereof, this is best done by modifying the Coulomb operator itself, such that the result corresponds to that of a physical system under a different potential, rather than a haphazardly truncated target potential. One can go so far as to define a split Hamiltonian in the correlation calculation only, such that long-range effects are still handled by the proper Coulomb operator at the mean-field level (or else average monopole effects will be truncated in charged systems). To do this, simply assume the existence of a pair of attenuating functions α(r) + β(r) = 1, where β decreases monotonically from unity (and quickly, to ˆ be the full Hamiltonian, and let Fˆ be be useful) over the domain r ≥ 0. Let H



the converged mean-field Fock operator, both using the full Coulomb potential. If ˆ =H ˆ S + Vˆ L , where H ˆ S is the V C (r) = 1/r is the Coulomb potential, then allow H short-range Hamiltonian constructed with βV C in place of the Coulomb potential and Vˆ L is the long-range electronic repulsion operator constructed from αV C . Similarly let Fˆ = Fˆ S + vˆL , where the occupied space, on which the mean-field effective po-



19 tential depends, is obtained with the proper Coulomb operator, but the long-range part of this operator is split off into vˆL . Now imagine solving for ground state of ˆ0 = H ˆ S + Px vˆxL (x runs over the electron labels) within a chosen correlation model H



(the mean-field solution is unchanged). For example, in a second-order Møller-Plesset (MP2) computation, the necessary perturbation is Vˆ S , which is the electronic repulsion operator constructed from the attenuated potential βV C . Naturally this will truncate long-range correlations, such as dispersion forces, but this is the price to be paid for a cheaper algorithm; neglected integrals are equivalent to neglected physics. At the size regime where energy is truly extensive, the number of relevant integrals should naturally scale linearly, but in light of the previous statement about the magnitude of these integrals before charge screening, it would be necessary to apply such



a cut-off mechanism to realize this advantage computationally, even asymptotically. Much has been said on the topic of attenuated Coulomb integrals by Gill and coworkers [44, 45, 46, 47]. In fact, one could view this work as an extension of their ideas. However simple the conceptual extension, the resulting integrals and evaluation are non-trivial, and that will be the focus of this Chapter. In the work of Gill et al., they have first used α(r) = erf(ωr) and shown that the resulting integral is tractable, where ω is an adjustable parameter; this divides the Coulomb potential into a singular short-range component and a smooth long-range background. In terms of local properties however, this is not very fine control over the division, and the short-range component never has the curvature of the Coulomb potential. They improved on this scheme by expanding the background as a sum of increasingly broad Gaussians. While each Gaussian adds only a small amount to the computational time, an arbitrary number may be necessary to systematically improve the Hamiltonian to a desired accuracy, and the variation as such is discretized and not smooth. In this work we will try to improve on this scheme by introducing an explicit cut-off radius r0 for the Coulomb potential, by allowing α(r) = terf(ωr, ωr0 ) where terf(x, y) =



1 [erf(x + y) + erf(x − y)] 2



(2.1)



The terf function is named for “two erfs.” It is exactly zero at the origin, and terf(ωr, ωr0 )/r essentially turns on the Coulomb potential over an approximate do-



20 main size proportional to 1/ω centered at r0 . Sample plots of the functions terf and terfc = 1 − terf are given in Figure 2.1, as well as an example plot of a potential split by terf.



2.2 2.2.1



Integral Calculus Repulsion Integrals in General



The evaluation of molecular integrals associated with the Coulomb repulsion of electrons has been well discussed in the literature [48, 2]. In this work, we will largely follow the development of Gill [48], with some minor variation in the notation. To compute the particle-particle interaction integral for an arbitrary spherically symmetric interparticle potential V over a quartet of Gaussian s basis functions, the integration can be reduced to a fundamental integral Ipq . This integral is the average interaction of two classical, spherical Gaussian distributions under the same potential V ; we normalize the distributions here to clean up the notation. Ipq [V ](R) =
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(2.2)



The integral has a functional dependence on V and parametric dependences on the exponents p and q, which are related to the exponents of the original basis function quartet. The integral depends most importantly on the distance R between the two ~ which is related to the original basis function distributions centered at P~ and Q, positions (and exponents). We will also need derivatives of the fundamental integral with respect to R, in order to compute integrals for higher angular momentum basis functions. During the subsequent steps in building the final primitive shell interaction integrals from this fundamental integral and its derivatives, R is usually handled in terms of a variable T , related to R2 , but these details have been discussed elsewhere, and we shall not repeat them here. Likewise, the handling of the R dependent prefactor to this integral and all subsequent contractions is not dependent on the choice of
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Figure 2.1: Plots of attenuators and attenuated Coulomb potentials. a. The functions terf and terfc are plotted, and the shape of erf is shown for reference. b. A division of the Coulomb potential into short- and long-range components by terfc and terf, respectively (ω = 5/r0 ).



22 V , and so we refer the curious reader to existing literature on conventional Coulomb integrals. We will be interested in carrying through the integration of Equation 2.2 as far as we can with a general potential, so that we may formulate a clean treatment of all attenuators that we are interested in, then inserting the one we propose. Ipq can be reduced to a one-dimensional integral in inverse space 4π Z ∞ 2 2 usin(u)Λ(u/R)e−(1/p+1/q)u /4R du Ipq [V ](R) = 3 R 0



(2.3)



where Λ is the Fourier transform of of the spherically symmetric potential V , and therefore depends only on the norm of the wavevector 1 Z ~ Λ(|~k|) = 3 V (|~r|)e−ik·~r d~r 8π



(2.4)



We now write the potential as a modification of the Coulomb potential, which can be done for any potential, for our purposes V α (r) = α(r)V C (r)



(2.5)



Inserting Equation 2.5 into Equation 2.4 and integrating over the angular parts of the interparticle vector, we obtain another one-dimensional integral Λα (k) =



2.2.2



1 Z∞ sin(kr)α(r)dr 2π 2 k 0



(2.6)



Specific Attenuated Fundamental Integrals



We now insert our proposed form for the modified Coulomb interaction, which is obviously of the form in Equation 2.5. 1 terf Vω,r (r) = terf(ωr, ωr0 ) 0 r



(2.7)



The antisymmetry across r aids in a trick for the integral evaluation (Fourier transformation of the integrands). We obtain the following from Equation 2.6 1 Z∞ sin(kr)terf(ωr, ωr0 )dr 2π 2 k 0 2 2 cos(kr0 )e−k /4ω = 2π 2 k 2



Λterf ω,r0 (k) =



(2.8)



23 which, by substitution into Equation 2.3, leads to terf Ipq [Vω,r ](R) 0



2 2 2 2 Z ∞ cos((r0 /R)u)sin(u)e−(1/p+1/q+1/ω )u /4R du = πR 0 u 1 terf(ϕR, ϕr0 ) = R
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This integral is done by inserting the trigonometric identity for the multiplied sine and cosine functions, giving a form which is familiar from the unattenuated potential. We now draw attention to two important limits of this potential and the resulting integral. The first limit is r0 → 0 1 terf Vωerf (r) = Vω,0 (r) = erf(ωr) r 2



Λerf ω (k)



e−k /4ω = 2π 2 k 2



Ipq [Vωerf ](R) =



2



1 erf(ϕR) R



(2.10)



This result is familiar from literature concerning attenuated Coulomb integrals [46]. terf The second interesting limit is the unattenuated Coulomb interaction V 1 = V∞,0



obtained by taking the ω → ∞ limit of the expressions in Equation 2.10, ultimately resulting in the well-known formula



1 erf(ϑR) R



Ipq [V 1 ](R) =



ϑ=



2.3



1 1 + p q



!−1/2



(2.11)



Fundamental Integral Evaluation



Similarly to the known transformation 2ϑ Ipq [V ](R) = 1/2 π 1



Z



1 0



e



−T u2







du =



2ϑ F0 (T ) π 1/2



24 T = (ϑR)2



(2.12)



we can write terf Ipq [Vω,r ](R) 0



2ϕ 2ϕ 1 Z 1 −(S 1/2 u+s1/2 )2 du = 1/2 G0 (S, s) e = 1/2 π 2 −1 π 







S = (ϕR)2



s = (ϕr0 )2



(2.13)



without loss of generality, since the integral is an even function of R and r0 . For the conventional V 1 integral, it could be viewed as a fortuitous accident that the dependences on p and q along with the dependence on R can all be folded together into the single variable T . Usually, we evaluate F0 and its mth derivatives with respect to T , known as the the Fm (to within a sign convention). Similarly, we are interested in evaluating G0 and its derivatives with respect to S, the Gm up to some given m (mmax. = 4`max. , where `max. is the maximum orbital angular-momentum quantum number for a given basis), where Gm is an abbreviation for G(0) m G(n) m (S, s)



∂ = − ∂S



!m



∂ − ∂s



!n



(0)



G0 (S, s)



(2.14)



It will also be necessary to compute derivatives with respect to s in order to make a two dimensional interpolation table. This is because s is not a constant in any given electronic-structure calculation, because p and q will vary with the shells being computed. Since the expressions for F0 and G0 contain erf, there can be no closed form expression for them. In the case of the Fm , however, one can find a decaying series of all positive terms to express each Fm ∂ Fm (T ) = − ∂T



!m



F0 (T ) =



Z



1 0



2



u2m e−T u du



= e−T (2m − 1)!!



∞ X



(2T )i i=0 (2m + 2i + 1)!!



(2.15)



where (−1)!! = 1 by convention when m = 0. This allows us to construct the F m to arbitrary precision at regular intervals to construct a power series interpolation table (limited only by the number of binary digits in given floating point data type



25 on a given machine). In practice, the interpolation table only needs to be constructed out to some cut-off, at which point the asymptotic expression is accurate to within machine precision π 1/2 (2m − 1)!! 1 lim Fm (T ) = T →∞ 2m+1 T 



m+1/2



(2.16)



Unfortunately, the Gm cannot be represented as all positive series. It is clear that for nonzero s, G0 has a maximum along S, corresponding to where the Coulomb interaction is turned on, only to then decay. This means that the first derivative G1 has a root, and the second derivative has two roots, etc. Such zeros (nodes) can only be achieved by addition of terms that have opposite sign. The subtraction of two numbers to make a smaller number degrades the precision of the answer on a finite-precision machine; the difference has fewer significant figures than the input terms. Although it is not as elegant as the computation of the Fm , the Gm can be computed efficiently with enough precision to be useful. In the remainder of this Section, we will develop some algebra for computing the G(n) m , and in the next Section 2.4 we will discuss the actual steps in the evaluation with the precision of the result as a consideration. We start by transforming the integrand of G0 , noting the symmetry with respect to s1/2 → −s1/2 G0 (S, s) =



e−s Z 1 −Su2 e cosh(2S 1/2 s1/2 u)du 2 −1



(2.17)



and then we insert the series expansion for cosh to obtain G0 (S, s) = e



−s



" ∞ X (2S 1/2 s1/2 )2i Z i=0



(2i)!



1 0



2i −Su2



u e



#



du = e



−s



∞ X 22i S i si i=0



(2i)!



Fi (S)



(2.18)



and finally, inserting the series in Equation 2.15 for the Fi and rearranging the indices, we obtain an all-positive decaying series for G0 G0 (S, s) = e−(S+s)



∞ X i=0



 



i X sj



j=0











(2S)i   j! (2i + 1)!!



(2.19)



26 (k)



This can be simplified in terms of a family if functions gi



which are related to the



incomplete gamma function G0 (S, s) =



(k) gi (x)



∞ X



(2i)!! (1) (0) gi (S)gi (s) i=0 (2i + 1)!!



∂ = − ∂x



!k 



1 Z ∞ i −u u e du i! x







(2.20)



We now obtain very easily G(n) m (S, s) =



∞ X



(2i)!! (m+1) (n) gi (S)gi (s) (2i + 1)!! i=0



(2.21)



The primary advantages of Eqs. 2.12 and 2.13 is that the division by R has been absorbed into the integration, making it clear that the functions are finite in the R → 0 limit, and indeed, the formulas in Eqs. 2.15 and 2.21 are evaluable at R = 0. However, we shall not want to build an infinitely large interpolation table over all



S and s for the Gm . Yet for S ≈ s, we would need such a table even for large S. Also, the formula in Equation 2.21 does degrade in precision as S ≈ s gets large. A discussion of this would lengthen the present Chapter too much, however.



The solution we seek is to return the the original form of the integral, and look at the large S limit lim G0 (S, s) =



S≈s→∞



=



lim



R≈r0 →∞



(



π 1/2 1 1 [erf(ϕR + ϕr0 ) + erf(ϕR − ϕr0 )] 2ϕ R 2



)



π 1/2 1 h0 (S 1/2 − s1/2 ) 1/2 2 S



∂ h (x) = − ∂x (k)



!k



1 [1 + erf(x)] 2



(2.22)



and then differentiate to obtain π 1/2 ∂ lim Gm (S, s) = − S≈s→∞ 2 ∂S π 1/2 = m+1 2



!m 



1 S 1/2



−1 ∂ S 1/2 ∂S 1/2



h (S



!m 



π 1/2 (2m − 1)!! 1 = 2m+1 S 



(0)



1/2



−s



1 S



1/2



)







h(0) (S 1/2 − s1/2 ) 1/2



m+1/2 " X m



k=0



(2.23) 



amk h(k) (S 1/2 − s1/2 )S k/2



#



27 The amk are constant coefficients resulting from the algebra. We note that the am0 are exactly unity for all m, meaning that the leading k = 0 term of this expansion is the asymptotic form of Fm given in Equation 2.16, multiplied by a function which starts as zero for S  s and goes to unity at S  s. The remaining terms are Gaussian-like



and produce the wiggles and nodes in the S ≈ s region. For any given S and s, we compute the difference between their square roots and use an interpolation table for



the hk , and then compute the sum. For large magnitude of S 1/2 − s1/2 the hk all go



very quickly to either zero or unity, meaning that we only need to interpolate over a region near zero.



2.4



Implementation Details



(n) In constructing an interpolation table for the Gm , a greater number of the Gm



will need to be constructed at regularly spaced grid points. If we use 10 × 10-term



interpolation to construct functions up to G12 during a calculation (up to f functions), (10)



we will need derivatives up to G12+10 at the grid points. For this we use Equation 2.21. First, the function (1)



gi (x) = e−x



xi i!



(2.24)



is constructed for grid values of x and integers i, because it is the easiest. The maximum value of x necessary is the maximum value of S or s for the region over which direct interpolation is necessary, i.e. where Equation 2.23 is not valid. We have found this maximum to be 150. For S < 150 and s < 150, summing up to i = 500 seems to be a sufficient number of terms in Equation 2.21 for all m ≤ 22 and n ≤ 10 (i will always need to be much greater than S and s, and increasing m or n necessitates



more terms). Then (0) gi (x)



=



i X



(1)



gj (x)



(2.25)



j=0 (i)



is used to construct g0 over the same x and i. Finally (k)



(k−1)



gi (x) = gi



(k−1)



(x) − gi−1 (x)



(2.26)



28 (k)



is used recursively to construct the higher gi 22+1; defining



(k) gi (x)



over the same x and i, for k up to



= 0 for i < 0 ensures self-consistency of Equation 2.26. The



recursive use of Equation 2.26 causes a severe degradation in the precision of the (k)



higher gi . Additionally, the summation in Equation 2.21 also contains comparable terms of opposite sign, giving an unacceptably noisy result. For these reasons we do all steps in 256-bit precision, using the GNU multiple-precision library [49]; the final Gmn at each grid point are then stored as a 64-bit double precision number. Due to the large amount of time, memory and disk resources to compute the interpolation table entries, the final table is stored on disk as a permanent resource to a development version of the Q-Chem program package [50]. We judged that summing to i = 500 using 256-bit precision was sufficient based on the fidelity of the final Gm for m ≤ 12; determining the fidelity of the answer is discussed later.



Using 10 × 10-term interpolation with m ≤ 12, the only open question is then one



of grid spacing for the interpolation table. Surely, this could be better optimized,



but that should be the subject of later work. We have found that one-sixteenthinteger spacing is sufficient over the entire first quadrant of the (S, s) plane; the other quadrants are unphysical, corresponding to imaginary values for physical quantities. For S > 4 or s > 2, eighth-integer spacing is sufficient. For S > 10 or s > 5, quarterinteger spacing is sufficient. For S > 40 or s > 20, half-integer spacing is sufficient. Again, we determined that the grid spacing was sufficiently based on the fidelity of the final Gm . For S > 70 or s > 150, however, the cheaper formula in Equation 2.23 is precise enough, and only one, one-dimensional interpolation table over a finite range for the hk suffices for the rest of the first quadrant. We determined that the Equation 2.23 is valid when its error relative to Equation 2.21 is less than one part in 10 14 . We use 10-term interpolation for the h(k) with one-50th -integer spacing over the domain -29 to 29. The grid spacing was deemed to be sufficient based on the fidelity of the final h(k) for k ≤ 12. The domain was chosen, because outside of [-29,29], the h(k)



are machine-zero (


to within machine precision. This domain is larger than necessary and needs to be



29 optimized. Now we comment on what is meant by the fidelity of a function value over an interpolated region. The grid spacing over a given region is deemed sufficiently tight if, for all points in that region which are located directly between the grid points (between two grid points in 1-D and centered between four grid points in 2-D), interpolation from either/any of the nearest grid points yielded a relative difference of 10−14 or less in the function value. Near the nodes of the m 6= 0 or k 6= 0 functions, 14 digits of



accuracy is not obtained, because the function value is getting very small, and it is being computed as the difference of numbers which are on the order of the function value away from the nodes. This is acceptable because we still obtain these values to the same absolute decimal place as the rest of the function, but these numbers are tiny. We note that both the Gm and h(k) cases m = 12 or k = 12 present worst-case scenarios, demanding the tightest grid spacing over largest domains. Efficiency has not been the major concern of the present work, but there are many things that could be optimized. At present, the algorithm adds moderate cost, between three to five times the cost of the conventional Coulomb integrals. The Gm information that is generated is very primitive and sits below the generally more expensive building of harmonics and contractions. Finally, in Chapter 3 we will want to evaluate two-electron integrals under the interaction potential sterf(ωr, ωr0 ), where sterf(x, y) =



1 [erf(x + y) − erf(x − y)] 2



(2.27)



stands for “symmetric terf.” This potential is flat out to approximately r 0 , where it decreases from unity to zero over a domain of approximate width 1/ω. Although we have not yet derived an exact expression for this integral, Equations 2.9 and 2.10 provide us with the intuition to forward the following assumed form, which can be computed using the above algebra, on account of the relationship sterf(x, y) = terf(y, x) Ipq [sterf(ωr, ωr0 )](R) ≈ sterf(ϕR, ϕr0 ) = 2(s/π)1/2 G0 (s, S)



(2.28)



where the definitions of ϕ and S and s are the same as above. This integral has



30 qualitatively correct dependencies on the parameters p, q and R, inherited from the Gaussian distributions. The potential between two such distributions has the same general shape as the point-wise potential from which it arises, with appropriately broadened features. In the large and small limits of all parameters involved, the assumed form has the correct behavior; most notably, the point-wise potential is returned for infinite Gaussian exponents. The necessary derivatives with respect to S are also readily computed with the machinery developed above. In practice, it is easiest to construct an interpolation table for the symmetric function G(S, s) = G(s, S) =



∞ X



(2i)!! (0) (0) gi (S)gi (s) (2i + 1)!! i=0



(2.29) (0)



While this summation does not converge for the infinite limit of integration in g i (x) of Equation 2.20, we are only interested in derivatives of this function, which are well-defined.



2.5



Conclusions



We believe that this is the first time a straightforward cut-off has been applied to the Coulomb operator in a quantum mechanical context. We have shown that the integral of our proposed attenuator can be done over Gaussian basis functions. This new tool will hopefully find use in both the study of correlation as well as the construction of efficient algorithms. Other likely applications are in constructing long-range exchange kernels as in Chapter 3, as a density-fitting metric [51] or in the recently proposed modifications to scaled-opposite-spin MP2 methods [52, 53].
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Chapter 3 Self-interaction Error in Local Density Functionals: Ground-state and Time-dependent 3.1



Background



Although density-functional theory (DFT) can formally give us exact densities and energies, the form of the exact functional is likely less manageable than highaccuracy wave-function theories and is likely unknowable. The self-interaction (SI) error of density functionals currently employed in Kohn-Sham (KS) methods is well known and well documented [54]. One additive piece of all widely-used density functionals is the classical Coulomb repulsion energy J. If ρ(~r) is the total electron density, then 1Z Z ρ(~r)ρ(~r0 ) J= d~rd~r0 2 |~r − ~r0 |



(3.1)



The individual particles generating the total charge distribution are delocalized in space, however, and J spuriously interacts each electron with itself between each point over which it is delocalized. Using density information alone, it is not presently understood how to compensate for this effect in a general manner. In order to resolve the SI component of J for molecular densities, more information



32 is needed as to how each electron contributes to the overall density. For instance, one might compute J in the following way; decompose the total n-particle density as the sum of n component one-particle densities ρi (~r) and use the summation " # 0 ρ (~ r )ρ (~ r ) 1X Z Z i j d~rd~r0 J= 2 i,j |~r − ~r0 |



(3.2)



Now one may label the sum of the diagonal terms of Equation 3.2 as the SI energy, because each interacts one unit charge with itself. It is problematic however, that our decomposition is arbitrary, and so too is our estimate of the SI energy. The Hartree-Fock (HF) model does not suffer from SI error. The HF decomposition of the density is not arbitrary; the component densities are derived from from an orthogonal basis for the self-consistent occupied space. The space spanned deterˆ If the energy due to K ˆ is decomposed mines the form of an exchange operator K. in any given rotation of the occupied set, it can be seen to explicitly cancel what would be labeled the SI part of J for that decomposition of the total density. The total exchange energy is invariant to such occupied rotations, so the HF energy is well-defined and SI-free. The local-density approximation and generalized gradient approximations do not use information about how individual electrons are distributed within a density; we therefore refer to such functionals here as local. In principle, for a non-degenerate ground state, information about how the electrons are distributed within a density is uniquely determined by the density itself. The true, SI-free Coulomb energy is expressible in terms of the two-particle reduced density operator, given by an implicit functional. It seems necessary to obtain or approximate this information to effectively rid DFT of SI error. There are presently SI correction [55] and optimized effective potential [56] methods, which do make use of approximate information about individual electron distributions. Methods such as these and hybrid functionals are referred to as non-local here, because they make use of orbital-dependent (or occupied-spacedependent) operators. Unfortunately, no reasonably accurate SI-free method is yet invariant to rotations of KS occupied orbitals. There are a number of different manifestations of SI error. The famous H+ 2 bond+ breaking case [57] can be generalized to many dimer cations, He+ 2 , (NO)2 , etc. [58, 59].



33 SI is known to cause poor results for reaction barriers [60, 61]. It is also related to the incorrect asymptotic behavior of many KS potentials [62, 63], which is blamed for the fact that Rydberg-state energies are often too low in time-dependent KS (TD-KS) [64]. Most recently, improper accounting of electrostatics has manifested itself in poor TD-KS energies for extended π-system [65] and charge-transfer [66] excitations. The nature of ground-state SI error will be elucidated in Section 3.2 in a previously undiscussed context. Fixing the incorrect behavior of local functionals in the timedependent case will be the focus of Section 3.3. In Section 3.4 we will explain why the inclusion of long-range exchange, intended to fix excited-state charge transfer energies should remove the spurious charge transfer in the ground state.



3.2



Ground-state DFT: Alkali-halide Dissociations



The purpose of this Section is to explore a class of ground-state SI problems in local functionals. This case has only a brief mention in the literature [67], and it seems worthwhile to discuss it further. It occurs in systems that are overall neutral and have an even total number of electrons. In this class of problems, an electron partially bleeds off of one neutral subsystem onto another, resulting in partial charges. This occurs over great distance, where no physically reasonable driving force exists (such as the lowering of kinetic energy in delocalization).



3.2.1



Computations



We perform unrestricted KS (UKS) computations on the alkali-halide homologues LiF, LiCl, NaF and NaCl with different functionals. We interchange the exchange part of the functional among ones that include differing amounts of non-local HFlike “exact” exchange (referencing the KS orbitals). The correlation part is handled with the Lee-Yang-Parr (LYP) functional in all cases. The only purely local functional in this work uses Becke exchange (BLYP). We also use the three parameter hybrid of Becke (B3LYP) and a recently popular [68] hybrid functional based on



34 Becke half-and-half exchange (BHLYP, here, one-half Slater exchange and one-half HF-like exchange). Calculations are done with the total-spin z-component quantum number MS set to either 0 or +1. The results are compared to unrestricted HF (UHF) for SI-free qualitative behavior. All computations are done with the Pople 6-311(2+)G(3df) basis using Q-Chem 2.1 [50], and KS computations use an EulerMaclaurin-150/Lebedev-302 grid. All molecular energies are given relative to the sum of the UHF/UKS energies of the constituent atoms with the same method.



3.2.2



Results and Discussion



Figure 3.1 shows the UKS dissociation curves of LiF with MS = 0, +1 for the three functionals used. One sees that the MS = 0 curves erroneously dissociate to energies which are below that of the two neutral atoms. At long distances, one would expect the MS = 0 and MS = +1 curves to be identical, but the MS = 0 curve is lower. This curve-lowering error is reduced for the B3LYP functional and further for BHLYP, which contain 0.2 and 0.5 fractional amounts of HF-like exchange, respectively. For the UHF curve of LiF in Figure 3.2, we observe the expected result, that the MS = 0, +1 curves both dissociate to the sum of atomic energies. The kink in the UHF curve is at the point where the UHF solution is identical to the restricted solution for smaller distances, but not for larger distances. The HF model is not without its own problems in this case, in that the UHF orbitals change discontinuously along the ˆ the curve, but since electrostatics are properly accounted for by full inclusion of K, model is size-consistent [69]. Table 3.1 summarizes the energetic errors and the unphysical partial charges left on the atoms at dissociation for all the MS = 0 homologues with the functionals used in this work. These values (at 100 ˚ A separation) are not exactly asymptotic values, as convergence to the asymptote seems slow, and the functional forms for extrapolation are uncertain. Note that the severity of all errors decreases with increased HF-like exchange. HF-like exchange eliminates SI in the sense that, in a decomposition of the density derived from HF/KS orbitals, the diagonal terms of Equation 3.2 are canceled explicitly.
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Figure 3.1: The UKS dissociation curves of LiF with MS = 0, +1 for three different functionals: a. BLYP b. B3LYP c. BHLYP. The MS = 0 dissociation asymptote is closer to the physically correct result with increased inclusion of HF-like exchange.
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Figure 3.2: The UHF dissociation curves of LiF with MS = 0, +1. Both curves dissociate to the correct size-consistent asymptote.



a. LiF LiCl NaF NaCl



BLYP B3LYP BHLYP 0.045066 0.023456 0.001124 0.030923 0.018110 0.002940 0.047447 0.025784 0.001808 0.033106 0.020362 0.004093



LiF LiCl NaF NaCl



BLYP B3LYP BHLYP 0.383835 0.322735 0.095982 0.355291 0.311363 0.165208 0.396036 0.340753 0.123066 0.370103 0.332798 0.196984



b.



Table 3.1: Errors from local functionals (in a.u.) for dissociated alkali-halides: a. energetic error magnitude b. partial charges. The errors are reduced with with increased inclusion of HF-like exchange; the molecular dependence of the errors can be explained in terms of ionization potentials and electron affinities for the constituent atoms, as in Figure 3.3.



37 The partial charges can be understood in terms of electronegativity, and we are not the first to notice such a connection [70, 71]. The ionization potential of the alkali A (IPA ) and the electron affinity of the halogen X (EAX ) are of similar magnitude. This means that, given a well separated A+ · · · X system, there would only be a slight



preference for a free electron to attach to the A+ subsystem. If IPA and EAX were identically sized, one would expect the system to have a degeneracy, such that any state of the form |Ψi = cos θ|A · · · Xi + eiφ sin θ|A+ · · · X− i



(3.3)



is a ground state, where |A · · · Xi and |A+ · · · X− i are self-explanatory bases for the



ground-state subspace. However, even an infinitesimal increase in the magnitude of



IPA over EAX breaks the degeneracy, and the ground state is |A · · · Xi. This is the case for all of these systems, and so any partial charges are erroneous.



The charges arise in the MS = 0 case, because an electron on a neutral A can repel itself, a repulsion which is partially relieved by moving some orbital amplitude onto the distant X atom, which is already a near competitor for the electron. An equilibrium is reached when the SI on the A site is somewhat relieved, without having too much orbital amplitude on the more energetically expensive X site. Figure 3.3 shows the extent to which partial charges form at the BLYP level, plotted against the difference in magnitude between the BLYP IPA and EAX for each alkali-halide pair; the data qualitatively support this discussion. The MS = +1 dissociations do not suffer this manifestation of SI, because the charge cannot easily move onto the X site. It is only energetically reasonable to shift amplitude from the highest occupied orbital on A into the lowest unoccupied orbital of same spin on X. Since the valence sites of X which have the same spin as the electron in the highest orbital of A are already filled in this case, the A electron has no low energy site on X to go to; the next lowest same-spin orbital on X is above the valence level. While all energetic information is formally a functional of the ground-state density, there is nothing to suggest that local information will be even approximately sufficient for densities with finite extent and rapid variations, as in molecules. Even if a local
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Figure 3.3: Atomic partial charges verses the difference in magnitude between IPA and EAX for all four alkali-halide homologues with BLYP. Closer competition between A+ and X for the “last” electron gives larger erroneous charges at dissociation.



39 potential can always be found, in which n non-interacting particles exactly reproduce the interacting n-particle density, which is questionable [72], there would be no explicit connection between the energies of the interacting and non-interacting systems. In this context, the widespread success of local functionals, which assume no information about individual electron distributions, is extraordinary. However, the failure to properly account for gross electrostatics by most functionals has dire consequences for some systems. In any system where the ionization potential and electron affinity are of similar magnitude, even if they are not on separated subsystems, one can expect to see an unphysical charge migration. This super-polarizing effect of local functionals should be considered in the critical comparison of calculation results, and it should steer those designing simulations away from local functionals for such systems. We have documented and discussed the existence of a set such failures, and it is hoped that these examples will be considered as test cases in the design of new functionals of more sophisticated (non-local) form [73, 74, 75, 76, 77, 78, 79]. We point out to the reader that this manifestation of SI error is qualitatively different than the cation-dimer paradigm. For cation dimers, the typical symmetric, “inverse-symmetry-broken” densities obtained with local functionals are qualitatively consistent with ground states. The energetics are wrong in these cases, because local functionals allow the densities on two sites to interact as though they were composed of distinct particles, which is not true. In the alkali-halide case, however, the SI on one site drives the system to a poor density and energy.



3.3



Time-dependent DFT: Inclusion of Long-range Exchange



In this Section, we will explore a possible solution to a recently noticed [66] problem of local functionals. For an excited state which transfers an electron between two distinct neutral subsystems, the energetic surface for this state should exhibit a Coulombic attraction between these subsystems. This behavior is absent in present



40 TD-KS computations. One can show that the terms which bring about the qualitatively correct behavior in time-dependent HF (TD-HF) arise from the exchange operator, implying that the unphysical behavior is a manifestation of SI in the linear response of a KS system. Before we show how the inclusion of long-range exchange might be a solution, we briefly review the time-dependent self-consistent field (TDSCF) method [21], in order to expose the motivation for our correction.



3.3.1



Theory



General TD-SCF and Charge Transfer Both HF and KS are self-consistent field methods, so we will discuss TD-SCF in general and specify as needed. The working equations derive from the following relationship i



h i ∂ ρˆ(t) = Fˆ (t), ρˆ(t) ∂t



(3.4)



which is just the one-particle, time-dependent Schr¨odinger equation for the reduced density operator ρˆ of a single-determinant state, under the influence of a timedependent Fock operator Fˆ . One can also write the Fock operator in terms of this density operator. Under the following Ansatz ρˆ(t) = ρˆ0 + (eiωt dˆ ρ + e−iωt dˆ ρ† )



(3.5)



where ρˆ0 is the reduced density operator at self-consistent equilibrium, idempotency to first order in dˆ ρ means that hi|dˆ ρ|ji = ha|dˆ ρ|bi = 0, if |ii and |ji denote any of



the equilibrium occupied states, and |ai and |bi are any virtuals. For the remainder



of this Section, we use the usual index convention; i, j and k will refer to equilibrium



occupied orbitals, and a, b and c refer to equilibrium virtuals, and p, q, r and s are for any orbital. Truncating all terms non-linear in dˆ ρ, we ultimately obtain from Equation 3.4 the simultaneous equations, ∀ i, a ωhi|dˆ ρ|ai =



X jb



A(ia)(jb) hj|dˆ ρ|bi + B(ia)(jb) hj|dˆ ρ† |bi



41 −ωhi|dˆ ρ† |ai =



X jb



A(ia)(jb) hj|dˆ ρ† |bi + B(ia)(jb) hj|dˆ ρ|bi



(3.6)



where, in the canonical orbital basis, A(ia)(jb) B(ia)(jb)



∂ Fˆ |ai + δij δab (εb − εj ) = hi| ∂hj|ˆ ρ|bi ρˆ0 



∂ Fˆ |ai = hi| ∂hb|ˆ ρ|ji ρˆ0 



(3.7)



with εj and εb being equilibrium Fock eigenvalues. This can be written as a nonHermitian eigenvalue problem 



ω



X Y











=



A



B



−B −A



 



X Y



 



(3.8)



where the vectors X and Y have elements x(ia) = hi|dˆ ρ|ai and y(ia) = hi|dˆ ρ† |ai,



respectively.



It is worth pausing to note that the left-hand side of Equation 3.8 is proportional to the components of the derivative of the density operator, whereas the right-hand side is the sum of the equilibrium Fock operator acting on the first-order change in the state and the first-order change in the Fock operator acting on the equilibrium state. The action of the equilibrium Fock operator on the first-order change in the state is given by the contraction of the orbital energy differences δij δab (εb − εj ) with



X and Y . The first-order change in the Fock operator is represented by contraction of the Fock operator derivatives with X and Y , and action on the equilibrium state is implicit. Now consider the charge-transfer (CT) situation, where an excitation is between occupied and virtual states |ii and |ai, respectively, which are far away from each



other in space. The energy of this state is exactly A(ia)(ia) , because the integrals for the off-diagonal coupling of this excitation to all others are zero. The integrals for the diagonal portion of the responses of the Coulomb Jˆ and any local exchangecorrelation operators are also zero. The remaining diagonal portion of the response ˆ however, is given by of the HF(-like) exchange operator K, ˆ ∂K |ai = [ii|aa] hi| ∂hi|ˆ ρ|ai ρˆ0 



(3.9)



42 where the [|] integral notation means [pq|rs] = hp|hr|Vˆ |qi|si = hσp |σq ihσr |σs i



Z Z



d~rd~r0 hφp |~rih~r|φq i



1 hφr |~r0 ih~r0 |φs i |~r − ~r0 |



(3.10)



with |φp i and |σp i indicating the spatial and spin parts of state |pi, respectively, and Vˆ is the two-particle electron-repulsion operator. The CT energy then evaluates to ωia = A(ia)(ia) = (εa − εi ) − k0 [ii|aa] ≈ (εa − εi ) − k0 /Ria



(3.11)



where Ria is the approximate distance between states |ii and |ai, and k0 is the fraction



of HF(-like) exchange included (hybrid functionals).



In the HF case, this result has a very clear interpretation. According to Koopman’s theorem [3], εi and εa are approximations of the ionization and electron-attachment energies from and to orbitals |ii and |ai, respectively. The term (εa − εi ) then repre-



sents the CT energy at infinite separation, and, since k0 = 1 for HF, −1/Ria represents the Coulombic attraction between the charged, excited-state species. For a pure den-



sity functional or hybrid with k0 < 1, however, we see from Equation 3.11 that the behavior of CT states is qualitatively incorrect, as the ions do not properly attract one another. An Integral Kernel for Inclusion of Long-range Exchange in DFT The full inclusion of HF-like exchange into a density functional would eliminate SI and fix the error under discussion here, but this also destroys the accuracy of these functionals, as was stated in Section 3.1. However, CT is a phenomenon that occurs over a distance by definition, and so only the long-range part of HF-like exchange should be needed. The exchange interaction between two particles at long range should be exponentially small, and so the inclusion of this portion should have minimal impact on the ground state, unless there is already substantial long-range SI, as in the systems from Section 3.2. It is possible that local approximations do well at computing the short-range part of the exchange energy, although they fail for the



43 SI component at long range in molecular systems. Double counting of short-range exchange, perhaps even including an SI-compensation component, could be the reason that inclusion of full HF-like exchange is detrimental to accuracy. An interesting scheme was recently presented by Tawada et al. [80], which has ˆ gen. be the potential to fix the CT problem. Let a generalized exchange operator K considered as dependent on its integral kernel V and the occupied space span{|ii} ˆ gen. [V ] = K



X p,q



"



|pihq| ×



X i



hσp |σi ihσi |σq i



(3.12) Z Z



0



0



0



0



d~rd~r hφp |~rih~r|φi iV (|~r − ~r |)hφi |~r ih~r |φq i



#



where p and q run over the indices of a complete, orthonormal basis. They proposed ˆ gen. [V LR ] to the Fock operator of a local KS method, where adding a long-range K V LR (r) = erf(mr)/r. The density-functional part of the exchange was also re-derived using the complementary potential erfc(mr)/r, and this short-range density funcˆ LR to avoid double counting tional is used with the long-range exchange operator K of intermediate-range exchange. For such a method, the large Ria limit of Equation 3.11 can be generalized to ωia = (εa − εi ) − V LR (Ria )



(3.13)



For Ria  1/m, V LR behaves indistinguishably from the Coulomb potential, yielding



the physically correct attraction between the ions. As r → 0, erf(mr)/r is finite,



attenuating the otherwise divergent behavior of 1/r and justifying the statement that



only long-range HF-like exchange has been added. As the value of m decreases, the value of V LR at the origin decreases, and the onset of Coulombic character occurs later. While the work of Tawada et al. resulted in qualitatively correct CT behavior, they did not present any quantitative comparison of their CT energies to experiment or other theory. Furthermore, we would like to improve on their general scheme, such that the short-range part of each exchange density functional does not need to be derived. This derivation can only be done from heuristic arguments [81].
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Figure 3.4: Plots of the functions erf, terf and sterf. The specific forms of these functions were chosen for technical reasons involving molecular integral evaluation; most notably terf(mr, mr0 )/r and sterf(m0 r, m0 r00 ) are both symmetric with respect to r, and neither is ever singular. ˆ LR , which would be We propose using the following flexible integral kernel for K ˆ in a hybrid added to the Fock operator of a local method or replace the fractional k0 K method V LR (r) =



kS terf(mr, mr0 ) + k0 + ES sterf(m0 r, m0 r00 ) + E0 r



(3.14)



where 1 [erf(x + y) + erf(x − y)] 2 1 sterf(x, y) = [erf(x + y) − erf(x − y)] 2 terf(x, y) =



(3.15)



and k0 is inherited from the parent method. Equation 3.13 remains valid with this kernel as well. Considering only the first term, we have the kernel proposed by Tawada et al. for local functionals (k0 = 0), if kS = 1 and r0 = 0. Representative plots of terf and sterf are found as compared to erf in Figure 3.4. Let us focus first on the most important new parameter, r0 . In the first quadrant, the terf function resembles a horizontal and vertical translation of scaled erf. It is



45 exactly zero at the origin, and for x > y (r > r0 ), it approaches unity increasingly quickly. Essentially, the distance r0 at which Coulombic behavior of V LR onsets and the rate m at which this occurs have been split into two separate parameters, which is the main power of our kernel. The more more complete control over separation of the long- and short-range components of HF-like exchange will exempt us from having to derive the short-range density-functional contribution if r0 is sufficiently large; this will be elaborated on periodically. Our kernel formally has eight parameters, m, r0 , m0 , r00 , kS , k0 , ES , E0 . One of these parameters is fixed by the parent method; as will be discussed shortly, three may be fixed relative to the others by theoretical arguments and two more by a reasonable Ansatz. The last two parameters will be established by numerical calibration. By insertion of Equation 3.14 into Equation 3.13, the CT energy at infinite dis∞ tance ωia is ∞ = (εa − εi ) − E0 ωia



(3.16)



If we are to enforce that the asymptotic (Ria  max[r0 , r00 ]) convergence to this value reproduces the Coulombic force between the ions, then we formally arrive at the



intuitive condition kS + k0 = 1. It will help conceptually to next address the role of a nonzero constant shift E 0 ˆ LR that results from this constant in the kernel. Let us construct the portion of K ˆ E0 = K ˆ gen. [E0 ]. K ˆ E0 = K



XX p,q



i



|pihp|iiE0 hi|qihq| = E0 ρˆ



(3.17)



and evaluate the relevant total energy term −



E0 1 X ˆ E0 hi|K |ii = −n 2 i 2



(3.18)



ˆ E0 on the orbital energies is simply to shift each By Equation 3.17, the effect of K occupied eigenvalue by −E0 . It can then be seen that, in Equations 3.13 and 3.16,



introduction of a nonzero E0 simply introduces canceling shifts in εi and V LR . This cancellation occurs on the diagonal of the A matrix for all excitations, so that the



46 relative energies of excited states are invariant to the value of E0 . Because the predictable shift in the ground-state energy in Equation 3.18 is just a constant multiplied by the number of electrons, it has no effect on particle-conserving ground-state relative energies, such as reaction energies. Since E0 is physically inconsequential, we can choose its value for solely aesthetic reasons. From now on, it will be implicit that E0 is chosen such that V ∆ (0) = 0, where it will be convenient for the remainder of our discussion to define V ∆ (r) = V LR (r)−k0 /r as our additional kernel, not considering the k0 /r component arising from parent functional. V ∆ is set to zero at the origin, because this situation most closely resembles having done nothing to the ground-state functional, if r0 is longer than the range of the exchange operator, and absolute energies should then most closely resemble those which are familiar from the parent method. E0 in Equation 3.16 can be considered to be a function of the other parameters. Now we address the relationship between r0 and m. Since the absolute value of the exchange kernel is not relevant, we should concern ourself with its slope and curvature. In order to preserve the ground-state behavior of the parent functional, we should insist that V ∆ is as flat as possible near the origin. The first derivative of V ∆ is already zero, and so we seek to enforce 



∂ 2 terf(mr, mr0 ) =0 ∂r2 r 0



(3.19)



which has the fortunately simple result



1 mr0 = √ 2



(3.20)



It would be reasonable to insist that the second derivative of kS terf(mr, mr0 )/r + ES sterf(m0 r, m0 r00 ) taken together is zero, but the curvature of sterf at the origin will generally be vanishingly small for reasonable parameters, such that this would only clutter Equation 3.20. Equation 3.20 expresses quite a different situation for terf than is plotted in Figure 3.4; effectively, the parameter y is relatively small, and the cubic term in the terf √ power series expansion is identically zero if y = 1/ 2. The terf function is then a very straight line through the origin, flattening the inverse-linear potential. The
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Figure 3.5: Comparison of the erf and terf attenuated Coulomb potentials. If the parameters in the two types of potential are related by m00 = 0.7336m when mr0 = √ 1/ 2, as shown above, then they intersect at the inflection point of the terf attenuated one. Now the short-range behaviors can be compared for two functions which become Coulombic at comparable distances.√ Note that the terf attenuated function is very flat out to approximately r0 = 1/m 2. √ shape of the Coulomb potential attenuated by terf(mr, 1/ 2) is plotted in Figure 3.5, along with a comparable potential attenuated by erf(m00 r). We now have k0 as inherited, kS fixed by k0 , m fixed by r0 , and E0 is fixed by the condition V ∆ (0) = 0. We will now make an Ansatz as to the relative values of r00 and m0 , leaving only r0 and ES to fit numerically. First we will discuss the meaning of ES , r00 and m0 . Under the above restrictions, if we would set ES = 0, then the only meaningful variable parameter for the kernel would be r0 , and it alone would control both the point at which Coulombic behavior onsets and the value of E0 implicitly; if ES = 0, E0 = − kr0S



q



2 . eπ



According to Equation 3.16, the value of E0 can be seen as



overcoming the deficiencies in how well εi and εa approximate the ionization and electron-attachment energies, respectively, of the isolated species. In general we would like E0 to be independent of r0 . This is especially important for a KS method where



48 there is no Koopmans’ theorem. Since V ∆ is zero and flat near the origin εi and εa should resemble those of the parent method, if r0 is sufficiently large. There is no reason to expect, however, that the functional form we have used to switch on Coulombic behavior would magically produce the correct E0 with ES = 0. The second term in Equation 3.14 allows us to change E0 implicitly, without changing the curvature of the kernel inside r0 or asymptotically; in more physical terms ES adjusts the total vertical change V ∆ (∞) − V ∆ (0). At x = 0, sterf(x, y) =



erf(y) is nearly unity for y  1, and sterf approaches zero increasingly quickly for



x > y. Therefore, for r  r00 , the value of V ∆ is shifted down by a constant, relative



to what that portion of the kernel would be in the ES = 0 case, assuming that E0 is adjusted accordingly as kS E0 = −ES0 − r0



s



2 eπ



(3.21)



where the remaining discussion will be in terms of the actual shift ES0 = ES erf(m0 r00 ). In order to lower the dimensionality of the upcoming numerical optimization, we can make an Ansatz for the values of r00 and m0 , which control where and how √ √ fast this shift turns on. If we say that terf(r/r0 2, 1/ 2)/r stops being flat at r0 , this amounts to assigning an otherwise arbitrary threshold. In actuality, it has decreased by 1.38% of the vertical drop of − r10



q



2 eπ



it will undergo from the origin



to the asymptote. We will therefore say that this potential is the same as 1/r for



points where they differ by less than



0.0138 r0



q



2 , eπ



and, to within this threshold, it is



the same as the Coulomb potential for r ≥ 3.0464r0 . We therefore also demand that



the drop in sterf(m0 r, m0 r00 ) from its starting value (near unity) to zero takes place largely between the same points as this switch from flat to Coulombic, to within the



same relative threshold. We then enforce sterf(m0 r0 , m0 r00 ) = 0.9862erf(m0 r00 ) and sterf(m0 3.0464r0 , m0 r00 ) = 0.0138erf(m0 r00 ) to obtain m0 r00 = 3.079 r00 = 2.024r0



(3.22)



The overall V ∆ is then flat out to r0 to within 1.38% of the magnitude of its total vertical drop, and it is Coulombic to within this same threshold beyond 3.0464r 0 .
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Figure 3.6: Sample kernels V LR from Equation √ 3.14 for different values of r0 and ES0 . In the above kernels, k0 = 0, kS = 1, m = 1/r0 2, r00 = 2.024r0 , m0 = 3.079/r00 and q E0 = −ES0 − kS 2/eπ/r0 (ES = ES0 /erf(m0 r00 )). The total vertical drop of the kernel between the origin and the asymptote is controlled by both r0 and ES0 . In Figure 3.6, a few representative kernels for varied r0 and ES0 are shown, with all constraints above applied. Finally, in order to implement this method for Gaussian basis sets, we will need to be able to compute the fundamental integrals Z Z



Z Z



~



d~rd~r0 e−p(~r−P ) ~



2



2



terf(m|~r − ~r0 |, mr0 ) −q(~r0 −Q) ~ 2 e 0 |~r − ~r | 0



~



d~rd~r0 e−p(~r−P ) sterf(m0 |~r − ~r0 |, m0 r00 )e−q(~r −Q)



2



(3.23)



~ The terf integral has and obtain derivatives of them with respect to R = |P~ − Q|.



an exact expression, but one has not yet been found for the sterf integral. The derivation and implementation of the terf integral are discussed in Chapter 2, as is the implementation of an assumed form of the sterf integral. The assumed sterf fundamental integral has the correct behavior in both the large and small limits of all parameters on which it depends, and we believe it is adequate for the purposes here; it can be differentiated with respect to R with no additional approximation.
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3.3.2



Model Calibration



We now have a well-defined modification of the ground-state KS Fock operator whose time-dependent properties should exhibit qualitatively correct CT behavior, but which depends on the computation of generalized exchange integrals using a kernel that has two remaining independent parameters. To attempt to make a quantitatively useful model we will need to study the effects of these parameters on CT-state energies and also its effects on the ground state. The assumption is that a DFT user has chosen a functional for its adequate behavior on the ground-state surface, and so we wish to establish a criterion for not interfering with this in any functional, rather than to attempt to fix the ground-state inadequacies of any particular functional, with the possible exception of long-range SI, discussed later. In terms of the two parameters under study, inserting Equation 3.21 into Equation 3.16 for the asymptotic ia CT energy yields ∞ ωia



kS = (εa − εi ) + ES0 + r0



s



2 eπ



(3.24)



where r0 indicates the distance at which the kernel begins switching from flat to Coulombic, kS is characteristic of the parent functional, and ES0 can be used to directly ∞ adjust the value of ωia in a parameter region where εi and εa are relatively constant, as



will be true for sufficiently large r0 . We will wish r0 to be just larger than the range of the exchange operator (as determined by the range of the one-particle reduced density operator), so that the correct CT behavior turns on as soon as possible, without interfering with the ground and valence-excited states of the parent method. In the following, we will attempt to establish acceptable values for r0 and a mech∞ anism by which to predict the necessary value of ES0 to obtain the correct ωia for a



given r0 . We begin with the simplest model of CT, being a first ionization potential. In this case, state |ai is considered to be infinitely far away from any potential and to



have vanishingly small kinetic energy, such that εa = 0, and εi = εHOMO is that of the highest occupied molecular orbital (HOMO). This allows a systematic study, since vertical ionization energies are more widely available, calculable and trustworthy than electron affinities.



51 CH3 CH3 CH2 CH2 HCCH HCN CH3 OH CH2 O CO NH2 NH2 N2 HOOH F2



+ + + + + + + + + + +



H2 2H2 3H2 3H2 H2 2H2 3H2 H2 3H2 H2 H2



→ → → → → → → → → → →



CH4 + CH4 + CH4 + CH4 + CH4 + CH4 + CH4 + NH3 + NH3 + H2 O + HF +



CH4 CH4 CH4 NH3 H2 O H2 O H2 O NH3 NH3 H2 O HF



Table 3.2: The set of linearly independent reactions among our set of molecules. We take BLYP as an example of a local density functional, and attempt to repair its TD-KS ionization energies while leaving ground-state energetics in tact. At varying points on the (r0 , ES0 ) parameter plane, we will compute the ionization energies of 15 molecules: CH4 , NH3 , H2 O, HF, CH3 CH3 , CH2 CH2 , HCCH, HCN, CH3 OH, CH2 O, CO, NH2 NH2 , N2 , HOOH and F2 . These molecules were chosen because they are the singlet-ground-state members of the G2-1 data set [82, 83] which contain two or fewer second-row, non-metal atoms and hydrogens. If we also compute the groundstate energy of H2 at each point, we can obtain the energies of the reactions listed in Table 3.2, so that we can compare ground-state relative energies to that of the parent functional. All computations were done with the Pople 6-311(2+,2+)G(3df,3pd) basis and an Euler-Maclaurin-150/Lebedev-302 grid, using a development version of QChem [50]. In the case of an ionization excitation, Equation 3.24 may be rearranged to kS ES0 = IP + εHOMO − r0



s



2 eπ



(3.25)



∞ where the ionization potential (IP) replaces ωia in this context. We are then able



to construct an ES0 (r0 ) relationship for a target TD-KS IP, for regimes where εHOMO is relatively constant. In the remaining discussion, we will take IP to be the ∆-KS value, i.e. the energy difference between the cation and the neutral, computed with the unmodified ground-state functional. A comparison of BLYP ∆-KS to experiment
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CH4 NH3 H2 O HF CH3 CH3 CH2 CH2 HCCH



Expt. ∆-KS Dev. 0.4998 0.5104 0.0107 0.3976 0.4024 0.0048 0.4638 0.4682 0.0044 0.5924 0.5979 0.0055 0.4406 0.4340 -0.0066 0.3925 0.3862 -0.0062 0.4222 0.4123 -0.0099



HCN CH3 OH CH2 O CO NH2 NH2 N2 HOOH F2



0.5002 0.4957 0.4028 0.3917 0.3712 0.3943 0.5149 0.5119 0.3300 0.3116 0.5726 0.5630 0.4300 0.4090 0.5770 0.5663



-0.0044 -0.0110 0.0232 -0.0029 -0.0184 -0.0096 -0.0209 -0.0107



Table 3.3: A comparison of experimental and BLYP ∆-KS ionization energies (in a.u.) for our set of molecules. We’ve chosen ∆-KS as TD-KS target values in this work, in an attempt to build a self-consistent functional. It is also easier to obtain reliable, perfectly vertical values. The experimental values were obtained from the National Institute of Standards and Technology [84].



CH4 NH3 H2 O HF CH3 CH3 CH2 CH2 HCCH



w α β 0.1666 0.0330 -0.7844 0.1774 0.0934 -0.9732 0.2042 0.0957 -1.0667 0.2449 0.0531 -0.9388 0.1370 0.0112 -0.4860 0.1442 0.0726 -0.8985 0.1553 0.0200 -0.5237



HCN CH3 OH CH2 O CO NH2 NH2 N2 HOOH F2



0.1737 0.0671 0.1617 0.0108 0.1653 0.0479 0.1789 0.3748 0.1486 0.0369 0.1870 0.0837 0.1760 0.0259 0.2163 0.1512



-0.9194 -0.3777 -0.7721 -1.6477 -0.7209 -1.1651 -0.6815 -1.5366



Table 3.4: Parameters (in a.u.) for the fit of the form w + αe−βr0 − γ/r0 to predict the value of ES0 at which the TD-KS ionization energy is exactly the unmodified ∆KS value at a givenqr0 for each molecule with BLYP, as illustrated in Figure 3.7. The parameter γ = 2/eπ is universal for k0 = 0, as in Equation 3.25. The curves described by these parameters are plotted in Figure 3.8. is given in Table 3.3. At each point on the (r0 , ES0 ) plane, the TD-KS ionization energy may easily be obtained as a function of r0 , ES0 and the computed value of εHOMO for those parameters. Figure 3.7 illustrates how parameter points are identified, for which Equation 3.25 is solved. We see that the smooth exponential approach of εHOMO to its unmodified BLYP value as a function of r0 allows us to make a relatively precise fit of the relationship ES0 (r0 ) to the four-parameter form w + αe−βr0 − γ/r0 . The three system-dependent parameters for each molecule are given in Table 3.4.



Now the parameter choice has been reduced to a one-dimensional problem for
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Figure 3.7: Deviation of the TD-KS ionization potential from ∆-KS for BLYP CH 4 . In the cross-hatched parameter region, the TD-KS ionization potential is within ±0.02 a.u. of the target unmodified ∆-KS value (0.5104 a.u.). The ionization potential was computed at the intersections of the cross-hatched grid and the circles are centered where cubic splines along the grid connecting lines indicate that the TD-KS deviation is zero. The dark curve is the best fit of the form ES0 (r0 ) = w + αe−βr0 − γ/r0 through these points; the parameter values for this fit are given in Table 3.4 for each molecule in our data set. The existence of this ES0 (r0 ) relationship reduces our parameter choice to a one-dimensional optimization for each molecule.



54 each molecule. As was stated above, we would like to pick r0 such that it is as small as possible without affecting ground state calculations. We take as our metric for this effect the deviation of a set of reaction energies from the values obtained with the parent BLYP functional and insist that these deviations are within the chemical accuracy threshold (1 kcal/mol = 1.6 × 10−3 a.u./molecule). Figure 3.8



shows the region where the ES0 (r0 ) curves that indicate ideal parameters for ionization energies for most of the molecules intersect the approximate boundary that separates acceptable and unacceptable parameters for the ground state. In the region of most ˚. interest, we see that this boundary is at approximately r0 = 1.5 A



The αe−βr0 term in the ES0 (r0 ) fits represents how εHOMO deviates from its native BLYP value, and it would be difficult to predict the relevant parameters. We note that ˚, however. This this term contributes only a few thousandths of an a.u. at r0 ≥ 1.5 A



amount of error in our choice of ES0 would tolerable, as it is smaller than the deviation between ∆-KS and experiment, so we can choose to ignore this term. Having done



this, Equation 3.25 becomes a predictive relationship between ES0 and r0 , if the parent BLYP HOMO energy is used as an approximation to εHOMO and the target IP value is inserted. We note that this formula easily generalizes for any functional G, such that the parameters for any separated pair of donor-acceptor subsystems are on the curve ES0



kS G = IP + EA + εG HOMO − εLUMO − r0



s



2 eπ



(3.26)



where IP and EA are correct values for the ionization potential and electron affinity (EA) for the isolated subsystems, likely obtained from ground-state calculations G with the unmodified functional, and εG HOMO and εLUMO are the HOMO and lowest



unoccupied molecular orbital (LUMO) energies of the isolated donor and acceptor, respectively, with that functional.



3.3.3



Results and Discussion



We will now proceed to test our method prescription on a simple CT system. For this, we choose the simplest closed shell systems which should be good electron donors
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Figure 3.8: The optimal parameter region. The dark cross-hatched region is where the root-mean-squared deviation of the energies for the reactions in Table 3.2 from their parent BLYP values is outside chemical accuracy. Outside the light cross-hatched region, all of the reaction energies match the unmodified values to within chemical accuracy. Each dashed curve indicates, for a given molecule, the locus of parameters for which the BLYP TD-KS ionization energy is exactly that of unmodified ∆-KS, as illustrated for CH4 in Figure 3.7; these curves are described by the data in Table 3.4. From top to bottom, the curves are for HF, F2 , H2 O, N2 , four together (CO, NH3 , HOOH and HCN), two together (CH4 and CH2 O), CH3 OH, HCCH, NH2 NH2 , CH2 CH2 and CH3 CH3 , respectively. In general, we would like to choose parameters outside of the cross-hatched regions, but with r0 as small as possible.



56 and acceptors, Be and F2 , again using the BLYP functional. Given the ∆-KS IP and εHOMO of Be and the ∆-KS EA and εLUMO of F2 , Equation 3.26 is applied to relate ES0 to several choices of r0 , between 1.5 ˚ A and 2.5 ˚ A (IPBe =0.330 a.u., εBe HOMO =−0.201 2 =−0.220 a.u.). The resulting ground- and exciteda.u., EAF2 =−0.0350 a.u., εFLUMO



state spectra as a function of intermolecular separation are plotted in Figure 3.9 for each parameter choice. A couple of trends are immediately apparent. First, the CT curves for shorter r0 look more like what one would anticipate as correct. More specifically, curves for smaller r0 retain a Coulombic curvature to comparably shorter distances; the curvature of the sterf shifting function is clearly evident for the longest three r 0 choices, and, by extrapolation, we can recognize it relatively clearly for all but the shortest r0 . Second, for the shorter choices of r0 , the asymptotic CT energy is not reproduced as well. This points to an inadequacy of the predictive power of Equation 3.26, and this is readily explained when we remember that εHOMO and εLUMO are approximated by those from the unmodified BLYP functional. The fact that the relative orbital energies are affected is a sign of trouble at these distances, which is corroborated when we realize that the ES0 values being used are on the order of a few tenths of an a.u. Referencing Figure 3.8, we see that our parameter choice is deeply into the region where ground-state chemistry is not faithful to the original functional. In sad fact, CH3 CH3 would find an unrestricted solution in this region as the absolute KS minimum, but these solutions are also very difficult to converge. For reference, we also include a plot in Figure 3.10 of the distance-dependent spectrum for Be· · ·F2 using the unmodified BLYP functional, with a restricted KS



reference. As anticipated, the parent BLYP method lacks the correct CT behavior altogether. Perhaps of nearly as much interest as this result, is the fact that the



native BLYP Be· · ·F2 absolute KS minimum is on the unrestricted orbital surface at



all separations. It appears that this system, again due to the small IP and large EA,



suffers from the same problem which affected the alkali-halide systems of Section 3.2. With the modified functionals, however, the KS solution is restricted, and there is no unphysical charge transfer for any of the parameters tested. Finally, we note that the reason for the large ES0 value is that the IP and EA
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Figure 3.9: Ground- and excited-state spectra of Be· · ·F2 as a function of intermolecular separation R for varied r0 (“T” geometry with an F-F separation of 1.42 ˚ A). The solid line is 0.2951 − 1/R (in a.u.), where 0.2951 a.u. is the asymptotic ∆-KS CT energy using unmodified BLYP. The spectra are all relative to the ground-state energy of the separated molecules with the same parameters. ES0 was chosen by the prescription in Equation 3.26 for each r0 : a. 1.5 ˚ A b. 1.7 ˚ A c. 1.9 ˚ A d. 2.1 ˚ A e. 2.3 ˚ A f. 2.5 ˚ A. Decreased r0 improves the curvature of the CT state but degrades its asymptote.



59



ω / a.u.



0.30 0.20 0.10 0.00 3



4



5



6



7



8



9 10



°



R/A Figure 3.10: Ground- and excited-state spectra of Be· · ·F2 as a function of intermolecular separation R at the parent BLYP level (“T” geometry with an F-F separation of 1.42 ˚ A). The solid line is 0.2951 − 1/R (in a.u.), where 0.2951 a.u. is the asymptotic ∆-KS CT energy using unmodified BLYP. The spectra are all relative to the groundstate energy of the separated molecules with this functional. The correct Coulombic behavior of the CT state is clearly absent. are not well-approximated by the HOMO and LUMO energies, respectively. It is not unreasonable to suggest that some systems of more interest [85] may allow parameters which are more reasonable.



3.4



Conclusions



It is non-intuitive, perhaps even perplexing, that such a conventional, classical electrostatic effect as attraction between ions on an excited-state surface should ˆ while the response of Jˆ is zero. Let us reflect, though, emerge in the response of K, that part of the exchange operator in HF is used to cancel an unphysical self interaction, and this part could then rightfully be considered part of the correct Coulomb operator, albeit somewhat ill-defined (representation-dependent) as an odd result of particle indistinguishability. One can show, that it is precisely the response of this ˆ that contributes to the diagonal of the A matrix in any basis, and so the portion of K loss of intuition traces all the way back to a trick near the beginning of the derivation



60 of the HF equations, where summations over all occupied-orbital pairs in both the Coulomb and exchange parts of the energy were allowed to simplify the algebra. The use of the word “trick” is justified, since there is no physical meaning to this cancellation, and furthermore, it would not work for bosons. The lack of correct TD-KS CT behavior is another manifestation of exactly the same SI phenomenon that occurs in ˆ the ground state, due to missing some fraction of K. We have made some progress in the handling of TD-KS CT states. This is of interest, because no sufficiently accurate wavefunction-based method is affordable for most interesting systems. Therefore, even in the limited domain of systems for which the IP and EA are well-approximated by orbital energies, this method may find substantial use. While the input of the mechanism for parameter choice are functionaldependent ground-state data, the mechanism itself is functional-independent. Our model does require the ability to separate subsystems to obtain parameters, but it should have the ability to handle intramolecular CT, in contrast to the TD-KS/CIS method first proposed by Dreuw et al. [66, 85], if it is clear where the electron is moving from and to, and some approximation of the local detachment and attachment energies can be obtained. Furthermore, the somewhat ad hoc inclusion of long-range exchange to fix excited-state CT behavior appears to also introduce an appropriate penalty for having unbalanced electrostatics in the ground state, since we are removing longrange self-interaction there as well. In both the ground and excited states, the energy gradient for transfering charge over a large distance is too low, and including longrange exchange improves both cases, because long-range self-interaction is eliminated. It may be most interesting that we have learned something about functionals themselves. First, recent suggestions [86, 87, 88] that there will be a universal mechanism by which to correct SI in a given functional are called into question. Our model seems as grounded as any other proposition, and, under careful study, the parameterization of the correction is highly system-dependent. We may have then learned something concerning an avenue towards the improved construction and parameterization of functionals. Although there are no formal theorems giving meaning to the KS LUMO energy, as there are for the HOMO [89, 90], it may be necessary for the LUMO energy to approximate an EA for TD-KS to function properly.
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Chapter 4 An Orbital-based Definition of Radical and Multiradical Character 4.1



Background



Radical behavior is a phenomenon familiar to every chemist, and it is of great general interest, since much of chemistry proceeds through pathways involving radicals. However, radical character, like aromaticity and bond order, belongs to a class of intuitive chemical concepts which do not have unique theoretical definitions. The electron pair was first proposed in a 1916 article by Lewis [91]. In this early work, the role of unpaired or odd electrons was discussed in order to explain valency and reactivity. Quantum mechanics and resulting orbital theories have much elucidated the physical nature of electron pairing [92], but the discussion of its fundamental properties and their impact on chemistry is still proceeding in the modern literature [93, 94, 95, 96, 97]. There is no quantum mechanical operator which defines the extent of pairing unambiguously. Consequently, there can be no direct measurement of radical character. One can only observe behaviors of molecules believed to be characteristic of radicals, and infer information about their electronic structure. Experimental characteriza-



62 tion of radicals is often based on measurements of spin properties of their “unpaired” electrons [95]. The total spin angular momentum per molecule can be determined by measuring bulk magnetization as a function of applied static magnetic field at very low temperature. Electron spin resonance is a critical spectroscopic tool to determine the ground-state spin multiplicity. Spin-state energy gaps are also used to characterize radicals. In particular, the singlet-triplet splitting is one of the most widely used indicators of diradical character [98], and this will be discussed from a theoretical point of view later. Site-specific reactivity is also a primary characteristic of radicals; this can sometimes be studied by measuring species lifetimes using transient absorption spectroscopy [99]. In molecular orbital theory, a radical is understood simply by the presence of a singly occupied spatial orbital. Beyond the Hartree-Fock (HF) approach, however, one of the most basic and widely understood ways to quantitatively think about radical character is to look at natural orbital occupations directly. Radicals are indicated by spatial orbital occupations that differ significantly from zero or two, which are the only values present for closed-shell, single-determinant wavefunctions. For example, occupation of a antibonding-like spatial orbital by nearly one electron on average is characteristic of a singlet diradical; this occupation is usually a manifestation of a mostly-broken bond, which leads to spin-entangled radical fragments at dissociation. This is discussed thoroughly by D¨ohnert and Kouteck´ y [100]. It has been the challenge of theory to develop a quantitative measure of radical character which agrees with the qualitative understanding of electron pairing in chemical and quantum mechanical contexts. There is a natural inclination to use electron spin as a theoretical tool to characterize radicals. While there is a clear connection between singly occupied orbitals and the presence of a nonzero spin density, we argue that models of radical character based on spin alone are insufficient to generalize the concept of radicals, diradicals, etc. to complicated wavefunctions. For example, the common notion of a singlet diradical involves a molecule whose spin density is zero everywhere. In any system with more than two electrons, it is impossible to consider any two as spin paired, since all coordinates of the indistinguishable electrons play equivalent roles in the



63 wavefunction. Indeed, the two-particle reduced density matrix generally has ↓↓, ↑↑



and ↓↑ + ↑↓ blocks, as well as the singlet “paired” ↓↑ − ↑↓ block. For these reasons



it is necessary to look beyond just spin to describe the chemical phenomenon known as pairing. Although, electrons in doubly occupied orbitals cannot rigorously be said to form a spin singlet, we would like to preserve the concept that doubly occupied orbitals pair electrons. In this Chapter we will often be concerned with the occupancy of spatial orbitals, and it should be clear from context that the word “orbital” refers the the spatial part of a single particle state unless stated otherwise. In a 1978 paper by Takatsuka, Fueno and Yamaguchi [101], the distribution operator ˆ = 2ˆ D ρ − ρˆ2



(4.1)



was proposed for singlet systems, where ρˆ in this Chapter is the spin-integrated (spinless) one-particle reduced density operator. Similar formulae were proposed for higher-spin systems. The formula was proposed on the somewhat heuristic argument that every matrix element of this operator is identically zero for a state that can be ˆ identifies the regions represented as a single, closed-shell determinant. Otherwise, D of space where the wavefunction is not closed-shell-like. The diagonal elements of this ˆ ri, are said to be a “spatial distribution of total odd electrons.” operator, D(~r) = h~r|D|~



The integral over D(~r) has been used [101, 102] to define the total number of unpaired ˆ electrons, nD = T r(D).



ˆ was constructed twenty years later, but An elegantly presented motivation for D apparently independently, by Bochicchio [103]. D(~r) is interpreted there as a hole distribution, deriving its name from the construction of a hole-density operator (2− ρˆ) contracted with the particle-density operator ρˆ, obtaining an expectation value for the ˆ is a number of holes in a conventional trace algebra formulation. The result is that D second order operator in ρˆ. In contracting the hole density with the particle density, however, a hole is only counted if there is some nonzero particle density in that same natural orbital. For small occupations, the orbital is counted as a nearly-double hole (weighted by the small occupancy). ˆ has the correct behavior when the eigenvalues of ρˆ are all zero, one or While D



64 two, its behavior at other points is somewhat arbitrary, as pointed out by HeadGordon [104]. The limit, shown by Staroverov and Davidson [102], in which one might determine that a molecule has nD = 2n unpaired electrons, or 2n electron holes, is particularly unphysical (where n is the number of electrons). An attempt to ˆ has been made by Head-Gordon. However, in light of the correct this by modifying D strange limiting behavior, it is difficult to say rigorously what the exact interpretation ˆ or D(~r) should be. of distibutions of the form of D Recent work has also made use of the electron localization function (ELF) [105] applied to spin densities and total densities [106], and the resulting plots show interesting density anomalies in the regions where one would expect to find lone electrons, at dangling bonds. However, it is not clear that this analysis rigorously corresponds to their presence. We would like to draw attention to some recent work on radicals. These studies involve either accurate computation or analysis of multiradicals, and they make use of the principle which we will attempt to define generally in this work. That principle is that radical character is best analyzed with respect to specific radical orbitals, which are singly occupied, or, more generally, have high probability of being singly occupied. In work by Jung and Head-Gordon [107, 108], a perfect-pairing cluster amplitude can be used to obtain the weight of an important correlating transition. This transition implicitly defines radical orbitals as mixtures of the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), as discussed later. Slipchenko and Krylov [109] obtain triradical orbitals by looking at the high-spin analogue of a system of interest at the HF level and then flipping the spin of one electron in a correlated calculation for the low-spin case (the spinflip coupled-cluster method). We should also acknowledge the well-known work of Amos and Hall [110], who define corresponding orbitals in unrestricted HF (UHF) wavefunctions with broken symmetry; this will be conceptually similar to our own work, but not as general. We will propose an orbital-based definition of radical character, which can be extended to wavefunctions of any form, and we will do so on grounds of the following physical argument. The phenomenologically conjectured electron pair is a



65 consequence of the Pauli exclusion principle, because electrons cannot form groups of larger than two in lower energy orbitals. If two molecules, fragments or atoms are each individually described by singly occupied orbitals, then the ground-state wavefunction of the combined system should involve a bonding interaction between them, geometry permitting. The bond results from the fact that there are only enough electrons to fill the bonding combination formed from the originally singly occupied orbitals. The ability to find an orbital in a molecule that has a high probability of being singly occupied indicates that a large portion of the wavefunction should be conducive to such a bonding interaction. We should then have an indicator of the reactivity of a molecule, which is the primary characteristic of a radical, in the spirit of Lewis’ original concept of pairing.



4.2



Definition



The radical character of a spatial orbital |φs i is defined as the probability of single



occupancy of that orbital, P1 , which can formally be written as the expectation value of a Hermitian operator, 







P1 (|φs i) = hΨ| n ˆ ◦s↓ n ˆ •s↑ + n ˆ ◦s↑ n ˆ •s↓ |Ψi



(4.2)



where n ˆ • and n ˆ ◦ are the particle- and hole-number operators, respectively, acting on spin orbitals |φs ↓i and |φs ↑i, and |Ψi is the many-electron, multiple-determinant



state of interest. The product of number operators measures the probability that



|φs i is occupied by an electron in the |↓i state but not |↑i, or vice versa. We take



the monoradical character of a molecule R1 = P1opt = max|φs i P1 to be the radical character of the most radical orbital in that molecule |φs iopt . In practice, this is found by optimizing P1 over continuous rotations of |φs i with all other spatial orbitals spanning the one-particle space.



Our formalism for computing single occupancy is independent of needing an excess spin density to extract such information. It can be shown that the form of the operator in Equation 4.2 is invariant with respect to any real or complex rotation of the spin basis in which it is written, making the probability of single occupancy of an orbital a



66 well-defined physical quantity for a given wavefunction, independent of the direction chosen to be up. All the information necessary to compute the monoradical character and orbital, including derivatives of P1 with respect to orbital rotation, is obtainable from the two-particle reduced density operator. The two-particle operator is necessary, because evaluating single occupancy involves simultaneous knowledge of both a particle and a hole. One can use the definitions of the particle and hole operators in terms of the normal annihilation and creation operators, a ˆ and a ˆ † , respectively, n ˆ •s↓ = a ˆ†s↓ a ˆs↓



n ˆ ◦s↓ = a ˆs↓ a ˆ†s↓



(4.3)



and the anticommutation a ˆs↓ a ˆ†s↓ = 1 − a ˆ†s↓ a ˆs↓



(4.4)



to obtain 







ˆs↑ |Ψi ˆs↓ a ˆ†s↑ a ˆs↑ − 2ˆ a†s↓ a ˆs↓ + a ˆ†s↑ a P1 (|φs i) = hΨ| a ˆ†s↓ a 







= hΨ| n ˆ •s↓ + n ˆ •s↑ − 2ˆ n•s↓ n ˆ •s↑ |Ψi



(4.5)



An interpretation follows from the second line of Equation 4.5. The probability of single occupancy of |φs i is the probability of occupancy of |φs ↓i plus the occupancy



of |φs ↑i, minus the probability that we counted the ↓ orbital while the ↑ orbital



was occupied, which is the same as the probability that we counted the ↑ orbital



while the ↓ orbital was occupied, hence the factor of 2 for the two-particle piece.



Since computing R1 depends only on information in the two-particle reduced density



operator, computing this quantity should be feasible for any system for which the energy can be computed. Derivatives of P1 are presented in the method Section 4.3. Interestingly, Takatsuka et. al. acknowledge that “recourse to the second-order density matrix would be unavoidable” when D(~r) fails to give a good characterization. One of the advantages of this definition is that it generalizes easily to the diradical case, 











P2 {|φ1 i, |φ2 i} = hΨ| n ˆ ◦1↓ n ˆ •1↑ + n ˆ ◦1↑ n ˆ •1↓











n ˆ ◦2↓ n ˆ •2↑ + n ˆ ◦2↑ n ˆ •2↓ |Ψi



(4.6)



67 which is the probability of simultaneous single occupancy of two orthonormal spatial functions |φ1 i and |φ2 i, where we have chosen the indices 1 and 2 for convenience.



Under this definition, infinitely stretched singlet H2 is perfectly diradical, and the orbitals which maximize P2 → R2 are the atomic |1sA i and |1sB i functions on protons



A and B, respectively. |1sA i and |1sB i are both singly occupied in every configuration when the wavefunction is written in that basis. 



|1sA ↓ 1sB ↑i + |1sB ↓ 1sA ↑i



.



√ = 2







|1g ↓ 1g ↑i − |1u ↓ 1u ↑i



.



√



2



(4.7)



The states |1gi and |1ui are the bonding and antibonding orbitals, respectively. We



insist on an orthonormal pair of orbitals for the optimization in the diradical case, or



else we would simply obtain two copies of the most radical orbital from the monoradical evaluation. The generalization of the definition to the m-fold multiradical case is (m = 1 for monoradical, m = 2 for diradical, etc.) 



Pm {|φ1 i, |φ2 i, . . . |φm i}







=



D







Pˆm {|φ1 i, |φ2 i, . . . |φm i}



= hΨ|



"



m  Y



s=1



ˆ •s↑ n ˆ ◦s↓ n



+



ˆ •s↓ n ˆ ◦s↑ n



E







#



|Ψi



(4.8)



for a set of m orthonormal spatial orbitals, where we are concerned with the probability of simultaneous single occupancy of those orbitals. Again, these orbitals are optimized to obtain the m-fold multiradical character Rm = Pmopt of the molecule in question, which is the probability of finding the optimal orbitals 1 through m simultaneously singly occupied. Due to the cost of generalizing this method to higher multiradical character, it is most applicable only to monoradicals and diradicals. It can be shown that fully evaluating the m-fold multiradical character needs the 2m-particle reduced density matrix, which is usually an expensive quantity to obtain or manipulate. There is hope, however, to get a good approximation of the diradical character from monoradical information, without the four-particle density matrix. If we know that the monoradical orbital |φ1 iopt in an even-electron system has probability R1 of being singly occupied, then we know that there is at least one other electron alone in an orbital somewhere



68 else, in all configurations where only one electron is in |φ1 iopt . However, we would



like to know that the other electron is alone in the same orbital |φ2 iopt in each one of



those configurations, as a condition for the monoradical and diradical characters to be related. We will look at this hypothesis later with respect to quantities we call the first and second monoradical orbitals and characters. The first monoradical orbital



and character are exactly |φ1 iopt and R1 , respectively, as defined and discussed to this (2)



(2) opt



point. The second monoradical character R1 = P1



is defined as the probability (2)



that the second monoradical orbital |φ2 iopt is singly occupied, such that P1 has been



optimized subject to the constraint that the orbitals are orthonormal, hφ 2 |φ1 iopt = 0.



4.3



Method



To avoid construction of a general 2m-particle density-matrix algorithm, it is easiest to write code in the spirit of first quantization, when m is an input parameter. That is to say that the state |Ψi is expressed as a list of coefficients of each of the possible determinants of orbitals in a given orthonormal single-particle basis. As



the single-particle basis is rotated, the same many-particle function space is spanned by the determinants of the new orbitals, and the state is re-expressed as a list of coefficients for the new determinants. It is then trivial to decide whether an orbital |φiq i of the ith rotated basis {|φiq i | 1 ≤



q ≤ N } is empty, singly occupied or doubly occupied in each possible determinant of these orbitals (where N is the number of spatial basis functions.). For m-fold multiradical character, we are concerned with the probability of simultaneous single occupancy of a set of m orbitals. For convenience, we continue the convention that



these orbitals are the first m members of the complete set, {|φis i | 1 ≤ s ≤ m} ⊂



{|φiq i}. These first m orbitals will be called the trial orbitals, and the remaining orbitals are referred to as the complementary trial or c-trial orbitals. The index s



henceforth refers to a member of the trial orbitals, and the indices p and q refer to either a trial or c-trial orbital. The trial orbitals yielding the maximum of P m are the radical orbitals {|φs iopt }, and the maximum possible value of Pm defines Rm .



If a certain determinant in the ket |Ψi has all members of {|φis i} singly occupied,



69 then that determinant contributes to the radical character of those trial orbitals. In other words, the determinant survives being operated on by Pˆm ({|φis i}) of Equation



4.8, and it projects onto itself in the bra hΨ|. If the state and orbitals are all real,



then the function value Pm ({|φis i}) is then computed as the sum of squares of the



coefficients of those determinants, wherein the subset of m orbitals are all singly occupied, as in Equation 4.9. Essentially, we get the norm-squared of a projection of



Eo n ({|φiq i}) . |Ψi (a probability) into a subspace of radical determinants, span Φm−Rad X E i The notation Φm−Rad ({|φ i}) stands for the X th member of a set of determinants X q



which are m-fold radical with respect to the first m members of the set {|φiq i}. This



radical-determinant subspace is then variable, depending on the rotation of the orbitals. Pm ({|φis i})



# ED X m−Rad i m−Rad i = hΨ| ΦX ({|φq i}) ΦX ({|φq i}) |Ψi "



=



XD X



(4.9)



X







Φm−Rad ({|φiq i}) Ψ X



E2



0



We define rotation coordinates (θi )pp between orbitals |φip i and |φip0 i at each ith 0



iteration. To first order in (θi )pp , the pth orbital takes on a component in the direction of the p0th orbital and the p0th orbital takes on a negative component in the pth orbital. As a matter of notation, we define the upper index p0 to be the greater one, p0 > p. The vector θ i holds all the local



N (N −1) 2



instantaneous pairwise rotation coordinates.



We then construct the gradient vector with respect to these coordinates. We note that at least one of the indices of a gradient component must denote a trial orbital to obtain a nonzero result for that component. There are nonzero derivatives for both trial/trial and trial/c-trial mixings. " # E E X D ∂Pm ∂ D m−Rad m−Rad i−1 i = (4.10) 2 ΦX ({|φq i}) Ψ Φ ({|φq i}) Ψ θ i =0 ∂(θi )ps θ =0 ∂(θi )ps X X i



E i In each determinant Φm−Rad ({|φ i}) , the trial orbital |φis i is singly occupied by X q



either a ↓ or ↑ electron in order that it is a member of the set of radical determi-



nants, but |φip i is empty, doubly occupied or singly occupied, in general. Choosing arbitrarily for |φis i to be singly occupied by a ↓ electron we have four possibilities for



70 the occupancy of |φip i and, consequently, four possibilities for the derivative of each radical determinant with respect to any (θi )ps . (a) (b) (c)







∂ i = | . . . φi−1 ↓ . . .i | . . . φ ↓ . . .i p s ∂(θi )ps θ =0 i







∂ i i | . . . φ ↓ . . . φ ↓ . . .i =0 s p ∂(θi )ps θ =0 ∂ i i p | . . . φs ↓ . . . φp ↑ . . .i ∂(θi )s



| . . . φi−1 p



=



(d)



(4.11)



↓



i



θ i =0 . . . φi−1 p



↑ . . .i − | . . . φi−1 ↓ . . . φi−1 ↑ . . .i s s



∂ i i i | . . . φ ↓ . . . φ ↓ φ ↑ . . .i s p p ∂(θi )ps



θ i =0



= | . . . φi−1 ↓ . . . φi−1 ↓ φi−1 ↑ . . .i p s s



In Equation 4.11(b) the determinants composing the derivative are zero by antisymmetry. In Equation 4.11(d) permutational antisymmetry is used to arrive at the final expression. The derivative algorithm functions similarly to the algorithm for evaluation of E ({|φi−1 Pm . For each radical determinant Φm−Rad X q i}) , the coefficient of this determi-



nant is multiplied by the coefficients of the determinants into which it rotates with



each (θi )ps , per Equation 4.10. Each product then contributes to the corresponding component of the gradient. A conjugate-gradient-like algorithm is used to optimize Pm . Parallel transport of previous step information, resulting from the change of rotational coordinates at each step, is neglected; this is acceptable for the small steps near convergence; the initial large steps were done by steepest descent. We can also express the components of the gradient of the monoradical character



on the space of θ i in second quantized form. We differentiate the operators in the first line of Equation 4.5, 



to obtain 



∂ a ˆ =a ˆp(i−1)↓ s(i)↓ ∂(θi )ps θ =0



∂P1 = ∂(θi )ps θ =0 i



i







∂ † a ˆ =a ˆ†p(i−1)↓ ∂(θi )ps s(i)↓ θ =0



(4.12)



i



(4.13)



71 hΨ|



h



a ˆ†p↓ a ˆs↓ + a ˆ†s↓ a ˆp↓ + a ˆ†p↑ a ˆs↑ + a ˆ†s↑ a ˆp↑ ˆp↑ −2ˆ a†p↓ a ˆs↓ a ˆ†s↑ a ˆs↑ − 2ˆ a†s↓ a ˆp↓ a ˆ†s↑ a ˆs↑ − 2ˆ a†s↓ a ˆs↓ a ˆ†p↑ a ˆs↑ − 2ˆ a†s↓ a ˆs↓ a ˆ†s↑ a



i



|Ψi



The indices s and p on the right-hand side of Equation 4.13 refer implicitly to orbitals of the (i − 1)th set, as the derivative is evaluated at θ i = 0. Equation 4.13 can be



shown to be equivalent to the result of Equation 4.11 when inserted into Equation 4.10.



This optimization algorithm has been implemented as an extension to a development version of the Q-Chem program package [50].



4.4



Results and Discussion



The implications of the present definition of radical and multiradical character will be discussed in a series of simple examples. Orbital optimization and a principle nuance of the radical character value will be illustrated in the context of monoradical character. The most detailed discussion of this model will take place in considering diradicals. A simple triradical system demonstrates the generality of the model. The ability to approximate diradical (or higher) character from monoradical characters is motivated by a numerical example. Finally, we will highlight an interesting matheˆ for perfect-pairing wavefunctions. matical connection between our definition and D



4.4.1



Monoradical Character



We will consider the monoradical character of the Li atom in a 6-31G basis (one s shell, two sp shells). A full configuration-interaction (FCI) computation was done for the ground state in the doublet, MS = −1/2 space, where MS is the total-spin



z-component quantum number. In this example, FCI is a formality, since the state is



dominated by the HF 1s2 2s1 configuration (The norm of the coefficient is 0.99995.). In Figure 4.1, the surface of the sphere represents all possible normalized single-particle functions which lie in the space spanned by the |1si, |2si and |3si canonical orbitals.



Orbital radical character P1 as a function of mixtures of these three orbitals is plotted on the sphere. As expected, the |1si and |3si orbitals have nearly zero probability



72 of being singly occupied, because they are almost always doubly occupied or empty, respectively. The intuitive result is returned, in that the orbital that maximizes the monoradical character of the atom is approximately the |2si orbital, having nearly



unit probability of being singly occupied, R1 = P1opt ≈ 1. We say that |2si is the



radical orbital for Li. The function is relatively well-behaved in this simple system making orbital optimization from an arbitrary guess a smooth process.



An important nuance of our definition is illustrated by the value of P1 along the geodesic path between the |1si and |3si orbitals. The peak radical character along



this path is



 √  P1 (|1si + |3si)/ 2 ≈ 0.5



(4.14)



To illustrate the meaning of this, consider the basis √ |φ1 i = (|1si + |3si)/ 2,



|φ2 i = |2si,



√ |φ3 i = (|1si − |3si)/ 2



(4.15)



√ Since |1si = (|φ1 i + |φ3 i)/ 2, the state transforms mostly as |1s ↓ 1s ↑ 2s ↓i =







|φ1 ↓ φ1 ↑ φ2 ↓i + |φ1 ↓ φ3 ↑ φ2 ↓i



+ |φ3 ↓ φ1 ↑ φ2 ↓i + |φ3 ↓ φ3 ↑ φ2 ↓i



(4.16) .



2



and we can see directly that homogeneous mixtures of |1si and |3si, i.e. |φ1 i and |φ3 i,



both have half probability of being singly occupied. We then notice that whenever one



electron is in |φ1 i there is an equal amplitude for finding another electron of opposite



spin in |φ1 i or in |φ3 i, and vice versa when there is an electron in |φ3 i. This is a manifestation of lack of correlation of electrons in a single-determinant wavefunction



(here specifically, in-out correlation). We have introduced the use of the |3si state



to look at a determinant which is described by the |1si and |2si states. The logical



extreme of this procedure is to introduce a complete basis for the analysis. If we chose the point position functions |~ri, we would see the lack of correlation spread over many



states, but none of these states would have significant occupancy. Presumably, if a molecule’s behavior is well described in the basis used for the energetic computation,



then so are the radical orbitals, assuming that they are, in fact, physical indicators of reactivity.
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Figure 4.1: Radical character as a function of orbital for the FCI/6-31G Li atom (0 ≈ black < gray < purple < dark blue < light blue < green < yellow < orange ≈ 1). The |1si and |3si orbitals have nearly zero probability of being singly occupied, as is true for the |2pi and |3pi functions that are not shown here. The |2si orbital has almost unit probability of being singly occupied, and one expects it to be the radical orbital for Li. Orbitals which are mixtures of these bases have intermediate values for the probability of single occupancy.



74 For any system described by a single, closed shell determinant, one can show that the monoradical character R1 of the molecule is always exactly one half. Consider that any orbital in this case, including the radical orbital, can be uniquely decomposed as the sum of its projections into the occupied and virtual spaces. The occupied component (renormalized) necessarily describes a doubly occupied orbital, and the virtual component describes an empty orbital. Now we take these two states as bases for a two-dimensional space, and note that the states in this space with the highest probability of single occupancy are the homogeneous linear combinations of the occupied and virtual bases, and that these orbitals have exactly one half probability of being singly occupied. Therefore, the radical orbital must be a homogeneous combination of an occupied and a virtual orbital for a closed-shell determinant, and we have R1 = 0.5. We note for our coming discussion of diradical character that the two orthogonal homogeneous combinations (±) are also simultaneously singly occupied with probability one half for a closed shell determinant, making R2 at least one half. Since it is logically bounded from above by the monoradical character, we have R2 = 0.5 exactly. The transformation of the Li atom core using the |3si virtual in Equation 4.16 illustrates the way that a general closed-shell determinant could be transformed



to get R2 = R1 = 0.5. There is nothing fundamental about any particular representation of a wavefunction, but chemists usually choose a canonical representation in which member orbitals may most often be described as doubly occupied; these orbitals have particular chemical relevance. Also interesting are these radical orbitals that can be found to have a high probability of being singly occupied. From what we have learned thus far, however, this probability must exceed one half to be chemically relevant.



4.4.2



Diradical Character: General Discussion



The generalization of the perfect-pairing analysis of Jung and Head-Gordon [107] for singlet diradicals to general wavefunctions was the motivation for this work. In a perfect-pairing coupled-cluster wavefunction with double excitations (PP-CCD)



75 [13, 14], each independent pair function has the form of the right-hand side of Equation 4.7, except that the amplitude of the double excitation into the virtual orbital is a variable, t. In the basis which homogeneously mixes the HOMO and LUMO orbitals (similar to the left-hand side of Equation 4.7), the wavefunction looks increasingly diradical with increasing magnitude of the HOMO-LUMO amplitude, explicitly t L↓L↑ H↓H↑ . Jung and Head-Gordon quantify this effect by the LUMO occupation number following D¨ohnert and Kouteck´ y. To illustrate the nature of a diradical with reference to our definition, we present the following discussion of two electrons in the HOMO |Hi and LUMO |Li space (2-in-



2), where |Hi and |Li are well separated energetically from the other orbitals. |Hi and



|Li are canonical orbitals, meaning that they maximize the orbital energy splitting of



any two orthogonal orbitals which can be constructed in this space. The singlet space



for this system is spanned by three possible configuration states, whose spatial parts √ are |Hi|Hi, |Li|Li and (|Hi|Li + |Li|Hi)/ 2. There is also a degenerate spin-triplet √ of states, which all share the same spatial wavefunction, (|Hi|Li − |Li|Hi)/ 2. In



the singlet space, the diradical character varies continuously from zero to unity, as



a function of coefficients of the three spatial wavefunctions, as in Figure 4.2. The triplet states, however, are all completely diradical (in any representation mixing |Hi



and |Li); they share the same spatial part and two same-spin electrons cannot be in



the same spatial orbital.



If the HOMO-LUMO gap is large, then the aufbau principle dominates, and the system is a closed shell singlet, with two electrons in |Hi (R2 = 0.5). As the orbital splitting decreases, as when H2 is stretched, scatterings to the other singlet states



become accessible, and they mix in. Electron correlation then becomes a large effect, and the position of an electron in one localized orbital will correlate with the other electron being in the remaining orthonormal orbital; the system will then look increasingly diradical in the basis which most localizes the orbitals in the two-dimensional one-particle space. One could say that this effect defines the notion of localization for these purposes. If a singlet state were completely diradical, then its spatial wavefunction would resemble that of a triplet, and therefore the exchange contribution to the energy
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Figure 4.2: The diradical character of singlet 2-in-2 wavefunctions (0 ≈ black < gray < purple < dark blue < light blue < green < yellow < orange ≈ 1). There exists one wavefunction in the singlet space (the “north/south pole” of the plot), for which no orbital in the HOMO-LUMO space is ever singly occupied; the electrons have coalesced in this wavefunction. There is a one-dimensional manifold of singlet states (the “equator”), for which some pair of orbitals can be found, which are always simultaneously singly occupied. The |Hi|Hi and |Li|Li √ bases have been mixed to show the cylindrical symmetry of the plot; factors of 1/ 2 are implicit.



77 (Hund’s rule, assuming the orbitals are near one another) would then unambiguously favor a spin-state change to a triplet state. If the HOMO-LUMO gap is significant, however, the energy favorability of allowing both electrons simultaneously into |Hi



some of the time will keep the state a singlet, but the state is then, by this same argument, not purely diradical. As a consequence of all this, no ground-state singlet



should ever be completely diradical, but a singlet wavefunction can have variable diradical character, reflecting what is often called static correlation. These Hund’s and aufbau contributions compete equally at the point where the singlet and triplet are degenerate. This should make the singlet-triplet energy gap a good experimental indicator of diradical character, according to our definition. Our definition has some nice properties, relative to approaches using ρˆ, that we will expound upon in the diradical case. The integrations to obtain ρˆ lose interesting information about correlation. Consider infinitely stretched H2 , and the wavefunction in Equation 4.7. Both the atomic functions and the canonical molecular orbitals diagonalize the nonzero block of the spinless one-particle reduced density matrix in this particular case, with two degenerate eigenvalues of unity. The one-particle operator ρˆ cannot distinguish between an orbital which is singly occupied with full probability, like the atomic functions, and an orbital which is doubly occupied with half probability, like the canonical functions. For any stretch distance other than infinity, the degeneracy in ρˆ is broken, and there is a unique set of natural orbitals, which are nearly the canonical orbitals. However, one can show that the atomiclike orbitals are more relevant than the natural orbitals for describing the extent of diradical character at all distances, under our definition. The phase of the configuration interaction in the right-hand side of Equation 4.7 is also important for correlation. However, the same ρˆ could result from the wavefunction in Equation 4.7 or a wavefunction where this phase is flipped, as in Equation 4.17. √ √ (|1sA ↓ 1sA ↑i + |1sB ↓ 1sB ↑i) / 2 = (|1g ↓ 1g ↑i + |1u ↓ 1u ↑i) / 2



(4.17)



In Equation 4.17, no orbital (atomic or canonical) is ever singly occupied. In Equation 4.7, the electrons are correlated to maximize the average distance between one
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Figure 4.3: Diradicalism of three different wavefunctions for Li2 in a toy basis. The PP-CCD wavefunction is similar in diradicalism to the FCI wavefunction, except that the curve is shifted upwards. PP-CCD atoms dissociate to perfect monoradical subunits, due to less atomic (dynamic) correlation. The UHF wavefunction starts closed-shell and breaks symmetry dramatically. The solid line represents the FCI energy curve in arbitrary energetic units. another, whereas in Equation 4.17, this distance is minimized, which would be unphysical for the ground state. R2 will distinguish between these two wavefunctions. However, ρˆ, cannot technically differentiate between these two phenomena, although LUMO occupation numbers can generally be assumed to originate from physically ˆ to reasonable correlations (−1 < t < 0 for PP-CCD amplitudes), allowing ρˆ (also D) provide some information about the extent and spatial domain of radical behavior; this assumption may be valid only for ground states, however.



4.4.3



Diradical Character: Results



In Figure 4.3, the diradical character R2 of Li2 is plotted as a function of nuclear separation, using a toy basis consisting of the three s orbitals from the 6-31G set for each atom. The R2 curve is for the FCI ground-state wavefunction in the singlet space; the shape of the energy curve is also plotted for reference.



79 The diradical character of a molecule should be viewed as relative to the diradical character that one would expect from a closed shell system. One half is then a sort of base-line, because, as discussed previously, a closed shell determinant species has R2 = 0.5. (One can also show that closed shell species have one quarter triradical and tetraradical character, and so on, in inverse powers of two.) For this reason, the percent excess (% XS) diradicalism, according to our definition, has also been plotted. % XS Diradicalism = 2(R2 − 0.5) × 100%



(4.18)



Even at very compressed distances Li2 is quite diradical (50.8% at equilibrium), and this converges to nearly 100% at long distances, reflective of the fact that the atoms have almost complete monoradical character, making the combined system a nearly pure diradical. For reference, FCI/STO-3G singlet H2 is 20.8% diradical at equilibrium. There are also simple formulas to obtain R2 for UHF and PP-CCD wavefunctions. (a) R2UHF = 1 − (S 2 /2) (1 − t)2 (b) R2PP−CCD = 2 (1 + t2 )



(4.19)



S is the spatial overlap of the least-overlapping UHF corresponding-orbital pair in L↓L↑ Equation 4.19(a). In Equation 4.19(b), t refers specifically to tH↓H↑ . In Figure 4.3,



the % XS diradicalism associated with the R2 values of UHF and one-pair PP-CCD wavefunctions are also plotted as functions of Li2 bond distance, for comparison with FCI (same basis).



4.4.4



Diradical Character: Discussion of Results



Of primary concern here is the meaning of the radical character values. We have defined a quantity which we call the (multi)radical character. However, this is not the same as a theory of radical behavior. Radical character should be some theoretical measure of the similarity in the electronic structure of radicals, whereas radical behavior is that which is typically experimentally observed of such species. Concretely, there has been discussion of molecules such as the ((i-Pr)2 P)2 (B(t-Bu))2 ring molecule



80 (BPBP) [107, 111]. The claim by Scheschkewitz et. al. [111], who first synthesized this molecule, is that it is an indefinitely stable singlet diradical. Although site-specific reactivity is generally indicative of radical character in the electronic structure, this reactivity might be sterically hindered in this particular molecule. We would like to separate out these effects by looking at the electronic structure alone, to assign the molecule a theoretical diradical character. BPBP is “16.9% diradicaloid” according to the perfect-pairing LUMO analysis of Jung and Head-Gordon (100% × ρLL , where ρLL is the LUMO occupation) for a



71-pair PP-CCD/6-31G(d) wavefunction. In this wavefunction ρLL can be computed as ρPP−CCD = LL



2t2 1 + t2



(4.20)



where t is again the relevant HOMO-LUMO cluster amplitude. Using Equation 4.19(b), we obtain 55.7% XS diradicalism for this wavefunction (t = −0.30421),



according to our definition. We caution against attaching too much significance to these raw numbers; under either analysis, one would reach the same practical conclusion, that BPBP is about as diradical as Li2 at equilibrium. Concerning the 20.8% XS diradicalism of equilibrium H2 , we would not consider this to be “a diradical.” We would like any theoretical definition to yield vanishing radical character for closedshell determinants, but we must remember that no real system, including one whose behavior is essentially closed-shell, is described by a single determinant. There is no a priori value that should correspond to a system which behaves closed-shell, and systems with closed-shell behavior may exhibit a range of character values under any definition. It is reasonable to expect that wavefunctions with radical character will be diagnosed as such under a variety of analyses. The quest is to identify and extract the most fundamental similarity between radicals. Such an analysis should be theoretically satisfying in its interpretation, and it should provide the most robust prediction of radical behavior, when applied to complicated wavefunctions. Figure 4.4 shows a few proposed measures of diradical character, applied to the one-pair PP-CCD/toybasis Li2 wavefunction. This wavefunction was chosen because it is easy to analyze
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Figure 4.4: Three different measures of diradicalism for toy-basis, one-pair PP-CCD Li2 . The measures are qualitatively the same, and algebraically related, for this simple case. The solid line represents the FCI energy curve in arbitrary energetic units. with respect to these different measures and it is easy to think about, since it reduces to a 2-in-2 model problem. The % XS diradicalism (as defined here), the percentage ˆ and the percentage of one of two unpaired electrons (nD /2) achieved according to D electron in the LUMO (ρLL ) have been plotted. This last measure is equivalent, in this case, to the percentage of two unpaired electrons obtained from the proposed ˆ of Head-Gordon [104]. For this simple case, all three values measure the modified D same correlation effect and therefore behave similarly. For the PP-CCD case, we have the conceptual advantage that the entire LUMO occupancy is a result of double excitation out of the HOMO (ρHH = 2 − ρLL ), and



the core orbitals are exactly doubly occupied. This means that nD can be written as



function of ρLL only, and, if we assume that t ≤ 0, we can write R2 (and therefore the % XS diradicalism) as a function of ρLL as well. 







(a) (nD /2) × 100% = 2ρLL − ρ2LL × 100% (b) % XS Diradicalism =



q



(4.21)



2ρLL − ρ2LL × 100%



By choosing this form of the wavefunction, the homogeneous mixtures of the HOMO



82 and LUMO are automatically the radical orbitals. All of the quantities, R 2 , ρLL and nD , are therefore isomorphic for the 2-in-2 perfect-pairing case, but we believe that R2 is the fundamentally most meaningful quantity, which ρLL and nD should be considered indicators of. It is our hypothesis that each of these measures should serve as some sort of threshold criteria. Molecules whose diradicalism is above a certain value on one of these scales (which corresponds uniquely to a different threshold value on a different scale) will rapidly begin to behave more diradical as this value increases. We say this because each measure does indicate the extent to which a molecule has singly occupied orbitals, but we believe that an orbital must be quite singly occupied before it is particularly reactive. This remains to be verified. In terms of orbital single occupancy, our new definition is the rigorous generalization of extraction of radical character to the non-perfect-pairing case. Our analysis should provide the best orbitals for thinking about diradical (or higher) character, and it will, hopefully, be a more robust method for analyzing more complicated systems.



4.4.5



Triradical Character



Figure 4.5 shows the triradical character R3 of linear H3 along a symmetric stretch coordinate, done at the 6-31G/FCI (two s shells) level in the doublet, MS = −1/2



space. The closed shell base-line for triradical character is one quarter, as stated earlier. As one might expect, the triradical character at small distances is nearly one half



(33% XS triradicalism), because one of the canonical orbitals is almost always singly occupied and a doubly occupied canonical orbital can be transformed in many ways (reflecting lack of left-right, in-out, up-down, etc. correlation) to be half diradical. At long distance the radical orbitals are the atomic |1si orbitals, and the species becomes completely triradical. This toy system demonstrates that the method functions for higher multiradicals.
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Figure 4.5: Triradical character for FCI/6-31G, symmetric, linear H 3 . H3 is 33% triradical at equilibrium and 100% triradical at infinite separation. The solid line represents the FCI energy curve in arbitrary energetic units.



4.4.6



Relationship of Multiradical Character to Monoradical Characters



We now explore the relationship between higher and lower multiradical characters. (2)



Specifically we focus on the relationship of R2 to R1 and R1 , as defined previously. Simple logical arguments yield the bounds (2)



max[0, R1 + R1 − 1] ≤ R2 ≤ R1



(4.22)



If we know that the highest probability of finding an orbital singly occupied is R 1 , then we cannot have a higher probability of finding two orbitals simultaneously singly occupied (upper bound). Also, if two orthogonal orbitals are found whose probabilities (2)



of single occupancy, R1 and R1 , respectively, sum to greater than unity, then we know that they must be simultaneously singly occupied some of the time (lower bound). We (2)



expect that R2 will lie between R1 × R1 , when the monoradical single occupancies are uncorrelated, and R1 , when they are perfectly correlated. (2)



Unless both R1 and R1



are near unity, then bounds in Equation 4.22 are not



84 m 1 2 3 4



Rm 0.62097204 0.61770778 0.31045426 0.31045412



(2) Rm 0.62097203 0.50077797 0.00812936 0.00000023



(3) Rm 0.50 0.016 10−4



(4) Rm 0.50 0.016



(5) Rm 0.020



(6) Rm 0.020



(7) Rm 0.016



(8) Rm 0.016



(9) Rm 0.002



(a) Table 4.1: The values of Rm for an FCI/6-31G Be atom, where 1 ≤ m ≤ n and a ranges from 1 to the maximum allowed by the basis size for a given m (here, N = 9). There are clear patterns relating lower radical characters to the higher ones, (2) most notably R1 = R1 ≈ R2 . This means that these monoradical characters result primarily from a two-electron valence correlation, and so the monoradical characters in this system are good indicators of the diradical character.



very tight, so we look for another way to test the possibility that the monoradical characters and diradical characters measure the same correlation effect, and that we can use one to approximate the other. In other words, we have the hypothesis, stated (2)



previously, that R2 ≈ R1 ≈ R1 , and that |φ1 iopt and |φ2 iopt from the first and



second monoradical analyses are almost the same |φ1 iopt and |φ2 iopt that one would obtain from full diradical evaluation. The system we choose is the Be atom, done



at the FCI/6-31G (one s shell, two sp shells) level. Be was chosen because there are two valence electrons surrounding a nucleus of shielded charge of approximately two, but unlike in a helium atom, these electrons live in a Hilbert space of four nearly degenerate orbitals, and the interactions of the s and p orbitals in this shell lead to interesting angular correlation. All of the monoradical through tetraradical probabilities of this system are given in Table 4.1. There are clear patterns in the numbers of this table relating lower radical (2)



characters to the higher ones. For example R2 ≈ R1 = R1 for the valence correlation, (2)



which was our hypothesis. Also R2



(3)



= R1



(4)



= R1



largely uncorrelated core. Finally R3 = R4 ≈ R2 ×



= 0.5, which comes from the



(2) R2 ,



because slightly correlated



diradical characters form the tetraradical character, and the triradical character is from the same effect. The remaining unaddressed numbers are from orbitals that have some small occupation due to low-amplitude scatterings (dynamic correlation). Table 4.1 is a good illustration of the way that our method isolates a few important correlation effects from a complicated wavefunction.



85 One finds that the first monoradical orbital is an sp hybridized orbital. There is a two-dimensional submanifold of sp hybrids embedded in the three-dimensional manifold of normalized states in the four-dimensional sp-shell state space; one such state on this sp manifold is converged upon at random in the first monoradical optimization. Now, there is only one sp hybrid remaining on this manifold which is orthogonal to the first one. This orthogonal sp hybrid is the second monoradical orbital and by (2)



symmetry we have R1 = R1 , to within numerical noise. These two sp hybrids are members of a two dimensional manifold of “radically degenerate” pairs of sp hybrids which could have been converged upon; in each pair, the hybrid partners point in opposite directions from the nucleus. We also find that the diradical character R2 is nearly equivalent to these monoradical characters, and that the first diradical orbitals are also a pair of sp hybrids pointing in opposite directions. One can easily imagine why this is true. The electrons are correlating such that they have a higher probability of being found alone on opposite sides of the nucleus, even though the aufbau contribution keeps them together in the lower energy |2si state most of the time (only 24% XS diradicalism).



One can also imagine that the relationship between monoradical and diradical



characters would hold in cases where the first and second monoradical orbitals (the approximate diradical orbital pair) are on more spatially separated sites. A good (2)



diagnostic for this assumption is that R1 ≈ R1 , which should then be approximately



R2 . For FCI/toy-basis Li2 along the stretch coordinate, the maximum difference (2) between R1 and R1 is 5.4 × 10−5 (at 3.25˚ A) and the maximum difference between



R1 and R2 is 0.011 (at 5.5˚ A).



We are led to wonder whether it is very important that diradical (triradical, etc.) orbitals be simultaneously singly occupied. Perhaps that would be important in concerted electronic mechanisms, but not always. It may be useful to simply establish (a)



the values of the largest R1 , and the orbitals to which they belong (1 ≤ a ≤ N ). As stated earlier, the monoradical characters are much cheaper to compute than higher radical characters.
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4.4.7



Algebraic Connection to the “Odd-electron” Distribution



ˆ appears in the The reader may have already noticed that a form similar to D expression for XS diradicalism for a simple case in Equation 4.21(b). There are many ways that one could elaborate on this and, in the interest of space, detailed derivations will not be presented. Equation 4.21(b) holds for a 2-in-2 perfect-pairing system, under the condition that t ≤ 0, which is a reasonable assumption for repulsive correlation. This relation-



ship also holds for the diradical character of each individual pair in a more general



PP-CCD wavefunction; since the pairs are non-interacting, each double excitation (a)



amplitude for a pair gives us a successive R2 (a)



(2a−1)



R2 = R 1



value. For each pair, we also have



(2a)



= R1 . Putting this all together we can obtain N X



a=1



(a)



R1 =



n 1 ˆ 1/2 ) + T r(D 2 2



(PP − CCD case)



(4.23)



the value of which starts at the one half base-line for each monoradical orbital with any occupancy and increases with correlation. Additionally, if one were to define the “number of unpaired electrons,” we would suggest nR =



N X



(a)



R1



(4.24)



a=1



because this sums over all orbitals, weighted by the probability that an electron is alone in that orbital. First one sums over those orbitals which can be found to be almost always singly occupied, if there are any, thus obtaining the number of electrons which are almost always alone. Then, there would be a series of orbitals (approximately speaking, mixtures of core and virtual orbitals) which contribute nearly one half electron each, and then come orbitals with only slight occupancy. One can show that for all wavefunctions, the following limits hold 0 ≤ nR ≤ n



(4.25)



87 and, practically speaking, (n/2) < nR < n



(4.26)



So we now have a new expression for the number of unpaired electrons nR , using the monoradical characters defined in this work. We can also express nR in terms ˆ for PP-CCD wavefunctions, which are often qualitatively good wavefunctions of D for thinking about bond breaking and radicals. In this PP-CCD case, the bounds in Eqs. 4.25 and 4.26 are implicitly enforced by the structure imposed on ρˆ by the wavefunction Ansatz; strong pairs contribute nearly two electrons to the total, and weak pairs contribute less. Outside of the perfect-pairing approach, nR is still welldefined and bounded, but it must be computed by brute force. A caveat follows. We have only chosen to present Eqs. 4.23 - 4.26 for the insight ˆ We cannot recommend that nR be used as a measure of radical it gives into D. character. It is not clear what this number of unpaired electrons should mean for ˆ or D ˆ 1/2 sums over all correlations, including small radical behavior. Tracing over D amplitude dynamic ones. While dynamic correlation may increase the average aloneness of electrons, it still may not produce a single, reactive radical orbital. It has been pointed out [104] that the derivative of nD with respect to small deviations from zero or two in a natural orbital occupation is two, so that the most heavily weighted component of nD arises from dynamic correlation. This effect would be exacerbated in nR , where that slope is divergent. Per the discussions in this paper, it seems most relevant to isolate a few primary correlation effects (static correlation). Static correlation could be viewed as a generalized form of symmetry breaking, because, in the extreme case, the proper symmetric ground state is a superposition of a few degenerate, symmetry-broken solutions, which are, themselves, nearly eigenstates; this leads to slow dynamics of the system when perturbed along these wavefunction coordinates (static). The effect of static correlation, as interpreted here, is that it leaves electrons to occupy some orbitals mostly alone, as a means of staying away from one another much of the time. The optimization procedure defined herein extracts the best description of these static effects, independent of the particular basis rotation in which the energy is computed, or the



88 structure of electron correlation in that basis.



4.4.8



Behavior in the Limiting Case of the Number of “Odd Electrons”



We should also address the behavior of our procedure for wavefunctions in which the value of nD approaches the 2n limit discussed previously. We start by restating a point made in a recent letter [112] that this limiting case is not likely to be realized in chemically relevant situations. Nonetheless, this concern needs to be addressed to fulfill the stated satisfying-interpretation and robustness criteria. These wavefunctions will be called the highly correlated case, because, as addressed earlier, [102] this case occurs when all of the natural orbital occupations are very small. Since the spinless one-particle reduced density operator should have as some of its eigenfunctions those orbitals with the largest occupancy, no one-particle state can be found that has significant single or double occupancy in the highly correlated case. This means that the value of R1 for these systems will be small, and all of the higher Rm values will be smaller, since Rm+1 ≤ Rm always.



We would not consider such a highly correlated system to be a monoradical; it does



not contain a single one-particle state that would, by our interpretation, constitute a reactive radical orbital. The utility of the proposed measures of diradical and higher characters is to isolate a dominant correlation which has the effect of leaving electrons alone in orbitals; no single such correlation is present in this case. While we concede that for those cases where nD ≈ 2n, that all Rm are nearly zero, making them of little use, we are satisfied with this result, because the effects which we are looking



for are, in fact, not there. We remind the reader that the motivation was to develop a universally applicable, quantum mechanical analogue to the simple concept of a radical, born out of Lewis pair theory, to explain valency and reactivity. That said, we draw attention to two cases in which our procedure would produce a useful result where nD fails. First, we note the behavior of our measure in one subcase of the highly correlated case, when those orbitals that do have some occupancy are far more likely to be singly occupied than doubly occupied. By virtue of summing



89 over all orbitals, we obtain nR ≈ n (Equation 4.23 does not apply in this case.),



indicating that all electrons are unpaired; this value is lowered by any pairing that



occurs. Second, we note a more physically relevant situation, where the unphysical limit of nD shows consequences outside of the highly correlated case. In another recent letter [113], nD was computed for FCI/aug-cc-pV4Z triplet He. nD has a lower bound of 2 in this case; the computed result is that He has 2.0015 unpaired electrons according to this method. Our number of unpaired electrons nR cannot exceed the total number of 2 electrons, and the diradical character R2 cannot exceed unity. In the absolute (chemically irrelevant) limit, our Rm and nR values are correct; they are true to the qualities we are trying to quantify. In realistic cases, we are able ˆ fails. to recover meaningful results where D



4.5



Conclusions



We have proposed a measure of general multiradical character as a logical extension of the concepts which drive a single-determinant model chemistry, where a radical is well-defined. We have justified this extension based on simple arguments about pairing and reactivity. This definition of radical character provides us with both scalar measures, the Rm , and with distribution quantities, the radical orbitals, that indicate the extent and spatial domain of this character, respectively. The R m obey reasonable bounds, and they can be interpreted in terms of well-defined probabilities. For perfect-pairing systems, we recover an expression for an nR in terms ˆ bringing some insight into the meaning of D. ˆ The definition is very general, of D, applicable to wavefunctions of any structure, ground state or otherwise. It can be systematically generalized to an arbitrary degree of radical behavior. Computation of the monoradical character appears practical for moderate systems, and reasonably good approximations to diradical and higher characters appear to be possible.
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Chapter 5 Simulated Quantum Computation of Molecular Energies 5.1



Background



On classical computers, resource requirements for complete simulation of the timeindependent Schr¨odinger equation scale exponentially with the number of atoms in a molecule, limiting such full configuration interaction (FCI) calculations to diatomic and triatomic molecules [114]. Computational quantum chemistry is therefore based on approximate methods that often succeed in predicting chemical properties for larger systems, but their level of accuracy varies with the nature of the species, making more complete methods desirable [4]. Feynman first observed that simulation of quantum systems might be easier on computers using quantum bits (qubits) [115]. The subsequent development of quantum algorithms has made this observation concrete [116, 117, 118, 119, 120]. Despite the formal promise, it has not been demonstrated that quantum algorithms can compute quantities of chemical importance for real molecular systems to the requisite accuracy. We address this issue by classically simulating quantum computations of the FCI ground-state energies of two small molecules. A molecular ground-state energy is the lowest eigenvalue of a time-independent Schr¨odinger equation. The phase estimation algorithm (PEA) of Abrams and Lloyd



91 [118, 120] can be used to obtain eigenvalues of Hermitian operators. The molecular ground state |Ψmol. i can be represented on a qubit register S (state), while another



register R (read-out) is used to store intermediate information and to obtain the ˆ mol. → H ˆ is associated Hamiltonian eigenvalue EGS . The mapped Hamiltonian H



used to generate a unitary operator Uˆ which can act on S, with EGS mapped to the phase of its eigenvalue ei2πφ . ˆ Uˆ |Ψi = eiHτ |Ψi = ei2πφ |Ψi



(5.1)



EGS = 2πφ/τ Through repeated action of powers of Uˆ on S, controlled by bits in R (which are in superpostions of their |0i and |1i states), the computer is placed in the state |χR i|χS i =



X



e



(i2πφ)m



n



!



|mi ⊗ |Ψi



(5.2)



where |χR i and |χS i are the states of the registers and |Ψi is the representation of



|Ψmol. i in terms of the qubits of S. The summation index m enumerates the compu-



tational basis states of R according to their bit-string value. The quantum inverse



Fourier transform is then applied to R to obtain an approximation to φ written in binary to R. The procedure is related to the Fourier transform of the time dependence of a molecular eigenstate to obtain its eigenenergy. Using polynomially-scaling, classical approximation methods, an initial estimate of EGS can be obtained, in order to choose φ such that 0 < (φ ≈ 1/2) < 1.



We address four separate issues. First, we show how standard chemical basis sets



can be used for representations of a molecular state on S. Second, absolute molecular energies must be computed to a precision (greater than six decimal places) that reflects the smaller energy differences observed in chemical reactions (≈1 kcal/mol). Although the size of R relative to S will be marginal in the large-system limit, this initial overhead (20 qubits for a chemically meaningful result) presently represents a substantial impediment to both classical simulation and actual implementation of the algorithm. We show how a modification of the PEA makes it possible to perform a sequence of computations with a smaller register, such that the precision of the



92 result obtained is independent of the size of R. Third, the algorithm requires that any estimated ground state has a large overlap with the actual eigenstate. We show how a good estimate of the ground state may be prepared adiabatically from a crude starting point. Finally, Uˆ must be represented in a number of quantum gates which scales polynomially with the size of the system, and we give such bounds.



5.2



Methods



Any implementation of a quantum simulation algorithm requires a mapping from the state of the system to the state of the qubits. The molecular state may be represented by a state of S in two basic ways using Gaussian basis. In the direct mapping, each qubit represents the fermionic occupation state of a particular orbital, occupied or not. In this approach, a Fock space of the molecular system is mapped onto the Hilbert space of the qubits. In the more efficient compact mapping, only a subspace of the Fock space with fixed electron number is mapped onto the qubits. The states of the simulated system and of the qubit system are simply enumerated and equated. Furthermore, one could choose only a subspace of the molecular Hilbert space. The compact mapping with restriction to a spin-state subspace is the most economical mapping considered in this work. The direct mapping is the least efficient but it has advantages discussed later. Figure 5.1 shows that the number of qubits required for both the compact and direct mappings scales linearly with the number of basis functions. Also shown are the qubit requirements for specific molecules with different basis sets and mappings. More extensive qubit estimates for computations on H2 O are given in Table 5.1, including restriction to the singlet subspace. In this work, a modified PEA was carried out, which uses a relatively small number of qubits in R (as few as four for stability). This implementation allows more of the available qubits to be devoted to information about the system and decreases the number of consecutive coherent quantum gates necessary. This procedure can be interpreted as making continually better estimates of a reference energy. The Hamiltonian is then shifted by the current reference energy and an estimate of the



93



Figure 5.1: Qubit requirements verses basis size. The number of qubits required to store the wavefunction of a molecule is shown as a function of the number of basis functions for different mappings. For the compact mapping, the qubit requirement depends also on the ratio of the number of electrons to basis functions, which is relatively constant for a given basis set; although the higher-quality cc-pVTZ basis is more economical per basis function, a molecule in this basis uses substantially more functions than in the 6-31G* basis. The qubits required for specific molecules and basis sets are also shown.



Compact (singlets) Compact Direct



STO-3G (7) 8 10 14



Basis set (Size) 6-31G* (19) cc-pVTZ (58) 25 42 29 47 38 116



Table 5.1: Qubit requirements for computations on water. The number of qubits needed to store the state of water is given for various basis sets and system-qubit mappings, including restriction to the singlet subspace.



94 deviation of the actual energy from the reference is computed. The reference energy is then updated and the procedure is repeated until the desired precision is obtained. The algorithm at iteration k is illustrated in Figure 5.2. In iteration zero, we set uˆ0 = Uˆ and perform a four-qubit PEA with uˆ0 . This estimates φ on the interval zero to unity with a precision of 1/16. We use this estimate to construct a shift φ 0 which is a lower bound on φ. We apply this shift and repeat the four-qubit PEA using the new operator h



uˆ1 = e−i2πφ0 uˆ0



i2



(5.3)



This determines the remainder of φ above the previous lower bound on an interval representing half of the previous interval, but still divided into 16 units. In each subsequent iteration k, we construct a similarly modified operator uˆ k and shift φk . By choosing a φk which is lower than the phase of the uˆk eigenvalue estimate by 1/4, we ensure that the phase of the uˆk+1 eigenvalue is approximately centered on the interval zero to unity. In each iteration, we therefore obtain one additional bit of φ. Since it is generally impossible to construct |Ψi exactly, usually some approxima-



tion |Ψ0 i will be used instead. The probability of observing the exact ground state



|Ψi, and hence the success of the PEA, is then proportional to |hΨ|Ψ0 i|2 . However,



it is known for some cases, such as molecules close to the dissociation limit or in the



limit of large system size, that the Hartree-Fock (HF) state |ΦHF i, which is the easiest



guess to prepare, has vanishing overlap with the ground state [122]. The overlap of



the initially prepared state with the FCI state can be systematically improved by an adiabatic state preparation (ASP) algorithm, relying on the adiabatic theorem [123, 124, 125]. The theorem states that a system will remain in its ground state if the Hamiltonian is changed slowly enough. Our Hamiltonian is changed slowly by discretized linear interpolation from the trivial HF case to the FCI operator. The efficiency is governed by how rapidly the Hamiltonian may be varied, which is determined by the gap between ground-state and first-excited-state energies along the path [124]. In the case of quantum chemistry problems, lower bounds on this gap ˆ HF → H ˆ will be chosen may be estimated using conventional methods. The path H ˆ HF to have all matrix elements equal to zero, except the first element, by defining H
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Figure 5.2: Illustration of the quantum circuit for recursive phase estimation. To obtain k bits of a phase φ that represents the molecular energy, k iterations are required. Standard quantum circuit notation is used [121], where QF T † represents the quantum inverse Fourier transform, Hd is a Hadamard gate, and the dial symbols represent measurement. ˆ HF i, which is equal to the HF energy. This yields an initial gap namely hΦHF |H|Φ the size of the mean-field ground-state energy, which is very large relative to typical



electronic excitations.



5.3



Results



The ASP method was applied to the H2 molecule at varied separations in the STO3G basis, for which the squared overlap of the HF state with the FCI ground state is as low as 1/2. As evidenced by Figure 5.3, the ASP algorithm prepares states with a high squared overlap for several internuclear distances, and the relevant gap along the adiabatic path for this system is shown to be well-behaved and non-vanishing. To demonstrate the usefulness of the recursive procedure, we carried out calculations on H2 O and LiH. For H2 O, we used the minimal STO-3G basis set, yielding 196 singlet configurations; there are 1210 such configurations for LiH in the larger 6-31G
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b.



Figure 5.3: ASP evolution for STO-3G H2 at different nuclear separations r; time was divided into 1000 steps. a. Evolution of the squared overlap of the state |ΨASP i with the FCI ground state |Ψi. b. Evolution of the singlet ground- to first-excited-state energy gap of the Hamiltonian along the adiabatic path taken. In all cases, the final state has very high overlap with the ground state, and the gap along the path is non-vanishing.
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Figure 5.4: Recursive PEA output. Output probabilities for obtaining the first eight bits of φ in the water calculation are shown. The abscissa is scaled to be in terms of molecular energy and the ordinate is probability. The peak is always centered in the middle of the output domain, and it is relatively sharp on the scale of this domain. basis. This required eight and eleven qubits, respectively, for the compact mapping of the singlet subspace. It is sufficient to initialize register S to the HF state in both cases, since they are small molecules at their equilibrium geometries. Output from the recursive PEA is shown in Figure 5.4 for the calculation on H2 O. After 20 iterations, the electronic energy obtained for H2O (-84.203663 a.u.) matched the Hamiltonian diagonalization energy (-84.203665 a.u.). The LiH calculation (-9.1228936 a.u.) matched diagonalization (-9.1228934 a.u.) to the same number of significant digits. Although the basis sets used are small, the energies are obtained to the precision necessary for chemistry. The discrepancy between the PEA and diagonalization is ˆ attributed to error in matrix exponentiation to form Uˆ from H.
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5.4



Discussion of Scaling Concerns



The precision and quantum-gate complexity of the algorithm depend on the specific gate decomposition of the unitary operators uˆk , defined above. The factorization of unitary matrices into products of one- and two-qubit elementary gates is the fundamental problem of quantum circuit design. We now demonstrate that the length of the gate sequences involved are bounded from above by a polynomial function of the number of qubits. We analyze the gate complexity of our Uˆ for the direct mapping of the state. The molecular Hamiltonian is written in second quantized form as ˆ mol. = H



X p,q



hp|Tˆ + Uˆ N |qiˆ a†p a ˆq −



1 X hp|hq|Vˆ |ri|siˆ a†p a ˆ†q a ˆr a ˆs 2 p,q,r,s



(5.4)



where |pi is a one-particle state, a ˆp is its fermionic annihilation operator and Tˆ, Uˆ N , and Vˆ are the one-particle kinetic and nuclear-attraction operators and the twoparticle electron-repulsion operator, respectively. It has been shown in [117], that for the following approximation to Uˆ , e



ˆ iHτ



≈



"



Y X



e



ˆ X τ /M ih



#M



(5.5)



M can always be chosen such that the error is bounded by some preset threshold. The number of gates to implement Uˆ then scales polynomially with the system size ˆ X scales polynomially for a given M , under the conditions that the number of terms h ˆ X acts on a polynomially scaling number of qubits. with system size, and that each h In our case, these conditions are manifestly fulfilled. The number of terms in the molecular Hamiltonian grows approximately with the fourth power of the number of atoms, and each term involves maximally four basis functions, implying that each factor of Uˆ must act on at most five qubits in the direct mapping (four qubits in S plus a control qubit in R). A linear-scaling number of two-qubit operations (similar to qubit swaps) can account for fermionic antisymmetry mapped into the action of ˆ X [126]. M is a multiplicative factor the unitary operator constructed from each h ˆ X terms that do not in the number of gates. Because the fraction of all pairs of h commute decreases with increased molecular size, it is reasonable to assume that M



99 increases polynomially at worst. The advantage of the direct mapping is that, at most, controlled four-qubit unitary operations are required. The number of one- and two-qubit elementary gates required to represent an arbitrary four-qubit gate has been shown to be always less than 400 [127]; the structure of a controlled four-qubit unitary will allow a decomposition into a similar order of magnitude in the number of gates.



5.5



Conclusions



We have found that chemical precision can be achieved with modest qubit requirements for the representation of the state and for the read-out register. The ASP algorithm has been shown to systematically improve the probability of success of the PEA. While exponentially difficult on a classical computer, extension to larger molecules requires only linear growth in the number of qubits. The direct mapping for the molecular state to the qubit state allows the necessary unitary operator to be decomposed into a number of gates which scales polynomially with system size. The difficulty of performing quantum-computing simulations is approximately an order of magnitude greater than conventional FCI. While possible as experiments, such simulations are not a competitive alternative. To repeat the calculations performed here with a high-quality basis set (cc-pVTZ) would require S to consist of 47 or 22 qubits for H2 O or LiH, respectively, using the compact mapping of the full Hilbert space. For most molecules and basis set combinations shown in Figure 5.1, an FCI calculation is classically intractable. An FCI calculation for H2 O with cc-pVTZ would be at the edge of what is presently possible. This demonstrates an often-stated conjecture, that quantum simulation algorithms with 30 to 100 qubits will be among the smallest applications of quantum computing that can exceed the limitations of classical computing.
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Chapter 6 Conclusion Over the course of my doctoral studies, and largely through interactions with coworkers, I have had the opportunity to think about many things in depth, including topics I have not worked on directly. I would therefore like to take this opportunity to try to draw broader conclusions about the field as a whole. The first Section of this Chapter will be germane to the others, wherein I will attempt to frame our conclusions in a broader context. In the second Section, I will not limit myself to the previous topics, but rather, attempt to lay out my speculations on unraveling the structure of electron correlation and how this might dictate optimal algorithms. I see the current challenges of electron correlation algorithms in terms of a representation problem, akin to the struggle between the 1930s and 1980s to find suitable basis sets for molecular calculations [128, 129, 130, 131].



6.1



General Remarks



In Chapter 2, we have developed a new tool for the use of computational theorists. Smoothly truncated interaction potentials have long been used in classical simulations, but this is the first time such a straightforward cut-off has been applied to the Coulomb operator in quantum mechanical contexts. Other recently developed methods look very promising in terms of criteria for wavefunction amplitude truncation and local basis machinery. Along with our proposed Coulomb truncation, these



101 will form the core of the discussion about the future of local correlation in Section 6.2. Our correction to time-dependent Kohn-Sham methods of Chapter 3 may find substantial application as the only affordable model of useful accuracy for charge-transfer excitations. However, there is much ambiguity surrounding the system-dependent parameters to be used, especially regarding ground- verses excited-state parameters and combining systems with incompatible parameter values. Perhaps the most interesting conclusion we can abstract is about the inadequacies of density-functionals. It is all too often stated that such methods are formally exact, which is irrelevant. Without the exact functional, we are still at the mercy of physical intuition and extrapolation from the electronic structure of well-behaved molecules, which fails in the face of static correlation effects, electronegativity differences and the treatment of excited states. Present density-functional methods must be viewed as semi-empirical. They are physically motivated models, but functionals that do not work are discarded, and this is simply optimization over a discrete set, with no systematic way forward. Their useful domains are to be studied carefully, setting limits as we have done here, and then they are not to be over-extended. From the work of Chapter 4, we can draw interesting insight into the connection between radical character and correlation. We have shown that the emergent phenomenon, whereby a species has multiple singly occupied spatial states on average, can be placed on a quantitative continuum of correlation effects. The connection between the dynamic correlation in an equilibrium bond, the static correlation of a breaking bond and the radical character of separated fragments has been made more concrete, and we will draw on this insight in Section 6.2. Regarding the developments of Chapter 5, we can see reasons to be both optimistic and skeptical about the eventual realization of quantum computation that can exceed the power of classical computers. As non-experts in the field of experimental quantum control, we are familiar with the theory surrounding the practical challenges and yet pleasantly surprised by the advances made by some groups [132, 133, 134]. The study of quantum information on a fundamental level has enriched our understanding of the algorithmic structure of the many-body problem as well, particularly under the



102 influence of potentials that couple only a few particles at a time (here, two). Although highly speculative at the moment, it is worth considering whether quantum algorithms might reveal simplicities that can be taken advantage of in classical routines.



6.2



On the Future of Local Correlation Methods



The correlation problem of ground-state electronic-structure theory divides into two major challenges. The first is the sheer number of fluctuations which are necessary to represent the short-range Coulomb hole in an atomic-orbital-like basis. The second is the long length scale of electron correlation, or, in other words, the sheer breadth of this hole. Clearly, one cannot handle long- and short-range correlation with exactly the same machinery, or such algorithms will be doomed to using extremely expensive methods to handle weaker long-range correlations or insufficient methods to handle short-range correlation. In my opinion, the raw machinery for taking advantage of the locality of all types of correlation already exists, and the exciting developments of the next few years will involve the manner in which it is put together. The following elaboration on this opinion is more of a collection of things to think about when treating correlation, rather than a complete algorithm description. There should be three fundamental tools for taking full advantage of locality in the structure of the ground-state solution. The first of these is truncation of the Coulomb operator itself. As stated in Chapter 2, the electronic repulsion integrals go to zero painfully slowly with distance, long after screening effects (and possibly cancelling fluctuations) render them irrelevant. Second, since even linearizing the potential energy evaluation would not automatically truncate the exponentially large number of wavefunction degrees of freedom, some mechanism must be devised which can trim amplitudes but remain flexible enough to encompass all important effects in a variety of systems. Finally, these integral and amplitude truncations will not be possible unless there is a local single-particle basis that can be used to express them. Coupled-cluster (CC) theory [4] is likely to be the most well-behaved wavefunction Ansatz that allows for local truncations. However, the CC model has two major weaknesses, which need to be considered in the design of a concrete algorithm. The



103 first is that, in its most straightforward implementation, its description of the system designates an n-dimensional orbital subspace as special (where n is the number of electrons). This space is to be thought of as largely occupied, and correlation is described as fluctuations out of it. Second, the energy is evaluated projectively in order for this step to be polynomially scaling with system size, meaning that if we fail to obtain an exact eigenstate in a basis, then the energy is non-variational. Perhaps cavalier, but not entirely breaking with convention, I suggest that the only way to circumvent the second difficultly is to get as close to an eigenstate as possible. Let us therefore focus on the issue of the orbitals that fluctuations reference and potential modifications to the Hamiltonian itself, in order to consider how one may best take advantage of local wavefunction structure. Consider the restricted Hartree-Fock, mean-field orbitals as defining the special reference space. This choice is subject to debate, but it will often preserve as many formal symmetries as possible in our wavefunction representation. Using a procedure similar to that outlined by Subotnik, myself and Head-Gordon [135], one can obtain orthogonal, atom-centered, angular-momentum-labeled orbitals, which are each strictly core, valence or extra-valence. All fluctuations can then be described in terms of excitation operators that reference these orbitals, or their projections into the occupied or virtual spaces (in the case of the atom-centered valence functions). The machinery necessary to handle the linear dependencies that arise from the projected functions is currently under development by Head-Gordon for purposes of a non-orthogonal perfect-pairing (NOPP) algorithm. ˆ0 = H ˆ S + Px vˆxL is introduced (described in Chapter If a model Hamiltonian H



2), in which long-range interactions are handled at the mean-field level. Then the correlation problem is inherently local, involving a linear scaling number of fluctuation integrals. Tangentially, arguments similar to those in Chapter 3 suggest that this splitting should leave the long-range-interaction portion as flat as possible near the origin. Given any quantitative criteria for deciding whether to keep a CC amplitude,



the recent techniques developed by Subotnik and Head-Gordon [41] can be used to include it smoothly, such that the ground-state energy will be a differentiable function of nuclear coordinates. The artificially localized problem should then only



104 have a linear scaling number of amplitudes to solve for. Any reasonable criteria will implicitly include the amplitudes used by Head-Gordon for the inclusion of static correlation in the NOPP algorithm. The discussion of Chapter 4 suggests that this static correlation is, in fact, most often driven by powerful short-range correlations. ˆ 0 might be possible, salvaging the It seems as though a nearly exact CC solution to H ˆ 0 of longprojective energy evaluation. If one is satisfied that a good solution for an H enough fluctuation range is obtained (which could be dynamically increased), then the amplitudes solved for can be frozen, and the others can be estimated perturbatively, as suggested by Subotnik and Head-Gordon. Due to the quadratic scaling of the number of nonzero fluctuation integrals with the full Coulomb interaction in a local basis, the number of perturbative amplitudes to determine would also be limited to quadratic. So far I have only speculated on the scaling of the number of variables in a proposed algorithm, without regard to the scaling prefactor. The prefactor will be dictated by the approximate number of amplitudes included per atom in the short-range CC computation. The most important area of research on reduction of this prefactor would be in understanding the excitation structure of the above model before proposing a concrete algorithm. The charge will be to determine which amplitudes are necessary as a function of other inexpensively computed quantities (e.g. distances and overlaps). An interesting study of the structure of correlation in CC methods has been done by Beran and Head-Gordon [136], and the following will be very much in the spirit of that work. Consider the “doubles” operator of the CC wavefunction form. Each term annihilates two occupied orbitals and replaces them with two virtuals, with some amplitude to be solved for. For a given pair of occupied orbitals, the excitations into all of the virtual pairs may be collected together, effectively yielding an expression for a correlated two-particle wavefunction (a geminal) which replaces the annihilated pair. This geminal can be viewed as a deviation wavefunction, which adds amplitude where the electrons are apart and subtracts it where they are together. Already this provides a lot of insight. If the occupied pair are close together, then much correction will be needed, and this will involve basis functions of high angular momenta and radial quanta to approximate the cusped Coulomb hole. However, as the occupied



105 orbitals cease to share the same space (one might use the density overlap as a quantitative measure), the electrons will remain predominantly in these original orbitals, and scatterings will not be to such high virtuals. Eventually, with distance, only scatterings which represent a unit increase of angular momentum will be necessary, because these will be the excitations that produce transition dipole moments, leading to long-range dispersion forces. Somewhere in this regime a perturbative treatment will become sufficient, rather than iterating such amplitudes to CC self-consistency. These arguments can be generalized to the “triples” and higher CC terms, which should also change nature quickly as any one annihilated occupied moves away from the group. By first studying the local-excitation representation of correlation, using the most precise methods feasible for systems of increasing size, it will hopefully be possible to back out some quantitative criteria for what excitations to include, given properties of annihilated orbital pairs; this kind of study might even lend itself to a “boot-strapping” method-development procedure. The result will hopefully include a manner of pre-contracting some excitation amplitudes with fixed coefficients to lower the overall number of variables. I point out that this is a generalization of an old idea; Gaussian functions are contracted in basis sets, where just enough flexibility is left to obtain the desired level of accuracy. This line of thinking may result in an atomically parameterized correlation basis; for example, if a px orbital from a C atom and an s orbital from an N atom are vacated, and they are a certain “distance” apart, then a given set of amplitudes for some pre-contracted excitations are determined. It is my opinion that the electronic-structure problem is not one of qualitative understanding but quantitative understanding. By this odd phrase, I mean that quantitative models elude us, not because we do not understand the structure of the exact wavefunction in the abstract, but because we lack the insight to represent one precisely in practice. The advancement of electronic-structure theory depends vitally, not only on the proposition and testing of new algorithms, but also on the study of the nature of correlation itself. Winning such insight is meritorious, even if only for its own sake.
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