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R EDUCIBILITY D EFINITION ′



◮



A problem Q can be reduced to another problem Q if



◮



any instance of Q can be ”easily rephrased” as an instance ′ of Q and ′ the soultion of Q provides a solution to the instance of Q, for instance



◮



◮



The problem of solving linear equations in an indeterminate x reduces to the problem of solving quadratic equations ◮



◮ ◮



instance of linear problem → ax + b = 0 can be transformed to → 0x2 + ax + b = 0 ′



If a problem Q reduces to another problem Q , then Q is ′ ”no harder to solve” than Q
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R EDUCIBILITY F ORMAL D EFINITION ◮



Formally, and taking into account our formal language framework for decision problems



◮



A language L1 is polynomial time reducible to a language L2 , (written L1 ≤P L2 ),



◮



if there exists a polynomial time computable function f : {0, 1}∗ → {0, 1}∗ such that



◮



for all x ∈ {0, 1}∗ , x ∈ L1 if and only if f (x) ∈ L2



◮



The function f is called the reduction function and the polynomial time algorithm F that computes f is a reduction algorithm
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R EDUCIBILITY I LLUSTRATION { 



f



L1



{  L2



◮



The reduction function f of the figure provides a polynomial-time mapping such that if x ∈ L1 , then f (x) ∈ L2



◮



Besides, if x ∈ / L1 , then f (x) ∈ / L2



◮



Polynomial time reductions give us a powerful tool for proving that various languages belong to P 5 / 15
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R EDUCTIONS UTILITY



◮



Polynomial-tiem reductions provide a formal means to show that one problem is at least as hard as another



◮



L1 ≤P L2 , then L1 is not more than a polynomial factor harder than L2



◮



Lemma: If L1 , L2 ⊆ {0, 1}∗ are languages such that L1 ≤P L2 , then L2 ∈ P implies L1 ∈ P (proof in book)
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NP−C OMPLETE CLASS



◮



A language L ⊆ {0, 1}∗ is NP−complete if 1. L ∈ NP, and ′



′



2. L ≤P L for every L ∈ NP ◮



If a language L satisfies property 2, but not necessarily property 1, we say that L is NP−hard



◮



NPC is the class of NP−complete languages
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NP−C OMPLETENESS THEOREM



NP NPC P



If any NP-complete problem is polynomial-time solvable, then P = NP. Equivalently, if any problem in NP is not polynomial-time solvable, then no NP-complete problem is polynomial-time solvable
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◮ Boolean combinatorial element: Any circuit element that has a



constant number of boolean inputs and outputs and that performs a well-defined function ◮ Logic gates: Boolean combinational elements that we use in the



circuit-satisfiability problem: ◮ Inverter (NOT gate) denoted by the symbol ⇁ ◮ AND gate denoted by the symbol ∨ ◮ OR gate denoted by the symbol ∧ 9 / 15
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C IRCUIT S ATISFIABILITY P ROBLEM (II) x1



x1



x2



x2 0 0
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◮ Boolean combinatorial circuit: one or more boolean combinational



elements interconnected by wires ◮ wire: an element that connect the output of one element to the input of



another ◮ Fan-out of the wire: number of element inputs fed by a wire ◮ Circuit input: Name of a wire without element output ◮ Circuit output: Name of a wire without element inputs ◮ For the purpose of defining the circuit-satisfiability problem, we limit



the number of circuit outputs to 1 10 / 15
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C IRCUIT S ATISFIABILITY P ROBLEM (III) ◮



A Truth assignment for a boolean combinational circuit is a set of boolean input values



◮



An one-ouput boolean combinatorial circuit is satisfiable if it has a satisfying assignment



◮



A satisfying assignment is a truth assignment that causes the output of the circuit to be 1



circuit-satisfiability problem: Given a boolean combinational circuit composed of AND, OR, and NOT gates, is it satisfiable?
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C IRCUIT S ATISFIABILITY P ROBLEM (IV)



◮



Exercise for next class: ◮



Go to page 1071 of the reference book and study the process prooving that the Circuit Satisfiability Problem is N P-Complete
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S HOWING NP-C OMPLETENESS (I) ◮



Previously, we proved thata CIRCUIT-SAT is NP-complete by reducing every language NP to the given language



◮



Here, we show how to prove that languages are NP-complete without directly reducing every language in NP to the given language



◮



Main lemma: ′



If L is a language such that L ≤P L for some ′ L ∈ NPC, then L is NP-hard. If, in addition, L ∈ NP, then L ∈ NPC
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S HOWING NP-C OMPLETENESS (II)



◮



The previous lemma allows us to write the method to follow in order to prove that a language L is NP-Complete: 1. Prove L ∈ NP ′ 2. Select a known NP-complete language L 3. Describe an algorithm that computes a function f mapping ′ every instance x ∈ {0, 1}∗ of L to an instance f (x) of L ′ 4. Prove that the function f satisfies x ∈ L if and only if f (x) ∈ L for all x ∈ {0, 1}∗ 5. Prove that the algorithm computing f runs in polynomial time
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S HOWING NP-C OMPLETENESS (III)



◮ ◮



Sumarizing: To prove a problem π to be N P-complete, we merely show that: 1. π ∈ N P, 2. some known N P-complete problem π ′ transforms to π
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