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Numerical Investigation of Pressure Drop and Local Heat Transfer of Supercritical CO2 in Printed Circuit Heat Exchangers Van Abel, Eric N. University of Wisconsin – Madison 1500 Engineering Drive, Madison, WI 53706 [email protected] Anderson, Mark H. University of Wisconsin – Madison 1500 Engineering Drive, Madison, WI 53706 [email protected] Corradini, Michael L. University of Wisconsin – Madison 1500 Engineering Drive, Madison, WI 53706 [email protected]



Abstract Advanced Generation IV nuclear power plant designs include those that are proposing to use a Supercritical CO 2 (SCO2) Brayton Cycle for power generation due to its high cycle efficiencies and compact turbomachinery. Possible reactor designs that have proposed use of an S-CO2 secondary side include the Very High Temperature Gas Reactor (HTGR), the Sodium-Cooled Fast Reactor (SFR), the Prismatic Reactor (PMR), the Lead Cooled Fast Reactor (LFR), and others. The highly compact power generation equipment has the potential to reduce capital costs, while the higher efficiencies would reduce the operating cost to revenue ratio. The current study involves numerical simulations of the fluid flow characteristics within printed circuit heat exchangers (PCHEs) with zigzag channel configurations. The channels are semi-circular with a hydraulic diameter of Dh = 1.16 mm. Three-dimensional computational fluid dynamics (CFD) calculations with the FLUENT code were used to investigate the accuracy of the numerical simulations versus the existing experimental data set. Full-length 3D CFD models were created and meshed using hexahedral meshing techniques. The k-ω Shear Stress Transport (SST) turbulence model was found to provide much better pressure drop prediction than the k-ε model. The boundary layer was fully resolved in the models, with the first row wall cells having y+ values around 1.0. The analyzed experimental inlet conditions ranged from T inlet = 34°C to 95°C, G = 325 to 760 kg/m2s, and P = 7.5 to 8.1 MPa. Measurements and analyses were concentrated near the pseudo-critical temperatures. The heat fluxes and pressure drops were compared to the experimentally calculated values, and it was found that the CFD predictions for heat flux averaged about 5 to 25% below measured values. The pressure drops were found to be in relatively good agreement, with about a 10% over-prediction for high mass flux cases and a 10% underprediction for low mass flux cases. A parametric study of the pressure drop versus the corner radius was also performed, and it was found that pressure drop had a strong dependence on the corner radius for r < 0.4 mm.



1. Background Supercritical carbon dioxide (S-CO2) has long been studied for use in power generation due to its potential for cycle efficiencies that exceed that which is possible for Rankine steam cycles operating at similar temperatures. The main advantages not only include improved cycle efficiencies, but also smaller turbomachinery components. Smaller components could reduce initial capital expenditures and also reduce maintenance time, maintenance costs, and inspection times.



Supercritical CO2 Power Cycle Symposium May 24-25, 2011 Boulder, Colorado S-CO2 is particularly attractive due to its low cost, high availability, low toxicity, and low critical temperature. Low cost and high availability reduce the expense for inventory replacement. Low toxicity reduces the safety concerns and regulations, and the low critical temperature allows operation at “standard” temperatures where much engineering experience and equipment already exists. These features could prove greatly important in the move from laboratory work to large-scale implementation since practical design considerations such as these can greatly influence the cost of construction and operation of a commercial facility. 1.1 Previous Work Much work has been performed by various researchers to study the thermal hydraulic characteristics of S-CO2. Studies have been carried out since the 1950s to investigate the heat transfer and wall temperatures in supercritical flows. Shitsman (1966) performed work investigating the effects of natural convection on heat transfer enhancement and deterioration in supercritical water flows in horizontal tubes [1]. It was found that the flow direction (horizontal flow, upflow, or downflow) can have a significant impact on the presence or absence of heat transfer deterioration in flows when in the buoyancy-influenced region. Hall and Jackson also developed wellknown semi-empirical correlations in order to predict heat transfer and the onset of deterioration in supercritical fluids [2,3]. More recently, work has been performed on supercritical heat transfer in micro- and mini-channels. Kim et al. studied zigzag printed-circuit heat exchangers (PCHEs) as well as streamlined airfoil shape PCHEs [4]. Tsuzuki et al. studied a discontinuous sinusoidal-shaped fin PCHE, and looked at optimization of the fin width, angle, and other parameters [5]. Both of these studies were done at temperatures far above the pseudocritical temperature (T pc), while this study focuses on heat transfer and pressure drop near T pc. 1.2 Current Studies A large number of experimental and CFD runs have already been performed on straight channel PCHEs at the University of Wisconsin – Madison Supercritical CO2 facility. These experimental and computational runs for straight flow channels can be found in other sources [6,7]. This study focuses on zigzag-type flow channels. Early work with zigzag-type PCHEs has experimentally shown the heat transfer rate is several times higher (~3.5x) than the straight channel designs; however, the pressure drops were also found to be larger by similar amounts (~4.5 x) [7]. This study attempts to compare the experimental data with CFD simulations for these zigzag flow channels to determine if FLUENT can accurately reproduce the enhanced heat transfer and increased pressure drop.



2. Heat Exchanger Design and Physical Characteristics The zigzag-type flow channels under consideration are similar in design to those found in Heatric heat exchangers, and they are similar to designs that have been studied in the recent past by other researchers [1,4,5,9,10]. The heat exchanger plates are 316 stainless steel, and the flow channels were chemically etched into the plates by Microphoto Inc. [6]. 2.1 Experiment The experimental setup measures the local heat transfer and the overall pressure drop in a single printed circuit heat exchanger plate of any desired channel design. The heat exchanger test plates are 0.50 meters long and typically consist of 9 channels which have a total cross-sectional area of around 1e-5 m2 [6]. The physical dimensions of the zigzag-type model are shown below in Figure 1. The entire experimental test plate is shown in Figure 2. The cross-section of the channels is nearly semi-circular (within the capabilities of the chemical etching process) with a radius of 0.95 mm. In order to save computational time, only one of the nine channels is modeled for CFD purposes.
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r ~ 0.4 mm 2.47 mm



0.95 mm 3.62 mm 50°



Figure 1: General dimensions of the zigzag-type flow channel. (Left) Model showing the general arrangement of the channels in the experiment. (Center) Top-down view of one channel. The radius of curvature at the bends (r) is discussed in the following section. (Right) Cross-section of one channel. Note that the cross-section perpendicular to the flow is semi-circular with a radius of 0.95 mm.



500.0 mm



Figure 2: Overall view of experiment test plates for zigzag-type channels. In CFD simulations, only one channel of the nine was modeled in order to save computational expense. Figure reproduced from [6] with modification.



2.1.1



Channel Bend Radius



Due to the nature of the chemical etching process, there are limitations to the sharpness of bends that can be reproduced. The experimental channels contain rounded corners rather than sharp bends. This effect is expected and has been seen before by other experimenters. For example, Tsuzuki et al. numerically investigated these effects in 2009 for sinusoidal shaped fins [5]. Corner “roundover” for the zigzag channel should be expected to improve heat exchanger performance. The rounded nature of the chemical etching process serves to lessen the severity of the flow direction change, and therefore, should reduce pressure drop. The result is qualitatively similar to increasing the radius of curvature of a pipe bend. The larger the ratio of the radius of curvature to the pipe diameter (rc/di), the less flow separation occurs and the smaller the pressure drop [12]. The actual bend radius of the zigzag channel was estimated to be 0.4 mm to 0.8 mm from a three-dimensional laser mapping of the channels. The sensitivity of the pressure drop to the bend radius was analyzed in a parametric study, which is presented in Section 4.1. 2.2 Experimental data The data gathered from the experiment consists of wall temperatures at 10 axial locations (from thermocouples embedded in the test plates), the total CO2 mass flow rate, the heat removal rates at 10 axial subsections along the



Supercritical CO2 Power Cycle Symposium May 24-25, 2011 Boulder, Colorado plates, and the inlet and outlet pressures. Detailed information on the experimental setup is not provided here. Reference [6] gives specific details on the experimental setup and the accuracy of the instrumentation involved. This experimental data was used to calculate the heat removal rates and wall temperatures of the fluid channels. With this information, the bulk CO2 temperatures along the channels were calculated, and the heat transfer coefficients were estimated. Absolute heat removal rates were also compared to the CFD calculated values.



3. Computational Fluid Dynamics Model The computational fluid dynamics (CFD) work was performed using the commercial software FLUENT. Model creation and meshing were performed using the ANSYS 12.1 software package. All of the results presented in this study are from steady-state models. 3.1 Model Overview A full-length model of one of the nine channels was used for comparison to the experiment. An inlet plenum was included in the model to improve solution convergence by buffering pressure oscillations and to simulate actual experimental conditions (as shown in Figure 4). All fluid properties were calculated using the NIST Real-Gas model for carbon dioxide, which utilizes highly accurate equations of state for all of the fluid properties of interest (μ, ρ, k, and cp). The wall temperatures of the fluid channel were set from experimentally-derived values by performing conductance calculations from the thermocouple locations to the wall surface [6]. The mass flow rate, inlet temperature, and outlet pressure were set to match experimentally measured values. 3.2 Turbulence Modeling Modeling of turbulence in the computational fluid dynamics simulation was performed using the Shear Stress Transport (SST) k-ω model. The SST k-ω model uses two additional equations when solving the continuity, momentum, and energy equations. The two extra equations model k, which is turbulent kinetic energy, and ω, which is the specific dissipation rate of that energy. The SST version differs from the standard k-ω model by gradually varying between the k-ω model near the wall and the k-ε model far from the wall. The SST version also contains different modeling constants and extra terms to account for the blending of the k-ε and k-ω models [11]. The SST k-ω formulation was chosen because it was shown that a fully resolved boundary layer combined with the SST k-ω model provided the most accurate results when compared to experiment. While the k-ε and k-ω models provided similar heat transfer results, the pressure drop across the channel was underestimated by around 30% when using the k-ε model. Several variants of the k-ε and k-ω models were tested, including both the k-ε standard wall function and enhanced wall treatment models. The figure below shows the comparison between the experimental values and the turbulence models tested.
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Figure 3: Comparisons of various turbulence models against experiment for heat flux and pressure drop. (Left) All turbulence models give similar heat transfer values. (Right) The SST k-ω model provides very accurate pressure drop results, while the k-ε models underestimate pressure drop by around 30%. Note that pressure drops are all normalized to the same outlet pressure.



3.3 Meshing Meshing of the 3D model was performed using hexahedral meshing techniques. Fine near-wall mesh spacing was utilized in order to fully resolve the boundary layer. The first cell distance was chosen to give a y+ value of ~1, which required the wall adjacent cells to have a thickness of around 1.0 micron. This fine meshing ensured that the rapid property variations that can occur near the wall were properly captured by the CFD model. Furthermore, the fine wall meshing was shown to provide better agreement with experiment than the alternative (using coarse mesh spacing combined with wall functions to bridge the viscosity-affected region). The figure below shows an example mesh.



Figure 4: Overview of model and mesh for CFD calculations. (Left) The CFD model inlet plenum and first 30 mm of the test section. (Center) Meshing cross-section of channel. First layer mesh thicknesses were chosen to give a y+ value near 1. (Right) View of full 500 mm model.



A meshing boundary layer was attached to the channel walls, and cell sizes were increased using a geometric growth factor of around 1.5 moving away from the wall. Axial mesh spacing was increased near the channel bends, and 2000-3000 axial divisions were used for the full length. One full length channel required about 1.5 to 2.5 million computational cells, and around 80 processor-hours were required per simulation. This high computational expense was due to several factors: the highly turbulent wake



Supercritical CO2 Power Cycle Symposium May 24-25, 2011 Boulder, Colorado regions behind each zigzag corner, the dramatic property variations across the boundary layer, and the use of NIST Real Gas properties.



4. Computational Results 4.1 Corner Roundness As discussed previously, the PCHE channels naturally contain rounded corners due to the chemical etching process. A parametric study was performed to assess the effect of the amount of corner roundness on the pressure drop. This study was done with inlet conditions and wall temperatures matching one of the experimental runs: the inlet mass flux was 326 kg/m2s, the inlet temperature was 90°C, and the inlet pressure was 7.50 MPa. The study was performed for a 50 mm length of zigzag channel. Turbulence modeling was performed with the SST k-ω model, and pressure velocity coupling was accomplished through the SIMPLE methodology. The y+ value for all meshes was around 1. The results in the figure below show that there is a dramatic decrease in pressure drop between sharp corners and a corner radius of 0.4 mm. This modest change in corner bend radius reduced the pressure drop by over 33%. Numerical Study of Effect of Corner Roundness on Pressure Drop 7500 CFD Results Experimental Result
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Figure 5: (Left) Effect of the corner “roundover” due to the chemical etching process on the pressure drop. The dashed line represents the experimentally measured pressure drop for the actual PCHE. The error bars on the CFD results give the variation in pressure drop in the CFD results. (Right) Examples of various bend radii and the corresponding meshing.



4.2 Experimental Comparison Experimental runs were compared to CFD calculations by matching the inlet conditions (temperature and mass flow rate), matching the outlet pressure, and setting the CFD wall temperatures to the experimental values. The experimental runs that were modeled were taken at two different inlet pressures (7.5 and 8.1 MPa), both of which are close to the critical pressure (7.38 MPa). Inlet temperatures ranged from ~95°C to ~35°C, and the CO2 was cooled over the heat exchanger length. These conditions were chosen because they are similar to possible precooler conditions for an S-CO2 Brayton cycle design [13], and they are more difficult to analyze using traditional methods (e.g. correlations). 4.2.1



Heat Transfer



Due to the dramatic property variations near the critical point, the heat transfer and pressure drop become difficult to predict from existing correlations. For this reason, computational fluid dynamics has become a useful tool for simulating convective heat transfer in fluids near critical temperature and pressures. If CFD calculations can be



Supercritical CO2 Power Cycle Symposium May 24-25, 2011 Boulder, Colorado shown to provide accurate results, then confidence can be gained in using CFD for actual component design at these conditions. The plot below shows a comparison of the CFD-predicted heat transfer rates to the experimentally measured values. As can be seen in the plot, FLUENT tended to under-predict the heat transfer relative to the local experimental heat fluxes. The location of the data in Figure 6 (grouped between the 0% and +50% lines) tends to indicate a systematic difference between FLUENT and experimental measurements. CFD and Experiment Heat Flux Comparison 8.1 MPa, G = 326 kg/m 2s 7.5 MPa, G = 326 kg/m 2s 8.1 MPa, G = 326 kg/m 2s 7.5 MPa, G = 326 kg/m 2s
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Figure 6: Plot of heat flux from FLUENT simulations versus heat flux calculated from experimental measurements. The measured experimental heat fluxes are consistently larger than CFD predictions by approximately 25%.



The data from Figure 6 can be reduced further by looking at an overall energy balance of the experimental data, and then comparing that to the local experimental and FLUENT heat fluxes. The overall experimental energy balance was determined by calculating the enthalpy change between the inlet and outlet CO2 streams. The local heat fluxes were then integrated over the length of the channels, and this result was divided by the energy balance heat transfer. The results are shown in the figure below. Difference between CFD and Experimental Heat Fluxes 40
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Figure 7: Comparison of the integrated local heat fluxes from the experiment and from FLUENT as a percentage difference from the overall experimental energy balance. The experimental energy balance was calculated from the difference in enthalpies of the inlet and outlet CO2 streams. The plot shows that FLUENT is under-predicting heat transfer by ~5-25%, while the integrated local experimental heat fluxes are ~5-35% greater than the overall energy balance.



Supercritical CO2 Power Cycle Symposium May 24-25, 2011 Boulder, Colorado As shown in the figure, the CFD calculated heat transfer values are about 11% less on average than the overall energy balance heat transfer. This systematic difference could be due to a number of reasons, such as heat loss through the sides and ends of the PCHE (through the insulation), differences in the wall temperature boundary conditions, or simply inaccuracies in the CFD models. As also seen in the figure, the amount of the discrepancy seems to be insensitive to the average heat flux. Our analysis of the source of these differences is ongoing. The heat transfer coefficients were also calculated from the FLUENT data. This was accomplished by integrating over the wall and fluid cells for many axial regions. The mass-weighted bulk temperatures, average wall heat fluxes, average wall temperatures, and various other parameters were calculated. This data was then used to calculate the heat transfer coefficient along the channel. A comparison of the FLUENT and experimental heat transfer coefficients is shown below. Note that large measurement errors occurred in the experimental data due to small differences between bulk and wall temperatures. 4
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Figure 8: Comparison of heat transfer coefficients calculated from experiment and from CFD simulations for 7.5 and 8.1 MPa. The vertical line marks the pseudocritical temperature. The points with lines are experimental, and the points without lines are CFD results. Experimental HTCs were somewhat larger than CFD results; however, the experimental errors were large due to small bulk and wall temperature differences.



4.2.2



Pressure Drops



The pressure drops between experimental data and CFD simulations were generally in good agreement. The 2 FLUENT model tended to slightly over-predict pressure drop for the high mass flux cases (~750 kg/m s) and tended 2 to under-predict the pressure drop of the low mass flux cases (~320 kg/m s). The plot below shows the CFDcalculated pressure drop within the channels as a fraction of the experimentally measured pressure drop.
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Figure 9: Pressure drop along zigzag channel as a percentage of experimental pressure drop. Two key features can be seen: 1) The pressure drops are nearly linear (even when flows passed through the pseudocritical temperature). 2) FLUENT tended to slightly over-predict pressure drop for high mass flux cases, and slightly under-predict pressure drop for low mass flux cases.



As shown in the figure above, the pressure drop exhibits a nearly linear behavior throughout the channel. This linearity was true even for runs in which the CO2 passed through the pseudocritical temperature. The linear nature of the pressure in the channel is important as it is necessary to estimate several experimental quantities (e.g. bulk temperature, heat transfer coefficient). Another feature that can be seen in the above plot is that the CFD simulations proved to be accurate within +/- 20%, which is impressive considering the complexity of the turbulent eddies and inherently unsteady 3D flow within the channels.



5. Summary Computational fluid dynamics (CFD) has been used to simulate supercritical CO2 heat transfer in printed-circuit heat exchangers (PCHEs) with zigzag-type flow channels. The channels are semi-circular with a radius of 0.95 mm and a length of 500 mm. The bends of the zigzag channel do not contain sharp corners, but instead, the chemicallyetched corners are rounded with a radius that was estimated to be between 0.4 mm and 0.8 mm. All calculations were for cooling-mode heat transfer at temperature and pressure combinations near the pseudocritical point. The simulated runs cover mass fluxes from 325 to 760 kg/m2s, inlet temperatures from 34°C to 95°C, average heat fluxes from 15 to 24 kW/m2, and pressures of 7.5 to 8.1 MPa. The CFD simulations were performed with the commercial code FLUENT, and the SST k-ω model was used to model turbulence effects. The SST k-ω turbulence model was found to provide the best results of the models tested. All properties were calculated using the NIST real gas property database. The model was meshed down through the viscous sublayer, with the first cell y+ values being ~1.0. The corner radius was found to significantly affect pressure drop for radii less than ~0.4 mm. The heat fluxes calculated by the CFD model were approximately 5 to 25% lower than those calculated by an overall energy balance on the experiment. The calculated pressure drops were quite accurate, being approximately 10% lower for low mass flux cases (326 kg/m2s) and about 10% higher for high mass flux cases (760 kg/m2s). Experimental heat transfer coefficients were significantly larger than CFD calculations (~2x); however, they were nearly within the experimental error. The systematic differences in heat transfer could be due to a number of reasons, such as heat loss through the sides and ends of the PCHE (through the insulation), differences in the wall



Supercritical CO2 Power Cycle Symposium May 24-25, 2011 Boulder, Colorado temperature boundary conditions, or simply inaccuracies in the CFD models. Our analysis of the source of these differences is ongoing.
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