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Abstract The main intent of this thesis is to study and modify some analytical and approximation methods as well as new algorithms of numerical solutions that have been proposed for the first time for solving the multi-higher Fractional order



Linear



Integro-Differential



Equations



of



the



Fredholm



type



(LFIFDEs)with variable coefficients of Caputo derivative sense. Firstly, the definition and analytic solution involve the methods: Successive Approximation,



Adomian



Decomposition



and



Modify



Adomian



Decomposition, Resolvent kernel and the Direct Computation methods have been described and modified to treat the above mentioned problem. In addition, two numerical methods for solving LIFDE's of Fredholm type with variable coefficients have been achieved, including closed Newton-Cotes quadrature method and discrete Weighted Residual method via orthogonal polynomials. Two different closed Newton-Cotes quadrature methods (Trapezoidal and Simpson) have been modified and employed successfully based upon finite difference techniques to find the numerical solution for the problem on the all fractional orders in (0,1). Also, the discrete Weighted Residual method with the aid of orthogonal polynomials (Legendre and Chebyshev) associated with the four different techniques: Collocation, Sub-domain, Moment, and Least-Square which has been used for the first time to treat these problems approximately. Finally, programs in general procedure are written for the proposed algorithms in MatLab (V.8) and conducted for several illustrated examples to show the effectiveness and accuracy of the presented methods.
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Chapter One



Basic Concepts



1.1 Introduction Fractional Calculus (FC) is a branch of the study of mathematics. It is a natural generalization of integration and derivation to non-integer order operators. One of the major advantages of fractional calculus is that it can be considered as a super set of integer-order calculus. The idea of FC has been known as a science since the development of the regular calculus [30,84]. Presently there exist several versions for defining the fractional operator, such as the Riemann's, the Liouville's, the Grunwald-Letnikov's, the RiemannLiouville's, and the Caputo's fractional integrals and derivatives [46,55]. The first book published on FC is the book of Oldham and Spanier [46] published in 1974. The remarkably comprehensive encyclopedic-type monograph by Samko, Kilbas and Marichev [12], which was published in English in 1993. One of the most recent works on the subject of FC is the book of Podlubny [36], published in 1999. Some of the latest works especially on fractional physics models of anomalous kinetics of complex processes were edited by Hilfer in 2000. Nowadays, the field integro-differential of fractional order is a rapidly growing field on both theory and applications [12], it is natural to study the analytical and numerical computations of such problem related to the fractional calculus. More specifically, the fractional calculus (FC) is a vital branch of mathematical analysis which deals with derivatives and integrals to an arbitrary order. The fractional order calculus is a generalization of conventional integration and differentiation to include non-integer values in the powers of derivative or integrals [37,48]. The idea of non-integer order differentiation and integration in mathematics owes to a question of whether the meaning of a derivative to an integer order 1
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( ) could be extended to still be valid when n is not an integer. This question was first raised by L’Hopital on September 30 , 1695. On that day, in a letter to Leibniz, he posted a question about



( )=



( )⁄



, Leibniz’s



notation for the -th derivative of the linear function ( ). L’Hopital curiously asked what the result would be if



= 1/2 and



( ) = . In these words



fractional calculus was born and has been a subject of interest for many mathematicians in pure and applied mathematics over the years [11,36,46]. Many found definitions that fit the concept of a non-integer order integral or derivative. The most famous of these definitions that have been popularized in the world of fractional calculus are the Riemann-Liouville, GrunwaldLetnikov, Caputo and Miller Ross definition [36,48]. Over the last years, the fractional calculus has been used increasingly in different areas of applied science. Many phenomenon's in engineering, physics, chemistry and other sciences can be described very successfully by models using mathematical tools from fractional calculus. In fact, we can refer to it as adoption in application to diffusion problems [46], signal processing, control



engineering,



electromagnetism,



bioscience,



fluid



mechanics,



electrochemistry, relaxation of Laser target, pharmacology field, Electrical Networks, biophysics and behavior of viscoplastic materials [8, 26, 28, 29, 42, 45, 52, 53, 73, 83]. Excellent account of the study of fractional calculus theory and its applications can be found in [11,49]. Integro differential equations (IDE), that is, functional equations involving an unknown function together with both differential and integral operations such equations for both types Volterra and Fredholm are arise widely in diverse areas of applied mathematics and gained a lot of interest in many application fields, such as biology, physics and engineering problems [50,61]. The concept of Multi-higher order integro-fractional differential equations (IFDE) of the Fredholm type combine two important subjects: Fractional differentiation and integro-differential equation of Fredholm type has 2
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motivated a huge amount of research work in the last resent years [10,38].The mentioned IFDE’s are usually difficult to solve analytically, it is often necessary to resort to approximate and numerical techniques of these equations which are appropriate combinations of numerical integration and interpolation.



1.2 Some Useful Mathematical Functions in Context of Fractional Calculus: In this section, we will discuss some useful mathematical definitions with important properties that are inherently tied to the study of the theory of fractional calculus and will commonly be encountered. These functions are described in the following subsections: 1.2.1 The Gamma Function: [3,55] The gamma function is an extension of the concept of the factorial for noninteger numbers. The gamma function is defined for { ∈ ℝ,



≠



0, −1, −2, ⋯ }, it is basically given by integral Γ( ) = For all ∈ ℝ . while for all (0,1) , Thus



∈ ℝ , there exist



Γ( ) = Γ( + )



∈ ℕ such that



+



∈



( + ℓ) ℓ



Remember some important characteristics of the gamma function:  For all



∈ ℕ ∶ Г( + 1) = !



 For all



∈ ℝ ∖ ℤ ∶ Г( + 1) = Г( ).



 For all : Г( ) it never reaches zero.  A generalized binomial coefficient number



and



may be defined, for all real



by =



Г ( + 1) = Г( + 1) Г( − + 1)



3



−
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1.2.2 The Beta Function: [3,55] The Beta Function is a special function in the two real positive variables, denoted by ℬ ( , ) and defined by the integral:



ℬ( , ) =



(1 − )







,



> 0 and > 0



Although, the connection between the beta function and the gamma function is given by the following expression: ℬ( , ) = Moreover, for −∞ 







( − )



Γ( )Γ( ) = ℬ( , ) Γ( + )






=( − )



ℬ( , )



1.2.3 The Mittag-Leffler Function:[36] A special function of growing importance is the generalized Mittag-Leffler ( ),



function defined by the power series, that we denote by



,



( ). The



functions are defined by the series representations, convergent in the whole real plan ℝ: ( )=



Γ(



+ 1)



; > 0 



,



( )=



Γ(



+ )



; > 0,



>0



For special choices of the values of the parameters , we obtain well-known classical function, e.g.,: ( )=



, ,



(0) = 1



;



,



;



,



4



( ) = cosh( ) sinh( ) ( )=
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1.3 Fractional Integral and Differential Operators: In this part, we review the necessary definitions and facts from fractional calculus. We present some formula definition with properties of the fractional integration and definition operators on a bounded interval of the real line. The most common ones are:



1.3.1 Riemann-Liouville Fractional Differ-Integrals: [6,7] The starting point of the so called Riemann-Liouville Fractional calculus is based on the integral formula (Cauchy formula) for the



-th integral which



used only a simple integration so it provides a good basis for generalization. Indeed for any



∈ ℕ, the repeated integral of the function ( ): ( )=



⋯



( )



⋯ 



( ), vanishing at = with its which provides the -fold primitive derivatives of order 1,2, … , − 1 can be written because of the Cauchy formula: ( )= where



is the



( )=



1 ( − 1)!



( − )



( )



-fold integral operator with



; ≤ ≤



( ) = ( ). In a natural



way, one is led to extend the above formula from positive integer values



to



any positive real values by using the gamma function. Indeed, noting that ( − 1)! = Γ( ) holds for



∈ ℕ, a formula for fractional integration is



obtained. Definition (1.1): [83] A function ( ), can be written as



≤ ≤ , is said to be in the space ( )=( − )



∗(



) for some



continuous on [ , ], and it is said to be in the space [ , ],



∈ℕ . 5



[ , ], γ ∈ ℝ, if it



> γ where [ , ] iff



∗(



) is



( )



∈
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Definition (1.2):[11,36] The Riemann-Liouville (R-L) fractional integral operator of order [ , ], γ ≥ −1 is defined as:



∈



of a function



( )=



1 Γ(α)



( − )



( )



,



> 0,



< < … (1.1)



( ) = ( ) … (1.2)



= 0 we have:



Furthermore, for



≥ 0,



Definition (1.3):[11,36] The Riemann-Liouville (R-L) fractional derivative operator of order ≥ 0,



−1







∈ ℕ,



of a function ( ) and



[ , ],



∈



∈ℕ



is defined as: ( )=



( ) 1 Γ( − )



=



In addition, for and



=



( − )



∈ ℕ and



( )



… (1.3)



[ , ], we have



∈



= 0 we can note the identity operator



( )=



( ),



( ) = ( ).



1.3.2 Some Basic Properties of R-L Fractional Operators:[48,55] The most important properties of



and



operators can be



summarized by the following points and state lemmas: 1. The R-L fractional integral,



, and derivative,



property, i.e., for any real constants



where



and



[



( )+



( )] =



∈



[ , ], γ ≥ −1. 6



and ( )+



, have a linear with



≥ 0, ( )



∈ ℝ:
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Also, [ where



( )+



( )



> −1, by ( ) = ( − ) we have



≥ 0 and



2. Define , for



( )+



[ , ].



∈



and



( )] =



( )=



Г( + 1) ( − ) Г( + + 1)



… (1.4)



and ( )=



Г( + 1) ( − ) Г( − + 1)



3. In general, the R-L fractional derivative of order constant



… (1.5) > 0 for any non-zero



are not equal to zero, namely: = ( )



4. The value



one sided limit, lim near point = , if is not zero if



( − ) Г(1 − ) 0 



,



∉ℕ



,



∈ℕ



is also occasionally used. The existence of the →



( ) depending on behavior from



in the



is bounded and integrable, the value is zero, and it



is not continuous. In fact, we can see the function



( )=( − ) lim →



, > and > 0, then: 0 + > 1 ( ) = Г( ) + = 1 ∞ + < 1



To compute the solution of any fractional problem we need some composition relations on R-L fractional integral and fractional derivatives; it is described in the following lemmas:



7
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Lemma (1.1): (Composition of fractional integration) [55,84] The operator’s



commute (is known as the semi-group property with



identity operator



If



). This algebraically formulated result implies directly



( )=











∈



[ , ],



( )=



≥ −1 and



,



( )=



( ) … (1.6)



∈ ℝ which is a well known result in the



integer case. As a special case, from equation (1.6) we conclude that: ( )=



… 



( ) ,



[ , ],



∈



≥ −1,



≥ 0 ,



∈ℕ



Lemma (1.2): (Composition of R-L fractional differentiation) [55,59] Let ,



> 0 then the composition of two R-L fractional derivatives operator



,( − 1 < +











∈ ℕ) and



,(



−1 







∈ ℕ); be such that



we can state it as follows: ( ) =



( )−



( − ) … (1.7) Г(1 − − )



( )



From lemma (1.2), the R-L fractional derivative operators compute only if these two conditions are holds for



and



≠



lim



( ) = 0 ,



for = 1,2, … ,



=⌈ ⌉



lim



( ) = 0 ,



for = 1,2, … ,



=⌈ ⌉



→



are



and →



Besides, the low of exponents does not necessarily hold for the standard fractional derivative [23], for example, if we assume to take ( ) = 1⁄√ /



/



/



so by property (2) we obtain that 1⁄√ /



= 1⁄√



= 0. On the other hand /



1⁄√



=



1⁄√ 8



=



1 √



=



−1 2√



= 1/2 and = 0 and
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Lemma (1.3): (Mixed fractional integration and differentiation) [36,82] ≥ 0 , then for ( ) ∈



≥



Let



i.



[ , ] , the relation is valid at every



point ∈ [ , ]: ( )= In particular, where



=



( ) … (1.8)



∈ ℕ and > , then ( )=



≥



Let



ii.



( )



≥ 0, if the fractional derivative



, (



−1 



function ( ) is integrable, (or, if ( ) ∈ [ , ] and



≤



), of a ( )∈



[ , ]), then:



( )=



( )−



( )



( − ) … (1.9) Г( − + 1)



Lemma (1.4) :( Mixed fractional and integer-order differentiation) [59,82] Let



≥ 0,



( ) =



. 



( )



.



[ , ]; 



∈ ℕ and ∈



( ) … (1.10) ( )(



)( − ) … (1.11) Г( − − + 1)



( )−



=



= ⌈ ⌉, then



From the lemma (1.4), the R-L fractional derivative standard derivatives



is commuted with



, only if for all = 0,1, … , − 1; 



( )(



) = 0 at lower



terminal = , that is: ( ) =



( )=



( )



… (1.12)



Lemma (1.5): [21] Let



∈ ℝ , and



( )=



−1 



≤



,



∈ ℕ, for



∈ ℝ, then:



( ) if and only if ( ) = ( ) +



( − )



9



… (1.13)
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1.3.3 Caputo Fractional Derivative: [43] The Caputo approach to fractional differentiation is the same as the approach of Riemann-Liouville, expect that the order in which the integration and differentiation is done is reversed. The R-L derivatives have certain disadvantages when trying to model real-world phenomena with fractional equations. We shall therefore now discuss a modified concept of a fractional derivative. Here we present the definition and some properties of new Caputo derivative operator. Definition (1.4): [36,55] The fractional derivative of ( ) ∈



[ , ] in the Caputo sense of order



≥ 0 is defined as: ( )(



( )=



)



1 ⎧ ( − ) ⎪Γ( − ) =



⎨ ⎪ ⎩



( )



( ) ( ) 



if 



−1 



if =







∈ℕ



∈ ℕ 



if α = 0 … (1.14)



In general, from the definitions (1.3) and (1.4), the two operators (RiemannLiouville and Caputo) do not coincide, i.e., ( )=



( )≠



( )=



( )



1.3.4 Some Basic Properties of Caputo Fractional Operator: [6,43] The most important properties of



operator can be summarized by the



following points and state lemmas: 1.



Let



−1



≤



,



∈ ℕ; 



( ) be such that both in



,



∈ ℝ and the function



[ , ]. The Caputo derivative operator,



, is a linear operator, i.e. [



( )+



( ) and



( )] = 10



( )+



( )
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≥ 0 with



The Caputo derivative of order



≤ (∈ ℕ) of the



−1



power function ( ) = ( − ) for some ≥ 0 is given by: if ∈ {0,1,2, ⋯ , − 1} if ∈ ℕ ≥ … (1.15) or ∉ ℕ > −1



0 Γ( + 1) ( )= ( − ) Γ( + 1 − ) 3.



≥ 0 and



For all



any real constant function, the Caputo derivative = 0.



of it vanishes i.e.,



In such fractional problems in sense of Caputo definition needs some basic properties which are described in the following lemmas: Lemma (1.6): [43,55] Assume that (



≥ 0 and that



is such that



− 1) derivative at lower point , where ( )=



exists and



= ⌈ ⌉. Then



( )−



express as:



[ ; ]



[ ; ] is a Taylor polynomial of degree



The operator



possesses



− 1 for a function



, centered . Remark (1.1): From lemma (1.7), if assume



to have an



-fold zero at



( )(



) = 0 for all



= 0:



− 1; i.e., we



, then the R-L derivative and Caputo



derivative are the same: ( )



( )=



( )−



( ) ( − ) Γ( − + 1)



=



( )



Lemma (1.7): (The Caputo derivative is left inverse of the RL-integral but not right inverse) [43,55] i.



If is continuous and ≥ 0 with 



ii. Assume that



−1 



≤



(∈ ℕ) , then



( ) = ( ), ≤ ≤ … (1.16) ≥ 0 ,



[ , ]. Then



= ⌈ ⌉ , and ∈ ( )(



( ) = ( )−



! 11



)



( − ) … (1.17)
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We note that the classic -fold integral( ∈ ℕ) and differential operators of order satisfy like formula: ( ) = ( ) ; 







( )= ( )−



( )



( ) ( − ) !



Lemma (1.8): [78] Let



>



≥ 0,



−1



be such that ( ) ∈



≤



−1 



and



≤



,



(



∈ ℕ)



[ , ]. Then ( )



( ) =



( )−



Γ( +



( ) ( − ) − + 1)



… (1.18)



Lemma (1.9):[43,55] ≥ 0,



Let



−1



(∈ ℕ). Moreover, assume that



≤



[ , ].



∈



( ) is continuous on [ , ] and



Then the Caputo fractional derivative ( ) = 0. Lemma (1.10): [30,73] Let (



≥ 0 and ∈ ℕ. Assume that



is such that both



and



) exist, then: ( ) =



( ),



−1



≤



… (1.19)



Furthermore, the Caputo differential operator with differential of integer-order is commute, i.e., whenever, (



( )



( ) = 0, for all



( )) =



(



=



( )) =



,



+ 1, … ,



∶



( )



Lemma (1.11): [30,73] Let



∈ ℝ ,and



( )=



−1



≤



(∈ ℕ), then, for



( ) if and only if ( ) = ( ) +



12



∈ℝ:



( − )



… (1.20)
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Lemma (1.12): [78] > 0 ,



If 



≥



= ⌈ ⌉ and



∉ ℕ ,



≥ 0. Then, for all ( −



∈ℤ



and for any arbitrary



≤ ≤ (−1) ! Г( − −



) = !



≥



with



− −



+ 1)



( − )



… (1.21)



Lemma (1.13): [78] > 0 and ∉ ℕ be such that



Let



( ) = exp (



−1



+ ) for any arbitrary constants



( )=



( − )



exp( +



)



(



≤



,



∈ ℕ), and let



∈ ℝ. Then ( − ) … (1.22)



,



For more details about applying Caputo derivative operator for different functions sin , cos , ln , … we can refer to [56,78]. Remark (1.2): [59,79] The most comparison points between the Riemann-Liouville and Caputo fractional derivative operators may be summarized in the following points: 1. One of the most impressing in conformities between the two operators is the differentiation of the constant function. For R-L it holds =



( − ) ≠ 0; = constant Γ(1 − )



whereas for Caputo = 0; = constant 2. In R-L fractional derivative is applicable and conditions with fractional derivative are required. In such problems, solutions are practically useless, because there is no clear physical interpolation of this type of condition, for example: lim →



( )=



( )=



lim →



13



…



lim →



( )=
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where ℓ , for all ℓ = 1,2, … ,



are given constants. On the contrary, in



the Caputo fractional, differential operator is applicable, standard conditions in terms of derivative of integer order is involved. These conditions have clear physical interpolation as an initial position ( ) at ( ) , initial acceleration



point , the initial velocity



( ). and so on.



3. The Laplace transform of the Caputo fractional derivative is a generalization of the Laplace transform of integer order derivative. The same does not hold for R-L case. The above mentioned are the main advantage of Caputo operator over RL fractional derivative operator.



1.4 Classification of Integral Equation: [1,22,68,77,78] An integral equation is a functional equation in which the unknown function appears under one or more integral sign. Whenever the unknown function appears in the equation in a nonlinear manner, then it is called nonlinear integral equation, where the nonlinearity may occur either inside or outside of the integrand or simultaneously in both of these locations, we will start with a most common form ( )



( ) ( )= ( )+



where



, , ( )



∈ Ι = [ , ]. In this equation,



(Ι, ℝ) with function of



,



∈ = [ , ] … (1.23)



is a given real parameter and



,



∈



∈ (S, ℝ) are given functions, where the domain of the is defined by S = {( , ):



≤



≤ ≤ } × ℝ. The function



: [ , ] → ℝ is an unknown solution to (1.23). The integral equation (1.23) is , , ( ) =



said to be linear integral equation if



( , ) ( ). Moreover,



the equation (1.23) called Homogeneous integral equation (IE) provided otherwise it is called non-Homogeneous IE. 14



=0
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Definition (1.5): There are three distinct types of equations (1.23), depending on the coefficient : If



i.



( ) = 0 for all



∈ Ι, then equation (1.23) called an equation of



the First kind: ( )



( )= ii.



∗



, , ( )



∗



,



=−



If ( ) ≠ 0 for all ∈ Ι, the equation (1.23) called an equation of the Second kind: ( )



( ) = ( )+ iii.



If



, , ( )



,



= ⁄ ; 



⁄



=



( ) vanishes on some non-empty proper subset of Ι, the equation



(1.23) is called an equation of the Third kind. Definition (1.6): The integral equation (1.23) is called:  Volterra Integral Equation’s; if the upper limit is , i.e., ( ) = , where < < . Hence the integral equations ( )=



, , ( )



; ( ) = ( ) +



, , ( )







Represent VIE’s of the First and Second Kind respectively.  Fredholm Integral Equation’s; if ( ) = , where



is a constant and



> . Hence the integral equations ( )=



, , ( )



; ( ) = ( ) +



represent FIE’s of the First and Second kind respectively. 15



, , ( )
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Note: Naturally, a Volterra integral equation is special case of the Fredholm integral equation, as the domain of Volterra kernel may be extended from {( , ) ∈ [ , ] × [ , ]: ≤ } to hall [ , ] × [ , ] by the kernel ( , )= ⊆ [ , ]; 



where the set value 1 if



∈



( , )



[ , ](



)=



( , ) 0



; ≤ ; >



( ) is the characteristic function that takes the



∉ .



and 0 is



Definition (1.7): The integral equation (1.23) is called Convolution type of integral equation if the kernel depends only on the difference ( − ), i.e. , , ( ) =



( − , ( )), such a kernel is called difference kernel.



Definition (1.8): In linear IEs, the kernel



: Ι × Ι → ℝ, = [ , ], is called a Degenerate



kernel if there are finitely many real continuous functions ,



,…,



,



,…,



,



almost everywhere such that: ( , ) =



( )



( ).



Definition (1.9): An Integro-Differential Equation (IDE) is an equation involving one (or more) unknown functions



( ), together with both differential and integral



operations on . Definition (1.10): [60,78] The Linear Fredholm Integro-ordinary Differential Equation (FIDE) of order ( ∈ ℕ), for all ∈ = [ , ] can be represented as:



16
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( )+



( )



( )+



( ) ( )= ( )+



( , ) ( )







… (1.25) with the boundary conditions: (ℓ



ℊ ℓ 



)(



)+



ℓ 



(ℓ



)(



) =



, = 1,2, … ,



ℓ



Where



and



( = 1,2, … , ) are assumed to be continuous and bounded : × ℝ → ℝ , ( = {( , ):



real-valued functions on and



≤



≤ ≤ })



denote a continuity function, while ( ) is to be determined and λ is a scalar parameter. Definition (1.11):[60,78] The Linear Volterra Integro-ordinary Differential Equation (VIDE) of higher order



(∈



) if the only integrals of Volterra type appear (i.e. if



( , ) = 0 for < )and defines initial conditions ( 



ℓ



= 0 for all , ℓ),



which has the following form, for all ∈ = [ , ]: ( )+



( )



( )+



( ) ( ) = ( )+



( , ) ( ) … (1.26)



with the initial conditions: ℊ



ℓ



(ℓ



)



( )=



, = 1,2, … ,



ℓ



where



, and ( = 0,1, … , − 1) are continuous functions, λ is a scalar



parameter and



is the unknown function.
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1.5 Integro-Fractional Differential Equations: An integro-fractional differential equation (IFDE) is a functional equation which involves both integral sign and arbitrary non-integer derivative operators of the unknown function. In classifying IFDE we have the same category used in IDE of ordinary orders. Mathematically, The general form of multi-higher order non-linear integro-fractional differential equation of Caputo sense can be formed as: ( )+



( )



( ) ( )



( )+ ( )



= ( )+



= max{⌈



Connected with -conditions; all = 1,2, … , = 0 and



( )



( , ) ⌉, ⌈



⌉} where



and = 1,2, … ,



with property that



>



>



>⋯>



>



≤



= 0,1, … ,



and



∈ ℝ , for >⋯>



>



= 0; also, where ( )is the unknown : × ℝ → ℝ , ( =



function which is the solution of equation (1.27) and {( , ):



… (1.27)



≤ ≤ }) denote given continuous kernel functions for all and



,



∈ ( , ℝ) for all



= 1,2, … , .The equation (1.27) is



called non-linear IFDE of Fredholm type if ( ) is fixed ( ( ) = ), while it is of Volterra type when ( ( ) = ). Definition (1.12): The multi-higher order Linear Integro-Fractional Differential Equations of Fredholm type in Caputo sense with variable coefficients: ( )+



= ( )+



( )



( )+



( ) ( )



( )



( , )
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Subject to the boundary conditions: (ℓ



ℊ ℓ 



)(



)+



(ℓ



ℓ 



)(



) =



, 



= 1,2, … ,



ℓ



where ( ) is the unknown function which is the solution of equation (1.28) : → ℝ , (with = {( , ):



the functions 0,1, … ,



,



and



: [ , ] → ℝ; ,



functions. In addition >



>⋯> ⌉, ⌈



= max {⌈ 1,2, … ,



= 0,1, … ,



≤



≤ ≤ }) for all



for all real value continuous



∈ ℝ for all = 1: and = 1:



>



= 0 and



>



>⋯>



⌉}. In addition, ℊ ℓ ,



=



ℓ



and



>



with property = 0 and put



∈ ℝ for all







,ℓ =



are given.



1.6 Occurrence of linear IFDE of Fredholm Type with Variable Coefficients: Some problems arise in the mathematical modeling of various mathematical applied. These problems sometimes appear directly in terms of linear IFDE of Fredholm type or in terms of multi-term linear fractional differential equation that can be reduced to our problem with variable coefficients. Consider the multi-term linear fractional order differential equations in more-general form [14]: ( )+



()



( )+



( )



()



()



=



( ) … (1.29)



with the initial-boundary conditions: ( )=



, ( )=



( ),



where



( ) and



for all ∈ [ , ] and = 0 and ,



≤



> ) and



( )=



,



( )=



,



( ) ; = 0,1, ⋯ , ,



( )=



,



are given continuous functions



≥ , ( ∈ ℕ ) , with the property that >⋯>



=⌈



>



= 0, where



=⌈



⌉, (



>



>



−1 



⌉. By the following new technique we convert



equation (1.29) to our problem. Assume that



= 2, for = 0, the equation



(1.29) with the same initial-boundary conditions become: 19
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( )+



( )



( )+



( ) ( ) =



( )



Take γ ≥ 1 then using Lemmas (1.6) and (1.4, i) with ( )=



( )(



( )−



!



( )(



( )−



=



)



)



!



( − )



−



= 1, the following is:



; ( − 1 < (



( − )



( ) … (1.30)



)(



)



≤ )



( − )



( − 1)!



Using lemma (1.6) with equation (1.5) we get: (



( )=



( )−



)(



( −



) ( − ) + 1)



=



The Equation (1.31) to be true for all



,



… (1.31)



, applying equation (1.31) to



each part of equation (1.30),the following can be obtained: ( )+



()



−



()



−



()



( )−



(3 −



)



(3 −



)



( − )



( − )



)



( ) − ()



=



(3 −



( − )



+



() ()



()



By integrating both sides on an interval ( , ), where ∈ [ , ], and let =



− 1,



= ( )+



− 1,Thus: 0 < ( ) −



( )− ()



(2 −



,



< 1, So



(2 − )



)



( − )



( − )



−



( )



( ) − 



+



( ) ( )



= 20



(2 −



) ( )



( − ) ( )



+
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To find the constant , putting =



( )



+



−



instead and using the conditions, thus:



(2 −



)



( − )



−



( )



( ) − 



+



( ) ( )



−



( )



−



(2 −



)



(2 −



)



( − )



( − )



( )



( )



Thus, after some simple manipulations and putting the fractional order =



, we can obtain multi-higher order linear IFDE of Fredholm type with



variable coefficients: ( )+



( )



( )= ( )+ ( )=



with two boundary conditions: ( )=



+



( )



−



( )



+



( )



( )=



−



(2 −



)



(2 −



)



(2 −



)



(2 −



and ( ) =



( − )



+



( − )



+ ( )



(2 −



( )( − )



and 0



∗(



≤ ≤ ≤ ≤



)



with



∗(



⎧ ⎪



)= 1 ⎨ ⎪ ⎩



−



1



where,



( − )



)



( , )=



( )



( , )



( )



( )−



( )



( ) 21



=



+ 1 



=







= 0:



−1



)



( − )
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For = 1, the equation (1.29) with the same initial conditions becomes: ( )+



( )



( )+



( )



( )



( )



=



( ) … (1.32)



After the same procedure and putting the fractional order



=



, we



obtain the higher order linear IFDE of Fredholm type with variable coefficient of the form: ( )+







( )



( )+



= ( )+



( ) ( ) ( )



( , )



where ( )=



+



( )



−



( )



+



( )



( )=



+



( )



−



(2 −



)



(2 −



)



(2 −



(2 −



)



( − )



( − )



+



( − )



+ ( )



(2 −



( )( − )



)



and ( , )=



0



∗(



≤ ≤ ≤ ≤



)



with



∗(



⎧ ⎪



)= 1 ⎨ ⎪ ⎩



−



1



( )



( )−



( )



( )
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=



+ 1 



=







= 0:



−1



)



( − )
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Now, Consider the multi-term linear fractional order differential equations in more-general form with new initial-boundary conditions: ( )+



( )



( )+



( )



( )



( )



=



( )(1.33)



the initial-boundary conditions: ( )=



, ( )= ( )=



First, For 



( )=



,



( )=



,



( )=



,



≥ 2 then using Lemmas (1.6) and (1.4, i) with



( )=



( )− −



( −



+ 2)



( −



+ 1)



( − )



= 2, we get:



( − )



… (1.34)



= 3, and ( = 0), so equation (1.34) is true for all



Assume that



=



,



,



applying equation (1.34) to each part of equation (1.33), the following can be obtained: ( )+



( ) ( − ) (5 −



− −2 ( )



( − ) (4 −



( )−



)



+



( )



+



( ) ( )=



( − ) (5 −



( − ) (4 −



( )− −



( )



( )−



)



)



( )



( − ) (4 −



)



)



−



( − ) (5 −



( − ) (4 −



( )



+



)



−



) ( − ) (5 −



)



( )



By integrating both sides twice on an interval ( , ), ∈ [ , ], with using by part method, the following is obtained and let: =



− 2,



=



− 2, Thus: 0 
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( )+



( )



( − ) (3 −



−



+



)



( )



+



)



( )



+



( − ) (3 −



( )



( )−



( − ) (2 −



( − )



( )



( )−



( − ) (2 −



=



+



( − ) (2 −



−



−



( − ) (3 −



−



)



+



( ) ( − ) (3 −



+



( − )



( )



+



( − ) ( ) ( )



) )



( − ) (3 −



)



−



( − ) (3 −



)



( )



+



instead and using the conditions, thus:



( )



−2



)



−



( − ) ( )



=



To find the constant , putting



( − ) (2 −



)



−2



( − ) ( ) ( )



+



( − ) (2 −



( )−



)



( )



+



( )



( − ) (2 −



( − ) (3 −



( )−



( − ) (2 −



)



) )



)



( )−



( − ) (2 −



)



−



( − ) ( )



−



( − ) (3 −



)



( )



Thus, after some simple manipulations and putting the fractional order =



, we can obtain multi-higher order linear IFDE of Fredholm type with



variable coefficients: 



( )+



( )



( )= ( )+
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( )=



with two boundary conditions: ( )=



( − ) (2 −



+



( )



−



)



( − ) (2 −



( )



−



2 (2 − − 2 (3 − −



)



( − ) (2 −



)



−



( − ) (2 −



)



−



( − ) (3 −



)



+ φ (t)



+



)



( − ) (3 −



()



+



)



( − ) (3 −



+



φ (t) =



. where



( )



+



φ (t) =



and ( ) =



()



( − ) (3 −



)



φ (t)



( )( − )



) 1 (2 −



( − )



)



( )( − )



( )( − )



) 1 (3 −



( − )



)



( )( − )



and ( , )=



∗



∗



∗



− ∗



( , ) ( , )



≤ ≤ ≤ ≤



1 ⎧− [( − ) ( ) − 2 ( )] ⎪ 1 ( , )= ( )− ( ) ⎨ ( − ) ⎪ ( − ) ( ) ⎩ ⎧ ⎪



1



( − )



( )



1 ( , )= ( ) ( ) ( − ) ( ) − + ⎨ ⎪ ( − ) ( ) ⎩



By the same procedure for all



=



+ 1 



=







= 0:



−1



=



+ 1 



=







= 0:



−1



= {4,5, ⋯ } corresponding values of ∈ ℕ ,



to get the higher order linear IFDE of Fredholm type with variable coefficients. 25
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1.7 The Target of the Thesis: The cardinal goal of this thesis is to introduce a general formula called higher-fractional order linear integro-differential equation of Fredholm type with variable coefficients, the fractional derivative is considered in the Caputo sense, and it modifies some analytical and numerical (or approximate) methods that have been used for the first time to treat such problem. The basic targets in this are enumerated as follows: First, the study discusses some basic definitions, properties and lemmas in fractional calculus and integro-differential equations with combining these two important subjects in a more general equation. Extend some analytical methods for IE to solving higher-order linear IFDEs of Fredholm type, namely: Successive Approximation, Adomian



Decomposition,



Modify



Adomian



Decomposition,



Resolvent Kernel and the Direct Computation Methods. The study explains two Newton-Cotes algorithms, two closed method Trapezoidal and Simpson’s which presents numerical methods to compute IFDE of Fredholm type depending on finite difference approximation combined with Newton-Cotes methods: Trapezoidal and Simpson’s methods respectively. Expansion methods using the discrete weighted residual technique are applied to solve higher-ordinary order IDEs of Fredholm type with variable coefficients, including Collocation, Sub-domain, Moment, and Least-square methods which are one of the most popular minimizing techniques that are used to determine the WR-Parameters. For each numerical technique, an algorithm has been put, a MatLab (V.8) program was written, test examples were solved, and the results have been tabulated. Comparison were made between the exact and numerical solutions depending on the least square error.
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2.1 Introduction: In this chapter, we present some analytical and approximate techniques for the first time to solve Linear Fredholm Integro-Fractional Differential Equations (LFIFDE’s) in Caputo sense with variable coefficients. Here we applied five methods: successive approximation, Adomian Decomposition and modify Adomian Decomposition, Resolvent kernel and Direct Computation methods. At the end of each method, illustrative example has been solved to show the efficiency of the proposed method. First of all, the following lemmas are concluded:



( . ):(new) If be a continuous real valued function on [ , ] × [ , ] , then for each non-negative fractional order



−1 



( , )



=



( , )



=



(∈ ℕ) the following are valid:



≤



( , )



…( )



and [



( , )]



…( )



Proof: (i) Applying R-L fractional integral of order ( , )



integral part ∫



≥ 0 , definition (1.2), to



for all ∈ [ , ] and using the interchanging order of



integration, we have: ( , )



=



=



1 ( − ) Γ( )



1 Γ( )



( − )



( , )



( , )
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( , )
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(ii) Applying



-Caputo derivative, definition (1.3) for



integral part ∫



( , )



= ⌈ ⌉ , to



for all ∈ [ , ] and using generalization of the



fundamental theorem of integral calculus [1] with the interchanging order of integration, yields: ( , )



=



1 ( − ) Γ( − )



=



1 ( − ) Γ( − )



( , )



1 ( − ) Γ( − )



=



=



( , )



[



( , )



( , )]



█



( . ):(new) Assume that and



≥



max



,



and



with



are two non-negative fractional order such that



≥1



[ , ] and



=



=⌈ ⌉ ,



= ⌈ ⌉ and



∈



. Then ( )=



( ) ,



≤ ≤



Proof: Using the definition of



-Caputo fractional derivative (1.14) with R-L



fractional integral (1.8) for -order, and after apply the generalization of the fundamental theorem of integral calculus [1], yields ( ) =



( )



=



1 ( − ) Γ( )
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1 ( − 1)( − 2) ⋯ Γ( )



=



( − 1) !



1 Γ( )



−



=



−



−



−1 !



Also, using the R-L fractional integral for order ( ) =



( − )



( )



( − )



( )



and lemma (1.1) to obtain:



( ) =



( )=



( )



2.2 Successive Approximation Method This method is used for solving mathematical problems by a sequence of approximations that converges to the solution and is constructed recursively that is, each new approximation is calculated on the basis of the preceding approximation [78,79]. Here, it is used for finding an approximate solution for multi-higher order linear IFDE of Fredholm type with variable coefficients as follows. Recall the equation (1.28) in the following form: ( )+



( )



( )+



= ( )+



( ) ( )



( , )



( )



… (2.1)



subjected to the initial-boundary conditions: ℋℓ



( )



( )



,



= max{⌈



for all ℓ = 0,1, ⋯ , − 1 ; combination of ( , ≠ 0) , and



=



( )



−1< for all



,



(ℓ)



,⋯,



( )



≤



,⋯,



= ⌉, ⌈



(



= 1,2, … ,



∈ [ , ], ∀



⌉} where ℋℓ are the linear



)



,



; where



−1



and



ℓ;



≤



where



= 1,2, … ,



and



∈ ℝ for all =⌈ ⌉



. Combine with



property that >



>⋯>



>



= 0 and
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Now, taking R-L fractional integral for fractional order



to equation (2.1)



and using lemma (1.7), we obtain: ( )



( )=



( ) ( − ) + !



+



( )]+



[ ( )



( , )



+ where



( )



( ) ( )]



[



( )



( ) = − ( ), for all = 0,1, ⋯ , − 1. Now, by applying the lemma



(2.1,i) for R-L on bounded integral with using conditions (2.1) we can construct a sequence of function {



}



with the aid of the following



recursion formula: ( ) ( − ) + !



( )



( )+



[ ( )



( )]+



+



( , )



( )=



(2.2)



and ( )=



−



( )



[



( )



( )]



(2.3)



where ( , )= Then



( , )



( ) approaches the solution



increases. As a special case if all



(2.4)



( ) of equation (2.1), as ( ∈ ℕ )



( )=−



where



are constant for all



= 0,1, ⋯ , − 1 so by using lemma (1.8) we can write the equation (2.3) as follows:
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( ) ( − ) + !



( )=



−



Γ( +



( )=



+ 1)



−



( )+



()



( − )



(2.5)



⎬ ( )⎪ ⎪ ⎪ ⎪ ⎪ ⎭



( ) +



(, )



+



⎫ ⎪ ⎪ ⎪ ⎪ ⎪



( )



( )



Example (2.1): Consider the higher order linear FIFDE with variable coefficients: .



( )+



( ) = ( )+



2 [



.



( )]



where ( )=



−2 Γ(1.1)



.



−



subjected to the conditions: (0) = 0,



+



4 3.3Γ(2.3)



(0) = 0, while the exact solution is:



( ) = − . Now, from the equation above we have two kernels: 2



and



0,



( , ) = 0 with



= 0.7, =⌈



( ) = and the fractional orders



( , )=



= 1.9,



=



= 0 thus the ceiling function of maximax fractional orders



⌉ = 2. Start with zeros approximation of equation (2.2) as follows: ( )=−



Using equation (2.4) to find



−



6 Γ(5.9)



.



( , ) for



( , )=



.



+



4 3.3Γ(2.3)Γ(3.9) = 0,1 :



[2 ] =



and ( , )=0 while, 31



2s Γ(3.9)



.
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[ ( )



.



( )] = 6 Γ(5.9)



=



[−



.



+



( )]



35.4 Γ(8.8)



.



−



15.6 3.3Γ(2.3)Γ(6.8)



.



4 3.3Γ(2.3)Γ(3.2)



2.2



and .



2



( )=−



1.3



Γ(2.3)



−



6



4.2



Γ(5.2)



+



Substituting zeros approximation with above finding formulas in equation = 0 yields:



(2.3), taking



( )=−



35.4



+



Γ(8.8)



+



for



15.6



−



.



3.3Γ(2.3)Γ(6.8)



2 . −6 4 + Γ(3.9) 6.2Γ(5.2) 13.86Γ(2.3)Γ(3.2)



( )



= 1 we obtain ( )=−



and for



.



−



311.52 Γ(11.7)



+



7.8 Γ(6.8)



.



6 4 − 6.2Γ(5.2) 13.86Γ(2.3)Γ(3.2)



+



2 Γ(3.9)



.



35.4 15.6 − 9.1Γ(8.1) 23.43Γ(2.3)Γ(6.1)



.



+



106.08 3.3Γ(2.3)Γ(9.7)



.



=2



( )=−



+



3644.784 Γ(14.6)



−



53.04 Γ(9.7)



.



3 2 − 3.1Γ(5.2) 6.93Γ(2.3)Γ(3.2)



−



7.8 Γ(6.8)



.



35.4 5.2 0.002005 − − 9.1Γ(8.1) 7.81Γ(2.3)Γ(6.1) Γ(3.9)



.



−



1028.976 3.3Γ(2.3)Γ(12.6)



.



similarly for all = 3,4,5 …, we can summarize as following: ( )≅−



+



( )≅−



−



442638095.73984 Γ(26.2)



10799236382527 Γ(34.9)



⋮
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.



.



− −



26253285.432192 1.1Γ(2.3)Γ(24.2)



516522889564.2048 1.1Γ(2.3)Γ(32.9)



.



.



.
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and so on. Table (2.1) explains the approximate solution obtained by using the successive approximation method with least square errors at each iteration, It’s clear that the obtained results are in high agreement with the exact solutions. Higher accuracy can be obtained by using more terms. We can see the exact solution ( ) after 10- iterations are obtained. Table (2.1) Successive Approximation Method



Exact Solution



( )



( )



( )



( )



0.00



0.00



0.00



0.00



0.0



0.00



0.1



−0.01



−0.0097539366



−0.01



−0.01



−0.01



0.2



−0.04



−0.0381800202



−0.04



−0.04



−0.04



0.3



−0.09



−0.0841918584



−0.09



−0.09



−0.09



0.4



−0.16



−0.1469138739



−0.1600262752



−0.160000014



−0.16



0.5



−0.25



−0.2257195461



−0.2500496972



−0.250000027



−0.25



0.6



−0.36



−0.3202829017



−0.3600830447



−0.360000045



−0.36



0.7



−0.49



−0.4306332532



−0.4901269083



−0.490000068



−0.49



0.8



−0.64



−0.5572109172



−0.6401807330



−0.640000095



−0.64



0.9



−0.81



−0.7009231332



−0.8102421672



−0.810000126



−0.81



1.0



−1.00



−0.8631998671



−1.0003061271



−1.000000159



−1.00



4.3365 − 02



2.1133 − 07



5.8379 − 14



0.0



. .



2.3 The Appearance of Noise Terms in ADM: The Adomian Decomposition method, [32], consists of decomposing the unknown function ( ) of any equation into a sum of an infinite number of components defined by the decomposition series: ( )=



( )+



where the components



( )+ ⋯+



( )+⋯=



( )



… (2.6)



( ) , ≥ 0 are to be determined in a recursive



manner. Adomian and Rach [31] and Wazwaz [2] have investigate the phenomena of the self-canceling “noise” terms where the sum of components 33
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vanishes in the limit. The noise terms phenomenon can be used for all differential and integral equations. If the noise terms exist between the ( ) and



components



( ) , it will provide the exact solution by using only



the first two iterations. A necessary condition for the appearance of the noise ( ) must contain the exact solution among



terms is that the zeros component the other terms, [2].



In this section, we apply Adomian Decomposition method with noise term phenomenon for multi-higher fractional order of Linear FIDE’s with variable coefficients. Applying the ADM for Solving Linear IFDE of Fredholm Type: In the following steps we discuss solving equation (2.1) by using ADM, first we apply



-order of R-L fractional integral for both sides of our problem



and using lemmas (1.7) and (2.1,i) we obtain: ( )=



( )(



( )+



+



[



)



!



( − ) +



( ) ( )] +



(, )



( )



( )



( )



… (2.7)



=0



where



( ) = − ( ) for all = 1:



and



( , )=



( , ); = 0:



.



Second, according to the decomposition method, we assume the series solution for the unknown function ( ) in the form (2.6) and it is leads to the following recursive relation: ( )=



( )(



( )+



( )=



+



! ( )



( , )



)



⎫ ⎪ ⎪ ⎪ ( ) + [ ( ) ( )] ⎬ ⎪ ⎪ ( ) , for all ≥ 0 ⎪ ⎭ ( − )
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= ̅ ( = 1,2, ⋯ , − 1) where ̅ are



( )=−



Now, as a special case if



any real constants then by using lemma(1.7) we can write equation (2.8) as follows: ( )=



( )(



( )+



!



Γ( + ̅



+ 1)



−



,



,



( − )



[ ( )



( , )



The components



)



( ) +



+



⎫ ⎪ ⎪ ⎪ ⎪ ⎪



( − ) ( )(



+



( )=



)



( )



⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭



( )]



, ≥0



… (2.9)



, ⋯ are determined recursively by above formula



(2.8) or (2.9).It is important to note that the decomposition method suggests ( ) be defined by the conditions and the function



that the zeros component



( ) as described above. The other components namely



,



, ⋯are derived



recurrently.



Example (2.2) Consider the linear Fredholm of IFDE with variable coefficients for multihigher fractional orders: .



.



( )+



( )−3 ( )



= ( )+



[



6 Γ(2.4)



.



.



( )+( +



)



.



( )]



where ( )=



−6 Γ(2.2)



.



−



+9



+



6 6 6 + + Γ(3.8) Γ(3.5) 4.8Γ(2.8)



subjected to the condition (0) = 0. From the above equation we have:
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( ) = 1,



( )=



( , ) = 0,



( ) = −3, and



,



= 0.8,



= 0.6,



( , ) = 1,



= 0 and



( , )= +



= 0.5,



= 0.2,



,



= 0.



So, Applying the ADM for solving our problem, from first part of equation (2.8) we obtain: ( ) = −3 +



−



6Γ(4.4) Γ(2.4)Γ(5.2)



.



+



18 Γ(3.8)



6 1 1 + Γ(1.8) Γ(3.5) 4.8Γ(2.8)



( )=



+



6 Γ(3.8)Γ(2.8)



.



.



= 0 in it and finding each parts



For the second part of equation (2.8) putting we get



.



( ) as follows: 6Γ(4.4) Γ(2.4)Γ(5.2)



.



+



6Γ(4.4)Γ(6.6) Γ(2.6)Γ(4.6)Γ(7.4)



+



18 Γ(3.6)Γ(3.8)



+



1 Γ(2.8)



+



6 1 1 + Γ(2.6) Γ(3.5) 4.8Γ(2.8)



+



1 Γ(1.8)



+



6 1 1 6 Γ(4.4) + − − Γ(2.3) Γ(3.5) 4.8Γ(2.8) 4.8Γ(2.8) 7Γ(2.4)



+



6 18 6 1 1 + + + 4.6Γ(2.6)Γ(3.8) 5.6Γ(3.6) 3.6Γ(1.6) Γ(3.5) 4.8Γ(2.8)



.



+



18 Γ(2.6)



3Γ(5.2) 3Γ(4.4) + 20Γ(3.2) 20Γ(2.4)



Γ(4.2) 4Γ(3.8)Γ(2.2)



.



Γ(3.2) Γ(1.2)



−



+



.



+



.



−



18 Γ(3.8)



.



+



54 Γ(4.6)



1 1 + Γ(3.5) 4.8Γ(2.8)



.



−6 Γ(4.4) 6 18 − + + Γ(3.8) 5Γ(2.4) Γ(3.8)Γ(3.6) Γ(4.6)



−6 6Γ(4.4) 18 6 − + + Γ(3.5) Γ(2.4)Γ(5.7) Γ(4.3) 3.8Γ(3.3)



The noise terms is : ±



.



6Γ(4.4) Γ(2.4)Γ(5.2) ±



.



±



18 Γ(3.8)



6 Γ(1.8)



.
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.



±



6 Γ(3.8)Γ(2.8)



1 1 + Γ(3.5) 4.8Γ(2.8)



.
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( ) and



( ) . Cancelling this terms from the zeros component



( ) gives the solution ( ) = −3 which is the exact that satisfies our linear FIFDE’s. 2.4 Modify Adomian Decomposition Method (MADM): The modified Adomian Decomposition method will facilitate the computational process and further accelerate the convergence of the series solution. It is interesting to note that the modified decomposition method depends mainly on splitting the inhomogeneous into two parts, therefore it cannot be used if the function consists of only one term. This method has been developed by Wazwaz, many applications have been shown that this modification minimizes the size of calculation if compared with standard Adomian decomposition method. It is interesting to note that the MADM depends mainly on splitting the inhomogeneous term into two parts namely ( ) and choice of



( ). The success of this modification depends only on the paper ( ) and



( ) and this can be made through trials only, [2,32].



Applying the MADM for Solving Linear Fredholm Type of IFDE: By the same stages of ADM as in section (2.2)we obtain equation (2.7) as the following form: ( )= ( )+



+



( )



( ) +



(, )



( )



[



( ) ( )]



… (2.10)



=0



where ( )=



( )+ (, )=



( )(



!



)



( − ) ,



( , ) and



=⌈



⌉



( )=− ( )



In this method the function ( ) can be set as the sum of two partial functions ( ) and



( ). In other words we can set 37



( )=



( )+



( )



… (2.11)
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In modified Adomian Decomposition method the zeros component is defined ( ) or ( ). The other part of ( ) can be added



by one part of ( ), namely



( ) among other terms. In other words, the MADM



to the component



introduces the modified recurrence relation: ( )=



( )



( )=



( )+



( )



( ) +



( , )



+



( )=



( )



( )



( ) +



( , )



+



Now, as a special case if



[ ( )



[ ( )



( )



,



⎫ ⎪ ( )]⎪ ⎪ ⎪ ⎪



( )]



≥1



( ) = ̅ where ̅ = −



… (2.12)



⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭



for all = 1,2, ⋯ , − 1



is any constant then ( ) in equation (2.10) becomes: ( )=



( )(



( )+



!



( − )



( − ) ( + −



⎛



+



)



+ 1)



( )(



⎝ ( ) and



… (2.13)



⎠



by the same way the function functions



)⎞



( ) is defined as the sum oftwo partial



( ) and the components



( ),



( ), ⋯ ,



defined as: ( )= ( )=



( )+



+



̅



( ) [



( , )
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[ ( )



( )]



( ) is
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iteratively: ̅



( )=



[



( )] +



( , )



+



[ ( )



( )



,



( )]



≥1



… (2.14)



Example (2.3) Consider we have the following linear IFDE of Fredholm type: .



.



( )−5



( )+



= ( )+



( ) .



[( − )



.



( )+2



( )]



where ( )=



−



10 Γ(1.7)



.



2 Γ(1.4)



+



.



2 4 + −1 Γ(3.2) 3.8Γ(2.8)



−



subjected to the conditions: (0) = 1and



+



2 3.2Γ(2.2)



(0) = 0.Now from the equation



above we have: ( , ) = ( − ), ( , )=2 , ( , )=0 ( ) = 1, ( ) = −5, ( )= = 0.8, = 0.2, =0 & = 1.6, = 1.3,



=0



using the equation (2.13) to get: ( )=



10 − Γ(3.3) +



.



6 + Γ(5.6)



.



2 3.2Γ(2.2)Γ(2.6)



.



.



−



2 4 + −1 Γ(3.6) Γ(3.2) 3.8Γ(2.8)



+1−



5 Γ(1.3)



.



from ( ), we assume that: ( )= 10 ( )=− Γ(3.3) +



.



6 + Γ(5.6)



2 3.2Γ(2.2)Γ(2.6)



+1 .



.



− .



2 4 + −1 Γ(3.6) Γ(3.2) 3.8Γ(2.8)



−



5 Γ(1.3)



.



we next use the MADM recurrence formula (2.14) to obtain: 39
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( )= ( )=



.



( )+5 +



.



[



.



( )] − .



[ − ]



( )= [



+1 ( )] .



( )+



.



[2 ]



( )



=0



It follows immediately that ( ) = 0, So ( ) =



∀ ≥1



+ 1 is the solution which is the exact expression for our linear



FIFDE.



2.5 Resolvent Kernel Method In this section, we introduce the Resolvent kernel technique for solving linear IFDE’s of Fredholm type which consider as follows: ( )= ( )+



( , )



( )



subjected to the zeroth homogeneous conditions and



= max ⌈



⌉with fractional order



>



, ∈ [ , ] … (2.15)



( )(



>



−1



) = 0, >⋯>



= 0: − 1 , 1



>



0



= 0.



We can written the solution of equation (2.15) in the form of an infinite series in power : ( )=



( )+



( )+



( )+⋯



… (2.16)



substituting this series in to equation (2.15), to obtain: ( )+ = ( )+



+



( )+ ( , )



( , )



( )+⋯ ( )



( )



Now, equate the coefficients of each equation (2.17) to find:
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+



+⋯



( , )



( )



… (2.17)



of same power on both sides of



Chapter Two



Analytical Solution Methods



( )= ( ) ( )=



( , )



( )



⎫ ⎪ ⎪ ⎪ ⎪



… (2.18) ⎬ ⎪ ⋮ ⎪ ⎪ ( )= ( , ) ( ) ; ( ≥ 0)⎪ ⎭ Apply the operator to both sides for each equation in (2.18), using lemma ( )=



( , )



( )



(2.1,i) with the given conditions to get: ( )=



… (2.19)



( )



( )=



( , )



( )



… (2.20)



( )=



( , )



( )



… (2.21)



⋮ ( )=



( , )



( , )=



( , )



( )



, ( ≥ 0)



… (2.22)



where



From equation (2.19),



( )=



… (2.23)



( ) say it is equal to ( ) then equation



(2.20) become: ( )= Use this resulting value of



( , )



ℊ( )



… (2.24)



( ) in equation (2.21) and using lemma (2.1, )



obtained:
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( )=



( , )



ℓ(



, )



ℓ



ℊ( )



ℓ



−



( , )



=



ℓ(



−ℓ



, )



ℊ( )



… (2.25)



ℓ=0



After interchanging the order of integral in equation (2.25), Thus: ( )=



( , )



ℓ(



, )



ℓ



ℊ( )



… (2.26)



ℓ



( ) can be written as:



So, the final formula of



[ ] ℓ (



( )=



, )



ℓ



ℊ( )



… (2.27)



ℓ



where [ ] ℓ (



, )=



( , )



Doing same stages as before to all



ℓ(



, )



… (2.28)



= 2,3, ⋯ with using lemma (2.1,ii), so the



( ), ∈ ℕ can be formed as:



general formula for



[ ] ℓ (



( )=



, )



ℓ



ℊ( )



,



≥0



… (2.29)



ℓ



where [ ℓ



]



( , )=



( , )



[ ] ℓ (



, )



… (2.30)



with [ ] ( ℓ



The sequence



, )=



( );



ℓ(



, ) for all ℓ



… (2.31)



∈ ℕ in (2.29) generates a power series for equation



(2.16) and reinput it to obtain the solution for our problem as



42



increases:



Chapter Two



( )≅



Analytical Solution Methods



( )=



[ ℓ



( )+



]



( , )



ℓ



ℊ( )



,



≥1



ℓ



= ℊ( ) +



ℊ( )



… (2.32)



( , )



… (2.33)



ℓ



ℛℓ ( , ; ) ℓ



where the



-Resolvent kernel is: [ ℓ



ℛℓ ( , ; ) =



]



Example (2.4): Consider the linear FIFDE on [ , ]. Assume that and



>



>



( , )= −



( − )



( )+( − ) ( )



( , ) = − . To find



;



[ ] ℓ (



, ) ; ℓ = 0,1 using



equations (2.31) and (2.23): [ ]



[ ]



putting



( , )=



( , )=



( , )=



( , )=



( − ) ( − ) Γ( + 1) 1 ( − )= ( − ) Γ( + 2) ( − )=



= 0 in equation (2.30) and for all ℓ = 0,1: [ ]



≤



=0



( )= ( )+ Here,



−1 



( , )=



= +



( , ) ( − ) Γ( + 1) (



[ ]



( , )



( − ) − + 2)Γ(



−



( − ) ( − ) ( − ) Γ( + 2) Γ( + 2)



and
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[ ]



substituting



( , )=



[ ]



[ ]



( , )



=



( − ) Γ( + 1) (



+



( − ) ( − ) Γ( + 2) Γ( + 3) [ ]



( , ) and



( , )



( − ) − + 3)Γ(



( , ) after putting



+ 2)



−



= 1 in equation (2.33)



to getting ℛ ( , ; ) and ℛ ( , ; ) . Finally putting all results above into equation (2.32) to obtain the approximate solution



( ) to



( ) . Putting



= 1 in equation (2.30) and for all ℓ = 0,1: [ ]



( , )=



( − ) Γ( + 1) (



+



(



( − ) + 2) Γ( −



−



( − ) + 3)Γ( −



−



+



( − ) Γ( + 2)



+



( − ) Γ( + 2)Γ(



(



+ 2)Γ(



+ 1)Γ(



+ 3)



+ 1)



+ 2)



( − ) + 2)Γ( + 2)Γ(



−



−



−



+ 1)



( − )



and [ ]



( , )=



( − ) Γ( + 1) Γ(



+



(



−



( − ) − + 1)Γ(



( − ) + 3)Γ( −



+



( − ) Γ( + 2)



+



( − ) Γ( + 3)Γ(



(



− + 3)
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+ 2)Γ( ( − ) + 3)Γ( −



+ 4) + 3) + 2)Γ(



+ 2)
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= 2 in equation (2.33) to getting:



substituting it after putting



ℛ ( , ; )=



[ ]



( , )+



[ ]



( , )



ℛ ( , ; )=



[ ]



( , )+



[ ]



( , )



and



( ) to



putting all results into equation (2.32) to get the approximate solution ( ) . Applying these stages for all



= 2,3, ⋯ and so on to obtain the ( ),



approximate resolvent kernel solution



Suppose we take the fractional orders and (0) =



( ), ⋯ and so on to ( ). = 1.2,



= 0.7,



= 0,



=1



(0) = 0 and define ( ) as: ( )=



2 Γ(1.8)



.



−



1 2 − 3 3.3Γ(2.3)



Table (2.2) shows the results of the example by using Resolvent kernel method with least square errors at each iterations: Table (2.2) Resolvent kernel method



Exact Solution



( )



( )



( )



( )



( )



( )



0.0



0



0



0



0



0



0



0



0.1



0.01



−0.008198



−0.001493



0.002775



0.005457



0.007144



0.008392



0.2



0.04



−0.003348



0.012641



0.022803



0.029187



0.033201



0.036147



0.3



0.09



0.016981



0.043944



0.061049



0.071797



0.0785549



0.083475



0.4



0.16



0.053341



0.092765



0.117734



0.133425



0.143291



0.150422



0.5



0.25



0.105972



0.159257



0.192954



0.214132



0.227448



0.237005



0.6



0.36



0.174998



0.243501



0.286760



0.313950



0.331046



0.343235



0.7



0.49



0.260488



0.345541



0.399179



0.432896



0.454096



0.469117



0.8



0.64



0.362481



0.465403



0.530227



0.570980



0.596604



0.614651



0.9



0.81



0.480996



0.603100



0.679913



0.728208



0.758573



0.779840



1.0



1.0



0.616042



0.758638



0.848241



0.904581



0.940005



0.964683



4.5924



1.8174



7.1841



2.8401



1.1227



3.8370



− 01



− 01



− 02



− 02



− 02



− 03



. .
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2.6 The Direct Computation Method The Direct Computational method that is commonly used to handle many Fredholm equations [4,22]. This method transforms a linear FIFDE to a fractional differential equation (FDE) then the solution of the obtained FDE is transformed to n algebraic equation. By calculating the solutions of the algebraic equation and substituting them into the solution of the FDE, the solution of the governing equation is obtained. Assume that the kernels in our problem (LFIFDE’s) is of the form: ( , )=



ℓ



( )ℎℓ ( )



… (2.34)



ℓ ℓ(



which



) and ℎℓ ( ) are linearly independents, for all



( ) = ( )+



( , )



subjected to the conditions:



( )=



property on fractional order



≥



respect to the fractional orders



( ) ;



:



∈ [ , ] … (2.35)



,



= 0,1, ⋯ , − 1 and



> and



∈ ℤ , = 0,



>⋯>



>



=⌈



⌉ with



= 0.Now with



, we have two cases:



Case I: If all fractional orders are equal except last one, i.e. and



=



(∀ = 1:



)



= 0: thus equation (2.35) can be written,simplicity, as: ( ) = ( )+



( , )



( )+



( , ) ( )



… (2.36)



By applying equation (2.34) for each kernel we get: ( ) = ( )+



ℓ(



)



ℎℓ ( )



( )



ℓ



ℓ(



+



)



ℎℓ ( ) ( )



,



ℓ
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and



∈ℤ



… (2.37)
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) = ∫ ℎℓ ( )



( )



ℓ(



and



) = ∫ ℎℓ ( ) ( )



. Thus,



equation (2.37) becomes: ( ) = ( )+



ℓ(



)



ℓ(



)+



ℓ(



ℓ



Apply



)



ℓ(



)



… (2.38)



ℓ



-operator for both sides ofequation (2.38) and using the lemma



(1.7) then we get the solution ( ) as formed: ( ) ( − ) + !



( )=



( )+



ℓ(



)



ℓ(



)



ℓ



[



+



ℓ(



)]



ℓ(



)



… (2.39)



ℓ



= 1,2, ⋯ ,



more generally, for all (



)=



we have:



ℎ ( )



( )



… (2.40)



putting equation (2.39) in (2.40), we obtain (



)=



,



+



ℓ(



,ℓ



,



)+



,ℓ



ℓ



ℓ(



)



… (2.41)



ℓ



where =



ℎ ( ) ( )



( ) !



ℎ ( )



=



( − ) + ( )



and , ,ℓ



=



ℎ ( )



ℓ(



)



rewrite equation (2.41) for all (



,



)−



,ℓ



ℓ(



,



and



,ℓ



=



= 1,2, ⋯ ,



, yields



) −



,



ℓ



,ℓ ℓ
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ℎ ( )



ℓ(



)=



ℓ(



)



… (2.42)
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= 1,2, ⋯ ,



In the next step for all



( )=



, we have: ℎ ( ) ( )



… (2.43)



by the same way put equation (2.39) into (2.43), we get: ( )=



,



+



,ℓ



ℓ(



,



)+



,ℓ



ℓ



ℓ(



)



… (2.44)



ℓ



where ( ) ( − ) + !



ℎ ( )



=



( )



with , ,ℓ



=



ℎ ( )



ℓ(



)



, ,ℓ



ℓ(



,ℓ



= 1,2, ⋯ ,



rewrite equation (2.44) for all −



,



and



)+



[



ℓ(



)]



, yields: ,



( )−



,ℓ



ℓ



ℎ ( )



=



ℓ(



)



=



… (2.45)



ℓ



Hence the equation (2.42) and (2.45) have the matrix form: ( ) =



… (2.46) +



where is two-block matrix of order is two-block vector of dimension [ [



] ]



[ [



] ]



and = 0,1, ⋯ ,



:



×



⎡1 − ⎢ ( )=⎢ − ⋮ ⎢ ⎣ −



, , , , , ,



× ×



, ,



− 1− ⋮ −



+



depending on



× 1, such that: [ [



×



where for all = 0,1, ⋯ ,



] ]



+



×



,
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=



×



… , ,



,



×



[ [



−



… − ⋱ ⋮ ⋯ 1−



] ]



, , , , ,



,



× ×



⎤ ⎥ ⎥ ⎥ ⎦



×



and
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⎡− ⎢ ( )=⎢− ⎢ ⋮ ⎢ ⎣−



, , , ,



, , , ,



− − ⋮



,



,



−



,



,



…



−



…



−



⋱ ⋯



, , , ,



⋮ −



, ,



⎤ ⎥ ⎥ ⎥ ⎥ ⎦



×



Moreover, ( ) ⎤ ( )⎥ , ⋮ ⎥ ( )⎦



⎡ =⎢ ⎢ ⎣ If rank [ ( )] =



+



⎡ =⎢ ⎢ ⎣



( ) ⎤ ( )⎥ ⋮ ⎥ ( )⎦



⎡ ⎤ = ⎢⎢ ⎥⎥ ⎢ ⋮⎥ ⎣ ⎦



and



then by LU-factorization method the coefficients



( = 0,1) in (2.46) are uniquely determined to obtain the solution of equation (2.39). Thus



( ) is the solution of linear FIFDE (2.35) with



conditions which is unique. Also, if rank [ ( )] 



+



, then the proposed



method breaks down to provide a solution, but in this case, the parameter changes this idea.



Case II: >



If all fractional orders are different such that



>



>⋯>



>



= 0. To handle equation (2.35), under the conditions, by using the direct computation method, we first substituting equation (2.34) into (2.35) gives the following FDE: ( )= ( )+



ℓ(



)



ℎℓ ( )



( )



ℓ



ℓ(



+



)



ℎℓ ( )



( )



+



ℓ



+



ℓ



( )



ℎℓ



( )



( )



ℓ



ℓ



( )



ℎℓ ( ) ( )



… (2.47)



ℓ
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Symbolize ∫ ℎℓ



( )



( )



by



for all ℓ where



ℓ



=



,



− 1, ⋯ , 1,0



then equation (2.47) becomes: ( ) = ( )+



ℓ(



)



ℓ(



+



ℓ



ℓ



)



ℓ



ℓ



+⋯+



( )



ℓ



+



ℓ



ℓ



ℓ



( )



… (2.48)



ℓ



ℓ



Apply R-L integral operator for order



,



, on equation (2.48) with using



lemma (1.7)we obtain the solution ( ) as: ( ) ( − ) + !



( )=



[



+



ℓ(



)]



( )+



ℓ(



)



ℓ



ℓ



+⋯+



ℓ



ℓ



( )



ℓ



ℓ



ℓ



[



+



ℓ



( )]



… (2.49)



ℓ



ℓ



= 1,2, ⋯ ,



more generally, for all



and



∈ℤ



for all



= 0,1, ⋯ ,



putting: =



ℎ ( )



( )



… (2.50)



After some basic-steps of manipulations we need to find



for all = 0:



and putting it in the equation (2.49) with using conditions obtained the solution ( ) for our linear FIFDE for this doing: ∈ℤ



then after using



equation (2.49) into equation (2.50) and lemma (2.2) for



( ) we



Now first, for



= 0 so



= 1,2, ⋯ ,



obtain:
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ℎ ( )



=



( )



(



=



,



)+



,ℓ (



)



,



+



ℓ



ℓ



,ℓ (



)



ℓ



,ℓ (



)



ℓ



ℓ ,



+⋯+



(



,ℓ



)



,



+



ℓ



ℓ



… (2.51)



ℓ



where (



)=



( ) !



ℎ ( )



( − ) +



( )



and ,



,ℓ (



)=



ℎ ( )



Second, for = 1 so



[



= 1,2, ⋯ ,



ℓ(



)]



,



= 0,1, ⋯ ,



− 1,



∈ ℤ . Apply lemma (2.2), after



where



putting equation (2.49) into (2.50) we get: =



ℎ ( )



( )



(



=



,



)+



,ℓ (



)



ℓ ,



+⋯+



,ℓ



,



+



ℓ



,ℓ (



)



ℓ



ℓ



(



)



ℓ



,



+



ℓ



,ℓ (



)



ℓ



… (2.52)



ℓ



where (



)=



,



,ℓ (



ℎ ( )



)=



ℎ ( )



( ) !



( − ) +



[
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ℓ(



)]



,



= 0,1, ⋯ ,



( )



− 1,
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and so on, for = =



− 1 so



( )



ℎ



= 1,2, ⋯ , ( )



, ,ℓ(



( )+



=



∈ ℤ then:



where



)



ℓ



)



ℓ



ℓ



, ,ℓ



+⋯+



, ,ℓ(



+



ℓ



( )



, ,ℓ



+



ℓ



ℓ



( )



… (2.53)



ℓ



ℓ



where ( )=



( ) !



( )



ℎ



( − ) +



( )



and , ,ℓ(



)=



Finally, for =



( )



ℎ



[



= 1,2, ⋯ ,



so



ℓ(



)]



,



= 0,1, ⋯ ,



− 1,



∈ ℤ . Also applying lemma



where



(2.2) and putting equation (2.49) into equation (2.50) then: =



ℎ



( )



=



( ) ,



( )+



,ℓ (



)



,



+



ℓ



ℓ



)



ℓ



ℓ ,



+⋯+



,ℓ (



,ℓ



(



)



ℓ



,



+



ℓ



,ℓ (



)



… (2.54)



ℓ



ℓ



where ( )=



( )



ℎ



( ) !



( − ) +



( )



and ,



,ℓ (



)=



ℎ



( )



[



ℓ(
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,



= 0,1, ⋯ ,
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Hence, from the equations (2.51-2.54) we make the block matrix form: ( ) =



… (2.55)



where is m-block matrix of order ∑



×∑



the m-block vector of dimension ∑ [ ⎡ ⎢ [ ⎢ ⎢ ⎣[



] ] ⋮ ]



×



[



]



×



×



[



]



×



[



⋮ ]



×



where for = 0,1, … ,



, ,



=[



], = 0,1, ⋯ ,



]



⋯ [ ⋮ ⋯ [



] ⋮ ]



, ,



[ ⎤⎡ ⎥⎢ [ ⎥⎢ ⎥⎢ ⎦ ⎣[



× × ×



, , , , , ,



… , ,



1− ⋮ −



, , , , ,



−



,



−



…



−



…



−



⋱ ⋯



⋮ ,



−



… − ⋱ ⋮ ⋯ 1−



,



−



=



If rank [ ( )] = ∑



[



−



, ,



⎡− ⎢− ( )=⎢ ⎢ ⋮ ⎢ ⎣−



(



is



]



×



] ⋮ ]



× ×



[ ⎤ ⎡ ⎥ ⎢[ ⎥=⎢ ⎥ ⎢ ⎦ ⎣[



] ] ⋮ ]



× × ×



⎤ ⎥ ⎥ ⎥ ⎦



and = 0,1, … ,



⎡1 − ⎢ ( )=⎢ − ⋮ ⎢ ⎣ −



=



and



× 1 , such that: ⋯



×



depending on



, ,



(



) ⋯



,



, , , ,



−



⎤ ⎥ ⎥ ⎥ ⎦(



,



⎤ ⎥ ⎥ ⎥ ⎥ ⎦



⋮



⋯ )



, , , ,



, ,



×



×



( × )



(



)



( × )



⎫ ⎪ ⎪ ⎪ )⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭



⋯ (2.56)



then by LU-Factorization method the coefficients ; in equation (2.55) are uniquely determined to obtain the



solution of equation (2.49). Thus ( ) is the solution of linear FIFDE (2.35) with conditions which is unique. Also, if rank [ ( )] < ∑



, then this method



breaks down to provide a solution, but in this case, the parameter idea.
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Remark: To handle equation (2.35) with a non-degenerate kernel, by means of the DCM, we make an -order degenerate approximation of the kernel as a partial sum of the Taylor series expansion of it. −1



( , )≅



( , )= ℓ=0



ℓ



1 ( − ℓ!



0)



+( −



0)



( , ) = , =



0



Example (2.5): Consider the following linear Fredholm IFDE with ∈ [0,1]: .



( )=



1 4 2 + − 1.4Γ(1.8) Γ(2.8) Γ(1.8)



together with the conditions: (0) = 1 and =



orders are equal which is



.



+



.



(2 + )



( )



(0) = 0 . Here, the fractional



= 1.2 and



( , )=2 + =



= 0. The kernels are ℓ(



)ℎℓ ( )



ℓ



( ) = , ℎ ( ) = 2,



=2∶



Thus



( ) = 1, ℎ ( ) =



.



while



( , ) = 0 , so all ’s and ℎ’s are zeros function. so, we have only oneblock matrix of dimension 2 × 2 and the components of system (2.46) can be found by using equations (2.41-2.44) as: ℎ ( ) ( )



=



, ,



, ,



=



=



ℎ ( )



ℎ ( )



= 1.533816105758



( )



( )



=



=



2



=1



( )( )



=



1 3



ℎ ( ) ( )



=



, ,



=



ℎ ( )



( )



=



(2)(1)



=2



, ,



=



ℎ ( )



( )



=



( )(1)



=



putting these data’s in matrix array (2.46) with know that 0 1 − 3



−2 1 2



( (



= 0.411858028398



= 1, formed:



) 1.533816105758 = ) 0.411858028398 54



1 2



Chapter Two



Analytical Solution Methods



Applying LU-factorization method to find the value of =[



(



),



After finding



.



(



)] = [−2.385936164513, −0.766908052879]



( ),



(2.39) with value of



=1−



.



.



( ) and



( ), putting them in equation



we get:



(0) ( ) + !



( )=



such:



+



.



.



( )+



ℓ(



)



ℓ(



)



ℓ



4 Γ(2.8)Γ(3.2)



.



+



1 1.4Γ(1.8)Γ(2.2)



+ (−2.385936164512966)



1 Γ(3.2)



.



+ (−0.766908052879167)



1 Γ(2.2)



.



after some simple manipulations we obtain ( ) = 1 −



.



which is the exact



solution of our considered linear FIFDE.



Example (2.6): Consider linear IFDE of the Fredholm type: .



( ) = ( )+



[(2 +



.



)



.



( )+



( )+



( )]



where ( )=



4 2 + Γ(3.3) 3.7Γ(2.7)



2 Γ(1.8)



−



together the conditions: (0) = 1 and



+



2 1 − 4.3Γ(2.3) 12



(0) = 0. Here, the fractional orders



= 1.2,



= 0.7,



( , )=2 +



=



are of type II which are:



.



= 0.3 and



= 0. The kernels



are: ℓ(



)ℎℓ ( )



ℓ



Here



= 2 and



( )= ,



ℎ ( ) = 2,
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ℎ ( )=



Chapter Two



Analytical Solution Methods



( , )=



=



ℓ(



)ℎℓ ( ) ,



here



= 1 and



( )= ,



ℓ(



)ℎℓ ( ) ,



here



= 1 and



( )=1



ℎ ( )=



ℓ



( , )=



=



ℎ ( )=



ℓ



So we have three-block matrices of dimension 4 × 4 and the elements of the system (2.55) can be found by using equations (2.51-2.54) and putting it in one algebraic system the components of which are (2.56) as: 2 ⎡ 1− 2 − Γ(3.5) Γ(2.5) ⎢ 1 1 ⎢ − 1 − ⎢ 4.5Γ(2.5) 3.5Γ(1.5) ⎢ 1 1 ⎢ ⎢ − 3.9Γ(2.9) − 2.9Γ(1.9) ⎢ 1 1 ⎢ − − 6.2Γ(3.2) 5.2Γ(2.2) ⎣



2 2 − Γ(3.5) Γ(2.5) 1 1 − − 4.5Γ(2.5) 3.5Γ(1.5) 1− −



1 3.9Γ(2.9)



1 6.2Γ(3.2)



,



Apply LU-factorization method to find the values ⎡ ⎢ ⎢ ⎢ ⎢ ⎣



After .



.



finding



0.091432 ⎤ ⎡ ⎤ ⎥ ⎢ ⎥ ⎥ ⎢ ⎥ ⎥ ⎢0.010683⎥ ⎥=⎢ ⎥ ⎥ ⎥ ⎢0.021382⎥ ⎥ ⎥ ⎢ ⎢ ⎥ ⎥ ⎦ ⎣0.260840⎦



⎤⎡ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ 1 ⎥⎢ − 2.9Γ(1.9) ⎥ ⎢ ⎥⎢ 1 ⎥⎢ 1− ( ) 5.2Γ 2.2 ⎦ ⎣



−



,



and



as



.



( ) and



⎤ −1.4906254295 ⎥ −0.39865563812 ⎥= −0.34993558204 ⎥ ⎥ 0.083333333 ⎦



( ) ,



.



.



( ) ,



( ) ,



( )and putting them in equation (2.49) we get: (0) () + !



( )=



.



+ = 1−



+



[



.



.



( )+



[



ℓ(



)]



ℓ



+



.



[



( )]



ℓ



( )]



1 4 2 + − 1.4906254295 − 0.34993558204 Γ(3.2) Γ(3.3) 3.7Γ(2.7)



.



1 2 1 − − 0.39865563812 + 0.083333333 Γ(2.2) 4.3Γ(2.3) 12



.



+



after some simple manipulations we obtain ( ) = 1 − solution of our considered linear FIFDE.
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which is the exact
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2.7 Discussion In this chapter, five analytic and approximate methods for treating “linear integro-fractional differential equation of Fredholm type with variable coefficients” were introduced with some illustrating examples for each method. But the following points have been noticed: 1. In general, these analytical and approximate methods proposed here provided good results and effectiveness in solving some special types of our problem. 2. Successive Approximation and Resolvent kernel methods for solving our problem needs a long time to give a good approximation. 3. Sometimes the Noise terms in Adomian method will not appear, so we use modified Adomian Decomposition method. 4. The Resolvent kernel method and Direct Computation method, here cannot be generalized to solve our problem for ≥ 2 terms in fractional-part. 5. The analytic methods failed for some examples, so we can go to some numerical methods. See the test examples below.



2.8 Test examples: In this thesis, we will take the following linear Fredholm integro-fractional differential equations with variable coefficients for different arbitrary orders as test examples: Test example ( ): Consider a higher-order linear IFDE of Fredholm type with variable coefficients for fractional order lies in(0,1): .



( ) + sinh( ) ( ) = ( )+



[(



)



.



( )+(



− 1)



where
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.



( )+(



) ( )]
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6 Γ(2.3)



.



+ sinh( )(3



−5



+ 2) −



6 6 − 4.2Γ(2.2) 3.5Γ(2.5)



+



6 Γ(3.5)



+8



subjected to the boundary conditions: (0) + (1) = 7. while the exact solution is: ( ) = 3



+2



Test example ( ): Consider a higher-order linear FIFDE with variable coefficients: ( )−



( ) + sin( ) ( ) = ( )+



2



( ) + (1 +



) ( )



12 Γ(4 − )



+



where 12 Γ(4 − 2 )



( )= +(2



−3



−



+ 1)sin( ) −



6 Γ(3 − 2 )



−



6 Γ(3 − )



24 12 3 − + (5 − )Γ(4 − ) (4 − )Γ(3 − ) 20



−



1 2



with the boundary conditions: if0 



≤ 0.5 and 0 



≤ 1 then: (0) + (1) = 1



if0.5 



≤ 1 and 0 



≤ 1 then (0) + (1) = 1 (0) + (1) = 2



while the exact solution is



( )=2



−3



+1



Test example ( ): Consider a higher-order linear FIFDE with variable coefficients: .



( )+



1 3



.



= ( )+



( )−4



.



( )+



[( − )



.



( ) + (2 + )



where
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( ) ( ) .



( )−



( )]
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−2 Γ(1.4)



.



−



−



2 3Γ(2.1)



.



+



8 Γ(2.7)



2 4 + Γ(2.2) Γ(3.6)



+



+



.



+ (1 −



)



( )+4



2 2 − (3.6)Γ(2.6) (2.2)Γ(1.2)



with the boundary conditions: (0) + (1) = 1 (0) + (1) = −2 where the exact solution is: ( ) =1− Test example ( ): Let us consider a higher-order linear IFDE’s of Fredholm type with variable coefficients; while all fractional order lies in (0,1): .



.



( )−



( ) + cos( ) ( )



= ( )+



[(



)



+



.



( )+



( )]



where ( )=



−2 Γ(1.3) +



.



+



2 Γ(1.4)



.



+ cos( ) (1 − 2 ) +



2 Γ(2.7)



−3



together with boundary condition: while the exact solution is:



(0) + 2 (1) = −1



( ) =1−2



59



+



2 3.7Γ(1.7)
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3.1 Introduction One of the most common topics in a numerical analysis course is the idea of quadrature. Quadrature is the classical term reserved for numerically approximating the integral of a defined function over some bounded region within a specified error tolerance. The quadrature rule can basically be classified into two families: the Newton cotes quadrature rule (closed) and Gauss quadrature rule, depending on the taking equispaced points [47,69]. The most familiar techniques are those that fall under the Newton-Cotes classification such as for closed, the trapezoidal rule or Simpson’s rule. Furthermore, these techniques are common tools used in applied mathematics to obtain the numerical answers for definite integrals that cannot be solved analytically [40]. Also, it is a basis of every Numerical Methods for solution of integral equations [21]. The quadrature techniques are the basis of every numerical method for finding solution of integral equations: Al-Rawi [80] used quadrature methods to solve the first kind IE on convolution type, Al-Nasir [5] applied it to solve VIE’s of second kind and Jafar with Mahdi [39] using modified trapezoid quadrature method for solving FIE of second kind, although Rahbar and Hashemizadeh [67]. While, Emamzadeh and Kajani [25] used quadrature technique for the second kind Nonlinear Fredholm Integral equation. Moreover, Samuel and Robert [74] applied it to solve singular VIE. Furthermore, Saadati with Shakeri [66] and Al-Timeme [54] are solving linear IDE’s applying quadrature techniques, although, Burhan F. Jumah[18] applied it for solving Non-Linear Volterra Integral Equation. Also, Shazad with Shokhan [76] used it to numerically treat the solution of the most general linear VIFDE’s. In this chapter, we present a new numerical solution scheme for the first time to treat various arbitrary order lies in (0,1) of linear integro-fractional differential equation of Fredholm type with variable coefficients combining 60
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with the aid of finite-difference and closed Newton cotes methods including Trapezoidal and Simpson rules. In order to express these solutions, three algorithms with computer programs in MatLab (V.8) are written and many numerical examples are given for illustrating the efficiency of this numerical method.



3.2 Solution Technique for IFDEs of Fredholm Type: In this section, a new two algorithms for solving linear IFDE of Fredholm type with variable coefficients using closed Newton-cotes methods with the aid of the finite difference approximation has been presented. Recall equation ,



(1.28) with strictly decreasing fractional orders = 0:



and = 0: ( )+



lies in (0,1) for all



: ( )



( )+



( ) ( )= ( )



( , )



+



( )



,



a ≤ ≤ … (3.1)



under the boundary condition: ℊ



( )+



( )=



For obtaining an approximation of the solution ( + 1) -equally spaced grid points



=



( ) in a given set of



+ ℎ, ( = 0,1,2 … , ) with



+ ℎ = , consists in approximating the linear Fredholm IFDEs in the discretized equations: ( )



= ( )+



( )+



( ) ( )



( , )



( )
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by means of a repeated Newton-Cotes type quadrature rule. This leads to a system of



+ 1 unknowns ( ) =



+ 1 linear algebraic equations in



,



which approximates ( ) . Here, the Fredholm integral part in (3.2) is approximated by closed Newton-Cotes formula (trapezoidal and Simpson’s rule) and the fractional differential parts is approximated by using forward difference as state in the following proposition. Proposition (3.1): [78] The finite forward difference approximation of Caputo derivative for 0



≤ 1 at defined points =



; = 0,1, … ,



− 1 and ℎ = ( − )/ ,



is formed ( where



ℓ



)=



= (ℓ + 1)



ℎ Γ(2 − ) −ℓ



[ (



ℓ



ℓ )] ℓ



)− (



… (3.3)



ℓ



.



3.2.1 Trapezoidal Method: The trapezoidal rule is a special case of (unweighted) closed Newton-Cotes formula which is the simplest numerical method for evaluating a definite integral, and it is based on linear interpolation of ( ) at approximated by straight line joining ( , interval [ , ] into



-subintervals [ ,



) and (



, i.e., ( )



), we divide the



] of equal length ℎ = ( − )⁄



where the sample points can be expressed as



+ ℎ , ( = 0,1, … , ) ,



=



+ ℎ , then the numerical integration of ( ) over the interval



=



with



,



and



[ , ] by trapezoidal rule can be written as[33,47,62]: ( ) where 



≅



ℎ 2



( )+2



( )+ ( ) =ℎ



is weights for trapezoidal rule, where



), with global Error –



(



)



ℎ



( ),
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( ) … (3.4) =



< .



= ;



= 1;(0 
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By applying (3.4) rule to evaluate each integral part in equation (3.2) for each = 0,1, … ,



and taking into account the formula (3.3) with lemma (1.9), that



is the Caputo-fractional order for any continuous function at the starting point =



=



equal to zero, then its results formed in the following classification: =0



first, for =



,



+ ℎ



1 2



+



()



,



()



,



−



[



ℓ−



ℎ 2



,



]



ℓ



+



ℓ



ℓ



+ ℎ



+



,



ℎ 2



,



… (3.5) 



assuming that: ℓ(



where



)=



is the fractional order



ℓ



2−



… (3.6) ℓ



with ℓ =



or



ℓ (ℓ)



= 0,1, … , ℓ . Clearly that



ℎ



= 1 and



ℓ



or



=



ℓ



respectively for all ,



for all ℓ,



and



is the approximate value of ( ).



;



Second, for



= 1,2, … , , replace it by ̅ =



− 1 so ̅ = 0,1, … ,



− 1 also



using equation (3.3) with lemma (1.9) to equation (3.2), yields: ̅



()



, ̅



[



−



̅ ℓ



̅ ℓ] ℓ



+



, ̅



̅



ℓ



= ̅



+



ℎ



+



ℎ 2



+ ℎ



̅



̅



()



,



()



,



̅



,



−



[



+



ℎ 2



−



̅
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,



]



+



ℎ 2 ̅



,



… (3.7)
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From the linear algebraic equations (3.5) and (3.7) we construct a linear system of equations, this can be written in a matrix form: [ − ( ℎ) ] = … (3.8) where ℓ



=[



ℓ]



is lower triangular matrix and define each elements



×



for all , ℓ = 0:



as:



= 0 for all < ⎫ = ℋ ( ) for each = 0: ⎪ ⎪ () =− for all = 1: ⎪ ,



,ℓ ,



,



⎬ ⎪ () such that all > ,ℓ = , ⎪ ℓ ⎪ for each = 2,3, … , and with ℓ = 1,2, … , − 1⎭



… (3.9)



while ,



ℋ ( )=



+



,



and the coefficients



and



ℓ



ℓ



()



,



if = 0 o. w.



… (3.10)



(ℓ = 0: ) for any real number



∈ (0, 1] ,



( = or ) defined as: = (1 + ℓ) −ℓ ; = 1 ; = 1 and assume = 0, ∀ ∈ ℤ



ℓ ℓ



=



−



ℓ



ℓ



=[



ℓ]



define each elements



ℓ



Moreover, the



,



×



is a square matrix of dimension



for all , ℓ = 0:



−



,



()



⎫ ⎪



,



⎪ ⎪



∗ ,ℓ



=



,ℓ



()



+



=



1 2



,



+



− 1 … (3.12) ⎬ ⎪ ⎪ ⎪ ⎭ ,



ℓ



,



()



+ 1 and



as:



∗



1 = 2



… (3.11)



,
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where the sign (∗) denote that the last term of the summation is multiplied by ½ (half). Furthermore, =[ since



⋯



= ( ) and



]



and



=[



⋯



]



( = 0: ) is the approximate value of



= ( ).



Finally, in this technique a boundary condition of equation (3.1) is added as a new row in the system (3.8) can be formed in matrix form, this gives: = … (3.13) where =[



0



⋯



0



ℎ ]



=[



,



⋯



]



=[ ]



and



obtaining a new matrix by adding (3.13) to (3.8), yields = … (3.14) where =



− ℎ ⋯⋯



and = ⋯ (



)×(



)



(



)×



To determine the approximate column vector ’s in equation (3.14), store the matrix solve [



and compute ] =[



and



then use LU-factorization procedure to



]. Then the approximate solution for all



at each point



( = 0: ) is obtained for fractional order linear FIDE’s (3.1).



The Algorithm (AFIFT) The approximate solution for linear IFDEs of Fredholm type with variable coefficients by using closed Newton-Cotes formula (Trapezoidal rule) with aid of finite difference approximation can be summarized by the following stages: Step 1: a. Input ∈ ℤ , take ℎ = ( − ) / and = b. Input the coefficients of boundary conditions



+ ℎ. , ℎ and



.



Step 2: To compute and ℓ = or



ℓ(



) for each = 0,1, … , ℓ, (∈ ℤ ) and for all , respectively, applied equation (3.6). 65



=



or



Chapter Three



Newton-Cotes Quadrature Method



Step 3: >



Using equation (3.10) and step 2 for all fractional orders ⋯> > = 0 to evaluate ℋ ( ), ∈ ℤ .



>



Step 4: For all ℓ = 0,1, … , fractional orders =



find the constant coefficients ( ℓ and and respectively using equation (3.11).



ℓ



) for



Step 5: For all , ℓ = 0,1, … , evaluate each elements ,ℓ using formulas in equation (3.9) with steps (2,3 and 4). Finally, construct the lower triangular matrix = [ ℓ ] . × Step 6: Evaluate the values of kernels at each given points, all = 0,1, … , and , ℓ = 0,1, … , .



ℓ



( , ℓ ) for



=



Step 7: For all , ℓ = 0,1, … , calculate each elements ℓ using formulas in equation (3.12) with steps (4 and 6). Finally, construct the matrix = [ ℓ] . × Step 8: Compute all element of column vector + ℎ ( = 0,1, … , ).



at points



by



= ( ),



=



Step 9: Putting boundary conditions form (3.13).



,ℎ



and



into matrices



and



to



Step 10: Construct the matrices



and



which are represented in system (3.14).



Step 11: Apply LU-factorization method for system which is obtained in step 10 after multiplying both sides by , to compute the column-approximate values of exact solution .
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3.2.2Simpson’s Method: The Simpson’s rule is a second case of (unweighted) closed-Newton-Cotes formula which is the most important rule for evaluating bounded integrals numerically, here we use parabolas to approximate each part of the curve. The given integral of integration can be divided into ℎ = ( − )/ , ℎ . If



≥ 2, and points



-subintervals of equal length



+ ℎ ( = 0,1, … , ) and



=



=



+



( ) over [ , ] by



-is even, then the numerical integration of



Simpson’s rule can be written as[33,34,54,62]: ℎ = 3



( )



/



[ (



)+4 (



)+ (



)]



/



=ℎ



ℓ



(



ℓ ) … (3.15)



ℓ



If -is odd, we formulated Simpson's rule as: (



( )



)/



=ℎ



(



ℓ



ℓ) +



ℓ



while ,



ℓ



and



ℎ



ℓ



(



ℓ ) … (3.16)



ℓ



are the weights for Simpson’s rule where



ℓ



= ; and



=



with global error –



(



= ; also, the set of points )



ℎ



( )(



) ,







=



=



=



+ ℎ ( = 0: )







By applying the equations (3.15) or (3.16) for number of sub-intervals even or odd, respectively, to evaluate each integral parts in equation (3.2) with taken formula (3.3) and lemma (1.9), then it results in the following classification:  For



-is even:



First for



= 0 , i.e. take



=



=



in to equation (3.2) and using



formula (3.15) with proposition (3.1), we get:
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ℎ + 3



()



,



[



ℓ



−



]



ℓ



ℓ



ℓ



+4



()



,



[



−



ℓ



]



ℓ



ℓ



ℓ ⁄



ℎ + 3



[



ℓ



−



+



,



]



ℓ



ℓ



ℓ ⁄



ℎ + 3



+4



,



= 1,2, … ,



In the next step for 1 also take



()



,



=



,



replace it by ̅ =



… (3.17)



− 1 so ̅ = 0,1, … ,



−



into equation (3.2) and also using formula (3.15) for ̅



integral parts and proposition (3.1), we obtain: ̅



()



, ̅



[



̅ ℓ] ℓ



−



̅ ℓ



+



, ̅



̅



ℓ



=



⁄



ℎ + 3 ̅



̅



()



,



[



ℓ



−



]



ℓ



ℓ



ℓ



+4 ̅



()



,



[



−



ℓ



ℓ



]



ℓ



ℓ ⁄



ℎ + 3



̅



where all



ℓ(



[



ℓ



−



ℓ



]



ℓ



ℓ ⁄



ℎ + 3 +



()



,



̅



̅



+4



,



̅



,



} ⋯ (3.18)



,



) for fractional orders



=



and ℓ =



or



= 0: ℓ(ℓ ∈ ℤ ) are defined in equation (3.6) and



kernels values for all ,



= 0:



and = 0: 68



.



or



respectively for =
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After some simple manipulation for linear algebraic equations (3.17) and (3.18) we construct a linear system of equations, that can be written in matrix form: − =[



where ℓ



ℓ]



ℓ]



element ,



for all , ℓ = 0,1, … ,



=



,ℓ



=



,



=



in the equations (3.9, 3.10 and 3.11). Moreover, the + 1 and define each



is a square matrix of dimension



× ℓ



= ⋯ (3.19)



is lower triangular matrix and define each element



×



for all , ℓ = 0,1, … ,



=[



ℎ 3



()



−



,



ℓ



,ℓ



()



⎫ ⎪ ⎪ ⎪ ℓ = 1: − 1 ⋯ (3.20) , ℓ ⎬ ℓ ⎪ ⎪ ⎪ ⎭ ,



()



+



+



,



as:



,



with 1 = 2 4



if = if ≠ and is even if ≠ and is odd 



Furthermore, =[ = ( ) and



since



 For



]



⋯



=[



and



( = 0: ) is the approximate value of



= ( ).



= 0, using formula (3.16) and applying proposition (3.1)



into equation (3.2) after putting = =



]



-is odd:



First for



,



⋯



(



ℎ + 3 +4



= , we obtain:



)⁄



()



[



,



ℓ



−



ℓ



ℓ



[



,



ℓ



ℓ
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(



ℎ 3



()



[



,



−



ℓ



ℓ



ℓ



+



ℎ 2



+



()



[



,



ℓ



−



]



ℓ



ℓ



ℓ



[



,



ℎ + 3 ℎ + 2



−



ℓ



]



ℓ



ℓ



ℓ )⁄



(



+4



,



+



,



+



,



,



⋯ (3.21)



,



= 1,2, … , , putting ̅ = − 1. So, ̅ = 0,1, … ,



for



]



ℓ



− 1 and put



= ̅



into equation (3.2) and using equation (3.16) for integral terms with using proposition (3.1), to obtain: ̅



()



, ̅



[



̅ ℓ



−



(



)⁄



ℓ



= ̅



ℎ + 3



̅ ℓ] ℓ



() ̅



+



, ̅



̅



[



,



ℓ



−



ℓ



]



ℓ



ℓ



+4 ̅



[



, ℓ (



ℎ + 3 +



ℎ + 3 +



]



ℓ



ℓ



)⁄



() ̅



[



,



ℓ



−



ℓ



]



ℓ



ℓ



ℎ 2



+



−



ℓ



() ̅



[



,



−



ℓ



ℓ] ℓ



ℓ ̅



[



, )⁄



(



−



]



ℓ



ℓ



ℓ



̅



,



ℓ



+4



,



}+



ℎ 2 ̅
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̅



,



,



+ ̅



,



⋯ (3.22)
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) for fractional order



= or and ℓ =



or



, respectively, for



= 0: ℓ(ℓ ∈ ℤ ) are defined in equation (3.6) and



all



,



kernel values for each



= 0:



= 0:



and



=



,



all



.



From Linear algebraic equations (3.21) and (3.22), construct a linear system of equations which can be written in matrix form: ℎ 3



− =[



where ℓ



ℓ]



is lower triangular matrix and define each element



×



for all , ℓ = 0,1, … ,



=[



ℓ]



,



,ℓ



in the equations (3.9-3.11). Moreover, the matrix



is a square dimension and define each elements



×



, ℓ = 0:



= ⋯ (3.23)



for all



as: =



,



=



ℓ



()



−



,ℓ



()



+



⎫ ⎪ ⎪ ⎪ ℓ = 1: − 2⎪ ℓ ⎪



,



, ℓ



=



,



,



ℓ



,



=



,



()



+



+



()



,



⎬ , ( ) ⎪ ⎪ ⎪ ⎪ ⎪ ⎭



⋯ (3.24)



with 3/2 5/2 = 4 2 =[



Furthermore: Moreover , of



= ( ) and



= = − 1 ≠ , − 1 and is odd ≠ , − 1 and is even ⋯



]



and



for all = 0.1 … . .



= ( ).
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Finally, from using the boundary equation in matrix form(3.13) and obtaining a new matrix by adding (3.13) to (3.19) or (3.23) for different value of yields: = … (3.25) ℎ − 3 where = ⋯⋯⋯⋯



and = ⋯ (



)×(



(



)



To determine the approximate column vector



’s, store the matrix



compute



and



[



] . The approximate solution for all



] =[



)×



and



then use LU-factorization procedure to solve at each point ( =



0: ) is obtained for fractional order linear FIDE’s (3.1).



The Algorithm (AFIFS) The approximate solution for linear IFDEs of Fredholm type with variable coefficients by using closed Newton-Cotes formula (Simpson’s 1/3ℎ rule) with aid of finite difference approximation can be summarized by the following steps: Step 1: a. Input ∈ ℤ , take ℎ = ( − )/ and = b. Input the coefficients of boundary conditions



+ ℎ. , ℎ and



.



Step 2: To compute and ℓ = or



ℓ(



) for each = 0,1, … , ℓ, (∈ ℤ ) and for all , respectively, applied equation (3.6).



=



or



Step 3: Using equation (3.10) and step 2 for all fractional orders ⋯> > = 0 to evaluate ℋ ( ), ∈ ℤ .



>



>



Step 4: For all ℓ = 0,1, … , fractional orders =



find the constant coefficients ( ℓ and and respectively using equation (3.11).
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Step 5: For all , ℓ = 0,1, … , evaluate each elements ,ℓ using formulas in equation (3.9) with steps (2,3 and 4). Finally, construct the lower triangular matrix = [ ℓ ] . × Step 6: Evaluate the values of kernels at each given points, all = 0,1, … , and , ℓ = 0,1, … , .



ℓ



( , ℓ ) for



=



Step 7: For all , ℓ = 0,1, … , evaluate each elements ℓ using formulas in equation (3.20) for -is even and formulas in equation (3.24) for -is odd with steps (4 and 6). Finally, construct the matrix = [ ℓ ] . × Step 8: Compute all element of column vector + ℎ ( = 0,1, … , ).



at points



by



= ( ),



=



Step 9: Putting boundary conditions form (3.25).



,ℎ



and



into matrices



and



to



Step 10: Construct the matrices



and



represented in system (3.25).



Step 11: Apply LU-factorization method for system, which is obtained in step 10 after multiplying both sides by , to compute the column-approximate values of exact solution .
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3.3 Numerical Experiment: In this section, we intend to show the efficiency of the closed Newton-Cotes quadrature method for solving linear IFDE’s of Fredholm type with variable coefficients (3.1) under the given boundary condition by illustrating some examples in which the exact solution has already existed. We solve these examples by applying the proposed algorithms (AFIFT and AFIFS) and for calculating the results in each table, computer programming in MatLab (V.8) was written for all of them. The least square error with running time of programs was used for our comparison between the algorithms. Example (3.1): Recall the test example (1), which is a linear IFDE of Fredholm type with variable coefficients for fractional order lies in (0,1) : Take + ℎ, ( = 0: ) .Since ( ,



=



= 0.7 , 



are



= 0 and =ℎ



coefficients



) = (1,2) and the fractional orders



= 0.8 ,



= 1 and



= 10 and



= 0.5 ,



= 0 with



boundary



= 7 by running the programs Main N-



CTrap and Main N-CSimp the following obtained: (0) = 5.5844412044 



(0) = 6.8719105251



(1) = 3.5682482323



,



+



(2) = 1



if = 0



,



with ℋ ( ) =



(1) = 1



()



,



Table (3.1) contain all values of ℋ ( ) for each



1,2, … = 0(0.1)1 for



= 1: 10



with ℋ (0) = 0: Table (3.1) t ℋ (r) t ℋ (r)



0.1 



0.2 



0.3 



0.4 



0.5 



5.6846079545 5.7857772070 5.8889614979 5.9951935302 6.1055365099 0.6 



0.7 



0.8 



0.9 



1.0 



6.2210947866 6.3430249063 6.4725471866 6.6109579301 6.7596423981 
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Table (3.2) contain all values of



for fractions



ℓ



=



for all ℓ =



and



0,1, … ,10 Table (3.2) orders ℓ



-fractional ℓ



-fractional



ℓ



ℓ



ℓ



ℓ



1 



1 



1 



1 



1 



1 



2 



1 



0.2311444133 



1 



0.4142135623 



0.1486983549 



3 



1 



0.1592447569 



1 



0.3178372451 



0.0970325846 



4 



1 



0.1253273961 



1 



0.2679491924 



0.0737769711 



5 



1 



0.1049400301 



1 



0.2360679774 



0.0602217506 



6 



1 



0.0911132627 



1 



0.2134217652 



0.0512394196 



7 



1 



0.0810201031 



1 



0.1962615682 



0.0448040804 



8 



1 



0.0732760205 



1 



0.1826758136 



0.0399434049 



9 



1 



0.0671160618 



1 



0.1715728752 



0.0361290074 



10 



1 



0.0620802700 



1 



0.1622776601 



0.0330476185 



Table (3.2) contain all values of



for fractions



ℓ



=



for all ℓ =



and



0,1, … ,10. Table (3.3) orders



-fractional



-fractional



ℓ



ℓ



ℓ



ℓ



ℓ



ℓ



1 



1 



1 



1 



1 



1 



2 



0 



−0.7688555866 



0 



−0.5857864376 −0.8513016450 



3 



0 



−0.0718996563 



0 



−0.0963763171 −0.0516657703 



4 



0 



−0.0339173607 



0 



−0.0498880527 −0.0232556134 



5 



0 



−0.0203873660 



0 



−0.0318812149 −0.0135552204 



6 



0 



−0.0138267674 



0 



−0.0226462122 −0.0089823310 



7 



0 



−0.0100931596 



0 



−0.0171601970 −0.0064353391 



8 



0 



−0.0077440825 



0 



−0.0135857545 −0.0048606755 



9 



0 



−0.0061599586 



0 



−0.0111029384 −0.0038143975 



10 



0 



−0.0050357918 



0 



−0.0092952150 −0.0030813888 
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The matrices



and



in the methods (Trapezoidal and Simpson) which is



formed as in equations (3.9 for -matrix) and (3.12, 3.20, 3.24 and 3.34 for Imatrix), running programs to obtain: 0 0 0 ⎡ −5.5844 5.6846 0 ⎢ −1.2908 −4.2936 5.7857 ⎢ −0.8892 −0.4015 −4.2936 ⎢ ⎢ −0.6998 −0.1894 −0.4015 = ⎢ −0.5860 −0.1138 −0.1894 ⎢−0.5088 −0.0772 −0.1138 ⎢−0.4524 −0.0563 −0.0772 ⎢−0.4092 −0.0432 −0.0563 ⎢−0.3748 −0.0343 −0.0432 ⎣−0.3466 −0.0281 −0.0343



1.0372 ⎡1.0265 ⎢ 1.0070 ⎢0.9784 ⎢ ⎢0.9409 = ⎢0.8942 ⎢0.8382 ⎢0.7729 ⎢0.6982 ⎢0.6138 ⎣0.5197



33.2904 ⎡32.9114 ⎢ 32.2550 ⎢ 31.3186 ⎢ ⎢30.0991 = ⎢28.5929 ⎢ 26.7963 ⎢ 24.7051 ⎢ 22.3146 ⎢ 19.6199 ⎣ 16.6152



0.0166 0.0241 0.0316 0.0390 0.0465 0.0541 0.0621 0.0706 0.0796 0.0893 0.1



−3.5352 −3.1558 −2.7500 −2.3135 −1.8416 −1.3292 −0.7703 −0.1587 0.5127 1.2517 2.0670



0 0 0 5.8889 −4.2936 −0.4015 −0.1894 −0.1138 −0.0772 −0.0563 −0.0432



0.0108 0.0182 0.0257 0.0333 0.0412 0.0494 0.0581 0.0674 0.0775 0.0884 0.1004



0.0072 0.0148 0.0227 0.0309 0.0397 0.0490 0.0591 0.0699 0.0817 0.0947 0.1090



0 0 0 0 5.9951 −4.2936 −0.4015 −0.1894 −0.1138 −0.0772 −0.0563



0.006 0.0141 0.0229 0.0323 0.0426 0.0537 0.0658 0.0791 0.0937 0.1098 0.1276



3.7650 −2.3579 1.6365 3.7657 −1.8123 1.4405 3.7213 −1.1906 1.1715 3.6320 −0.4868 0.8274 3.4982 0.3055 0.4063 3.3200 1.1938 −0.0940 3.0980 2.1860 −0.6762 2.8326 3.2909 −1.3430 2.5241 4.5182 −2.0974 2.1731 5.8788 −2.9430 1.7801 7.3847 −3.8833



0 0 0 0 0 6.1055 −4.2936 −0.4015 −0.1894 −0.1138 −0.0772



0.0076 0.0168 0.0270 0.0383 0.0508 0.0646 0.0799 0.0968 0.1154 0.1361 0.1589



0.1656 1.0349 2.0504 3.2214 4.5581 6.0720 7.7755 9.6825 11.8084 14.1700 16.7862



0 0 0 0 0 0 6.2210 −4.2936 −0.4015 −0.1894 −0.1138



0 0 0 0 0 0 0 6.3430 −4.2936 −0.4015 −0.1894



0.0126 0.0236 0.0361 0.0502 0.0661 0.0839 0.1037 0.1258 0.1503 0.1775 0.2075



0.0224 0.0362 0.0522 0.0706 0.0917 0.1154 0.1421 0.1720 0.2053 0.2423 0.2832



−1.2014 −1.6445 −2.1887 −2.8385 −3.5991 −4.4760 −5.4754 −6.6042 −7.8698 −9.2808 −10.8462



4.1867 5.5774 7.2135 9.1097 11.2825 13.7498 16.5318 19.6505 23.1303 26.9981 31.2838



0 0 0 0 0 0 ⎤ ⎥ 0 0 0 0 0 0 ⎥ ⎥ 0 0 0 ⎥ 0 0 0 ⎥ 0 0 0 ⎥ 0 0 0 ⎥ 6.4725 0 0 ⎥ −4.2936 6.6109 0 ⎥ −0.4015 −4.2936 6.7596⎦



×



0.0401 0.0589 0.0811 0.1070 0.1369 0.1709 0.2093 0.2525 0.3006 0.3542 0.4136



×



−4.4938 −5.1529 −5.9223 −6.8090 −7.8208 −8.9663 −10.2550 −11.6974 −13.3053 −15.0913 −17.0698



0.2577 0.3135 0.3793 0.4557 0.5433 0.6428 0.7551 0.8810 1.0215 1.1777 1.3508



14.0705 16.9392 20.3133 24.2235 28.7034 33.7905 39.5258 45.9551 53.1286 61.1019 69.9366



0.3010 0.3533⎤ ⎥ 0.4143 ⎥ 0.4849 ⎥ 0.5654⎥ 0.6567⎥ 0.7595⎥ 0.8746⎥ 1.0029⎥ 1.1455⎥ 1.3034⎦



6.0219 7.0662 ⎤ ⎥ 8.2879 ⎥ 9.6982 ⎥ 11.3095 ⎥ 13.1353 ⎥ 15.1907⎥ 17.4924⎥ 20.0587⎥ 22.9100⎥ 26.0688⎦



×



From the boundary condition equation the matrix form computed as: [ ; ] = [1 0 0 0 0 0 0 0 0 0 1; 7] substituting the above matrices for fundamental equation, the augmented matrix is obtained based on a condition which is: [ ; ] −1.0372 ⎡ ⎢−6.6110 ⎢−2.2978 ⎢−1.8677 ⎢−1.6408 = ⎢−1.4802 ⎢−1.3470 ⎢−1.2254 ⎢−1.1074 ⎢−0.9886 ⎢−0.8664 1 ⎣



−0.0166 5.6604 −4.3252 −0.4405 −0.2359 −0.1680 −0.1394 −0.1269 −0.1228 −0.1237 −0.1282 0



−0.0108 −0.0182 5.7600 −4.3270 −0.4427 −0.2389 −0.1720 −0.1447 −0.1338 −0.1316 −0.1348 0



−0.0072 −0.0148 −0.0227 5.8579 −4.3333 −0.4505 −0.2485 −0.1838 −0.1590 −0.1511 −0.1522 0



−0.0060 −0.0141 −0.0229 −0.0323 5.9525 −4.3473 −0.4673 −0.2685 −0.2076 −0.1870 −0.1839 0



−0.0076 −0.0168 −0.0270 −0.0383 −0.0508 6.0408 −4.3735 −0.4983 −0.3049 −0.2499 −0.2361 0



−0.0126 −0.0236 −0.0361 −0.0502 −0.0661 −0.0839 6.1173 −4.4194 −0.5518 −0.3669 −0.3214 0
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−0.0224 −0.0362 −0.0522 −0.0706 −0.0917 −0.1154 −0.1421 6.1709 −4.4989 −0.6438 −0.4726 0



−0.0401 −0.2577 −0.3010 −0.0589 −0.3135 −0.3533 −0.0811 −0.3793 −0.4143 −0.1070 −0.4557 −0.4849 −0.1369 −0.5433 −0.5654 −0.1709 −0.6428 −0.6567 −0.2093 −0.7551 −0.7595 −0.2525 −0.8810 −0.8746 6.1718 −1.0215 −1.0029 −4.6479 5.4332 −1.1455 −0.8151 −5.6444 5.4562 0 0 1 



; −5.0825 ; −5.3588⎤ ; −5.5977⎥ ⎥ ; −5.8421 ⎥ ; −6.0952⎥ ; −6.3517⎥ ; −6.6014⎥ ; −6.8303⎥ ; −7.0203⎥ ; −7.1490⎥ ; −7.1889⎥ ; 7 ⎦
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[ ; ] −1.1096 ⎡ ⎢−6.6814 ⎢−2.3659 ⎢−1.9332 ⎢−1.7031 = ⎢−1.5391 ⎢−1.4020 ⎢−1.2759 ⎢−1.1530 ⎢−1.0288 ⎢−0.9005 1 ⎣



0.1178 5.7898 −4.2019 −0.3244 −0.1280 −0.0695 −0.0515 −0.0510 −0.0603 −0.0761 −0.0970 0



−0.1255 −0.1255 5.6617 −4.4146 −0.5181 −0.3000 −0.2171 −0.1716 −0.1405 −0.1156 −0.0937 0



0.0785 −0.0545 0.0604 −0.0480 0.0396 −0.0390 5.9051 −0.0275 −4.3038 5.9816 −0.4413 −4.2904 −0.2622 −0.3789 −0.2235 −0.1446 −0.2278 −0.0439 −0.2523 0.0208 −0.2894 0.0730 0 0



−0.0055 −0.0344 −0.0683 −0.1073 −0.1519 5.9031 −4.5528 −0.7242 −0.5830 −0.5861 −0.6367 0



0.0400 −0.1395 0.1497 0.0548 −0.1859 0.1717 0.0729 −0.2404 0.1974 0.0946 −0.3036 0.2269 0.1199 −0.3760 0.2606 0.1492 −0.4583 0.2988 6.4036 −0.5510 0.3418 −4.0734 5.6880 0.3899 −0.1391 −5.0646 6.9160 0.1199 −1.3014 −3.7905 0.2476 −1.2322 0.1674 0 0 0



−0.4690 −0.5646 −0.6771 −0.8074 −0.9567 −1.1263 −1.3175 −1.5318 −1.7709 4.5742 −6.6248 0



−0.2007 −0.2355 −0.2762 −0.3232 −0.3769 −0.4378 −0.5063 −0.5830 −0.6686 −0.7636 5.8906 1 



solving the three system above, by procedure that [ approximate solutions



;



; −5.0825 ; −5.3588⎤ ; −5.5977⎥ ⎥ ; −5.8421 ⎥ ; −6.0952⎥ ; −6.3517⎥ ; −6.6014⎥ ; −6.8303⎥ ; −7.0203⎥ ; −7.1490⎥ ; −7.1889⎥ ; 7 ⎦



] , the



( ) are obtained. Table (3.4) shows a comparison



between the exact solution ( ) and approximate solutions ( ) for all three methods depending on least square error and running time. Table (3.4) Newton-Cotes Quadrature Method Exact



Trapezoidal



Simpson



0 



2 



1.9247264228 



1.9695561787 



0.1 



2.03 



1.9709652084 



2.0125419097 



0.2 



2.12 



2.0763138666 



2.1131947559 



0.3 



2.27 



2.2416391970 



2.2722603624 



0.4 



2.48 



2.4671462581 



2.4902016222 



0.5 



2.75 



2.7528411826 



2.7670192724 



0.6 



3.08 



3.0986472401 



3.1029149354 



0.7 



3.47 



3.5044460741 



3.4978462512 



0.8 



3.92 



3.9700966058 



3.9519418411 



0.9 



4.43 



4.4954462045 



4.4652026508 



1 



5 



5.0803238017 



5.0376880152 



2.681636 − 02 



6.657162 − 03 



0.773492 



6.73552 



. . . .



/







Table (3.5) lists the least square errors and running times for quadrature methods with different values of steps size ℎ. 77
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Table (3.5) . . . . 



QM



2.681636 



T.M.



− 02 6.657162



S.M.



− 03 



. . /







. . . 







0.773492 



6.73552 



5.058864 − 04 3.614007 − 04 







. . /







.



. . . 







5.540379 



544.968580 



/



1.246178 − 04 1.111846 − 04 







19.320220 



4290.059494 



Example (3.2): = 0.2 and



Recall test example (2), for 0: 0.1: 1 for



= 0,1,2 … . Here



= 2,



= 0.5 Take



= 10 and



=



= 1 and by running the programs



we obtain: (0) = 2.8112403816 , 



(1) = 1.7016542931 , 



(0) = 3.5682482323 , Table (3.6) contains all values of ℋ ( ) for each



(2) = 1



(1) = 1 = 0(0.1)1 for



= 1: 10



with ℋ (0) = 0. Moreover, Table (3.7) shows a comparison between the exact solution and numerical solutions of Trapezoidal and Simpson Methods for ( ) depending on least square error and running time. Also, The results, least square error and the required time for running the programs for different values of



i.e. different step sizes ℎ is shown in table



(3.8). Table (3.6) 0.1 ℋ (r)



0.3 



0.4 



0.5 



2.8940572553 2.9418435406 2.9536117018 2.9283940370 2.8652523469 



0.6 ℋ (r)



0.2 



0.7 



0.8 



0.9 



1.0 



2.7632873094 2.6216474652 2.4395377248 2.2162273137 1.9510570732 
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Table (3.7) Newton-Cotes Quadrature Method Exact



Trapezoidal



Simpson



0



1 



1.0128515271 



1.0135428804 



0.1



0.972 



0.9776809241 



0.9784876143 



0.2



0.896 



0.8986620799 



0.8994831238 



0.3



0.784 



0.7851674849 



0.7859527299 



0.4



0.648 



0.6483087225 



0.6490279319 



0.5



0.5 



0.4996302203 



0.5002444799 



0.6



0.352 



0.3508188633 



0.3513007042 



0.7



0.216 



0.2135916114 



0.2138882783 



0.8



0.104 



0.0996167036 



0.0996853063 



0.9



0.028 



0.0204121447 



0.0201559050 



1



0 



−0.0128012553 



−0.0135214467 



4.539727 − 04 



5.104847 − 04 



1.189265 



4.275868 



. . . .



/







Table (3.8) . 



QM T.M.



S.M.



. . . 4.539727 − 04 5.104847 − 04 



. . /







1.176075 



4.238554 



. . . 1.202408 − 05 1.375432 − 05 
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. . /







14.596982 



301.972561 



. . . 3.006153 − 06 3.344898 − 06 



. /







54.893073 



2261.587565 
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Example (3.3): Consider test example (4) , take



= 10 and ℎ = 0.1 , where



= 1 and by applying algorithms for 



= 0.3 ,



= 0.7 ,



= 0.6 , 



= 2 and = 0 and



= 0 we obtain :



(0) = 5.5844412044



(1) = 4.4869086589



(2) = 1



and (0) = 2.1958807640 Table (3.9) contains all values of ℋ ( ) for each



(1) = 1 = 0(0.1)1 for



= 1: 10



with ℋ (0) = 0. Moreover, Table (3.10) presents a comparison between the exact solution and numerical solution of the two types of quadrature methods: Trapezoidal and Simpson method for ( ) depending on least square error and running time. Also, The result in table (3.11) shows the least square errors and running times for quadrature methods with different values of steps size ℎ .



Table (3.9) 0.1 



0.2 



0.3 



0.4 



0.5 



ℋ (r) 6.1307545038 5.6671260505 5.1937050959 4.7107387349 4.2185694368 0.6 



0.7 



0.8 



0.9 



1.0 



ℋ (r) 3.7176316240 3.2084473305 2.6916209866 2.1678333796 1.6378348513 
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Table (3.10) Newton-Cotes Quadrature Method Exact



Trapezoidal



Simpson



0



1



0.9962911113 



0.9996042282 



0.1



0.8



0.7962246281 



0.7995404750 



0.2



0.6



0.5962042821 



0.5995069030 



0.3



0.4



0.3962303552 



0.3994619773 



0.4



0.2



0.1963139884 



0.1994446561 



0.5



0



−0.0352600015 



−0.0005968558 



0.6



−0.2



−0.2032593676 



−0.2005964153 



0.7



−0.4



−0.4028335849 



−0.4006424903 



0.8



−0.6



−0.6021444386 



−0.6005905118 



0.9



−0.8



−0.8009438621 



−0.8005867753 



1



−1



−0.9984109389 



−0.9999895607 



1.09313 − 04 



3.02667 − 06 



1.14603 



4.13621 



. . . .



/







Table (3.11) . 



QM T.M.



S.M.



. . . 1.09313



. . /







1.19177 



− 04 3.02667 − 06 



. . . 1.78002







. . /







14.38193 



− 06 4.34359 



9.73255 − 08 
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. . . 3.93137



. /







53.26177 



− 07 295.98364 



2.70876 − 08



2304.15420 
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3.4 Discussion In this chapter, two numerical algorithms have been applied to solve the linear FIFDEs with variable coefficients containing Trapezoidal and Simpson methods with the aid of forward finite difference scheme for Caputo derivative. For each algorithm a computer program was written, and several examples are given for illustration. For the comparison of computing accuracy and the speed, the least square error and running time are also given in tabular forms. We concluded that the Simpson algorithm gives better accuracy than Trapezoidal method with equal step sizes, but requires more time than Trapezoidal method gives a good result with respect to the time. The accuracy of the results depends on the method used as well as the step length ℎ , i.e. as we reduce ℎ , the accuracy is increased (see tables 3.5, 3.8 and 3.11), we get a good accuracy if we choose N sufficiently large (small step size h).
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4.1 Introduction Weighted Residual Method (WRM) assumes that a solution can be approximated analytically or piecewise analytically. In general, a solution to a problem can be expressed as a linear combination of a base set of functions where the coefficients are determined by a chosen method[16,27]. The key elements of the WRM are the trial functions and the test functions. The trial functions are used as the basis function for a truncated series expansion solution. The test functions are used to ensure that the equation is satisfied as closely as possible by this truncated series expansion, this is achieved by minimizing the residual error [56,71]. The trial functions are usually smooth functions which are supported in the complete domain [ , ]. There are many choices possible, in particular trigonometric functions and orthogonal polynomials. On the other side, the choice of the test functions distinguishes between the four most commonly used schemes, namely, the Collocation, Sub-domain, Moment and Least-square methods. These classes of techniques are used to built some algorithms for computing problems such as ordinary, partial and fractional differentials, integral and integro-differential equations [17,20,24,35,72,75]. The fundamental goal of this chapter is to propose a suitable new way to approximate the Fredholm type of multi-higher order IFDEs in the Caputo sense with variable coefficients using linear combinations of orthogonal polynomials including Chebyshev and Legendre polynomials with well known “Collocation, Sub-domain, Moment and Least-square” in weighted residual method. Furthermore, the involved integral operators in this method were evaluated numerically by applying Clenshaw-Curtis formula. Finally, LUfactorization method has been used to determine the values of orthogonal polynomial coefficients from the matrix equation which corresponds to a system of linear algebraic equations by converting the integro-fractional differential equation to it, the approximate solution is obtained.
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A good algorithms for solving numerically our considered problem by applying the above process has been developed, in order to express these solutions, programs in MatLab (V.8) are written with many numerical examples are given for illustration, and the obtained results reveal that the method is more accurate and efficient.



4.2 Orthogonal Polynomials: [19,65,68,81] A sequence of polynomials {



( )}



with degree[



( )] =



is called orthogonal with respect to the weight function



for each



( ) on the interval



[ , ] if ( )



( )



( )



=



,



with 



=



0 1



≠ =



The interval [ , ] is called the interval of orthogonality, and if each



= 1 for



∈ {0,1,2, … } the sequence of polynomials is called orthonormal.Among



the best known orthogonal polynomials are the classical, the more important of which are: Legendre and Chebyshev polynomials.



4.2.1 Shifted Legendre Polynomials (SLP’s):[19,70] Assume that the set of Legendre polynomials of degree over the interval [−1,1] are denoted by



in the variable



( ) then may be generated by the



recurrence formula: ( )=



2 +1 +1



( )−



+1



( ) = 1 ,



( ) ,



= 1,2, …



( )=



The shifted domain can be obtained by introducing the following linear transformation: =2 =



− 2



− −



− 1 , ≤ ≤ … (4.1) +



+ , 2 84



−1 ≤



≤ 1 … (4.2)
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Legendre polynomials are defined on the interval [ , ] that may be called ∗(



shifted Legendre polynomials (SLP) in ,



) , are generated using the



following recurrence formula: ∗(



)=



2 +1 2 − − +1 − ∗(



∗(



∗



)−



+1 2 − − ∗( ) = −



) = 1 ,



∗(



The orthogonality relation of



( ) ,



= 1,2, … … (4.3)



) on [ , ] with respect to the weight



function 1, are given by: ∗(



)



∗ ℓ(



)



=



− 2 +1



The explicit analytical series form of the SLP’s,



ℓ ∗(



), of degree



may be



written as: ∗(



)=



1 2



(−1)



2 −2



(∈ ℤ ) -derivative of the



The



2



− −



−1



;



≥1



-SLP’s on any closed bounded interval



[ , ], ( < ), are formulated as,[77]: ∗(



d



)



d ⎧1 ⎪ ⎪2 ⎪ =



(−1) (2 − 2 )! ! ( − )! ( − 2 − )!



2 −



2



− −



⎫ if > ⎪ ⎪ ⎪



−1



⎨ (2 )! 2 if = ⎪ 2 ! − ⎪ ⎪ ⎩ 0 if < 



⎬ ⎪ ⎪ ⎪ ⎭



… (4.4) and the ,



-Caputo fractional derivative for order



= ⌈ ⌉ , of SLP’s for degree



(≥ 1),



∗(



)=



closed bounded interval [ , ] can be formulated,[79]:
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−1 







− 1 , on
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)= ⌊ ⁄ ⌋



2 −



( − )



Γ(2 − 2 + 1) ( ; , , Γ( + 1)Γ( − + 1)



(−1)



)



… (4.5) where ( ; , , ⎧ ⎪ =



⎨ ⎪ ⎩



Γ(



) 0 1 − + 1) (−1)ℓ − α + 1)Γ( − 2 −



Γ(ℓ +



ℓ



2



− ℓ + 1)



− −



,



>



,



=



,







ℓ



−2



⎫ −2 ⎪ ⎬ −2 ⎪ ⎭



4.2.2 Shifted Chebyshev Polynomials (SCP’s):[19,44,68,69] The set of Chebyshev polynomials of degree ( ∈ ℤ ), denoted by the interval



( ) on



∈ [−1,1] , are the sequence of orthogonal polynomials with



respect to the weighted function (1 −



)



/



. A simple fundamental



recurrence formula: ( )=2



( )−



( ) , = 1,2, …



( ) = 1 ,



( )=



To obtain the shifted Chebyshev polynomials (SCP’s) in t over the bounded closed interval [ , ] it is necessary to shift the defining domain by using (4.1 and 4.2), yields: ∗



( )=2



2 − − − ∗(



∗(



∗



( ),



= 1,2, …



2 − − ∗( ) = −



) = 1 ,



The orthogonality relation of



)−



∗(



) on [ , ] with respect to the weight



function 1⁄ ( − )( − ) are given by: ∗(



)



∗ ℓ (



)



( − )( − )



… (4.6)



= 2



ℓ ,
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On the other hand, the SCP’s can also be expressed in terms of the sums: ∗(



)=



2



(−1) 2 −



−



2



− −



−1



,



≥1



The (∈ ℤ )-derivative of the -SCP’s on interval [ , ] are formulated as: ∗(



d



)



d



=







⎧ ⎪ ⎪2



( − − 1)! ! ( − 2 − )!



(−1) 2



2 −



− −



2



⎫ if > ⎪ ⎪



−1



⎨ 2 2 ! ⎪ ⎪ − ⎩ 0 



⎬ if = ⎪ ⎪ if < ⎭



… (4.7) and the



-Caputo fractional derivative for order ∗(



= ⌈ ⌉ of SCP’s for degree (≥ 1),



)=



where 2



−1







,



− 1 , on closed



bounded interval [ , ] can be formulated: ∗(



)=



2



2 −



⌊ ⁄ ⌋



( − )



(−1)



Γ( − ) 2 Γ( + 1)



( ; , ,



)



… (4.8) where ( ; , , ⎧ ⎪ ⎪ =



⎨ ⎪ ⎪ ⎩



)



0 ,



>



−2



1 , − + 1)



=



−2







−2



Γ(



ℓ



Γ(ℓ +



(−1)ℓ − α + 1)Γ( − 2 −
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4.3 Cleanshaw-Curtis Quadrature Formula: [21,23,44,68] A numerical quadrature rule is the basis of many numerical computations for the solution of integral parts in any equations. In this section,



-



Cleanshaw-Curtis quadrature rule is formed based on the extreme Chebyshev zeros and expansion of the integrand in terms of Chebyshev polynomials which is presented by means of the relation. ℎ( )



≅







− 2



ℎ ( ) … (4.9)



where the double prime on the summation symbol here and elsewhere = 0 and to be halved, and the points



indicates that the terms with suffixes



{ } are -shifted Chebyshev collocation points: =



=



4



,



=



− 2



+







ℓ



ℓ



; ∈ ℤ



and



ℓ



ℓ



+ 2



0, for ℓ is odd 1 = , for ℓ is even 1−ℓ



4.4 Solution Technique for IFDE of Fredholm type: In this section, a new algorithms for solving approximately linear multihigher fractional order IDE’s with variable coefficients of Fredholm type applying discrete weighted residual methods with use of orthogonal trial functions has been presented. Recall equation (1.28): ( )+



( )



( )+



( ) ( )= ( )



( , )



+



( )



,



( ) =



,



a ≤ ≤ ⋯ (4.10)



subjected to the boundary conditions: ℊ ℓ 



(ℓ



)



( )+



ℓ 



(ℓ



)



ℓ
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where = max{⌈



⌉, ⌈



⌉}.The starting point of this method is to approximate



the solution ( ) of (4.10) with condition equations (4.11) by a finite sum: ( )≅ where { {



} are the



( )=



( ) ⋯ (4.12)



-trial (or basis) functions, and the expansion coefficients



} are to be determined for all . Substituting



for



in (4.10) leads to the



residual (error) function: , where



=[



,



,…,



[ ]=



= [



( )] − ( ) ≠ 0 ,



∈ [ , ] … (4.13)



] and [ ] denote linear operator, which is defined



( )+



−



( )



( )+



( , )



( )



( ) ( )



… (4.14)



( ) is a suitable solution to the problem (4.10) and (4.11) if



The function



and only if it makes the residual function



,



as small as possible. The



notion of the WRM is to choose the coefficients residual



, the method of weighted residuals requires that the



to be orthogonal with all chosen



the domain [ , ]. The smallness of 〈 where ⟨ ,



+1



becomes small over a domain, this means to determine the



unknown coefficients residual



( = 0: ) such that the



, ⟩



,



( ;



,



, … ,



+ 1 test functions {



} over



is enforced by demanding that )〉



,



= 0,



∀ ≤



⋯ (4.15)



is the discrete inner product for the set of preselected



points with associated weights



-



, [41]. The technique described by equation



(4.15) is called discrete weighted residual methods. The choice of trial/test functions is one of the main feature that distinguished WRMs.
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The most commonly used trial functions



are smooth functions as



trigonometric and orthogonal functions. However, we focus on two important orthogonal polynomials, which includes: ( )=



∗(



)=



2



− −



−1



( )=



∗(



)=



2



− −



−1



or



Here,



∗



and



∗



are SLP’s and SCP’s of degree (∈ ℤ ), respectively. Thus,



instead of the trial functions we can take SLP’s or SCP’s to approximate the solution ( ) of equation (4.15) by: ( )=



2



− −



− 1 … (4.16)



( )=



2



− −



− 1 … (4.17)



or



so the residual function (4.13) becomes: ( ,



,



,…,



)=



[



∗(



)] − ( ) … (4.18)



( ,



,



,…,



)=



[



∗(



)] − ( ) … (4.19)



or



where



is the linear operator define at equation (4.14), and putting SLP’s and



SCP’s to obtain



[



∗(



)] and



[



∗(



)] for equations (4.18) and (4.19),



respectively. In practices, these integrals will have to be approximated by a numerical integration technique say Clenshaw-Curtis quadrature formula (see section 4.3).Thus:
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∗(



)] =



)+



)+



∗(



( )



)







− 2



−



∗(



( )



( ,



∗(



)



)



… (4.20)



and [



∗(



∗(



)] =



)+



)+



∗(



( )



)







− 2



−



∗(



( )



( ,



∗(



)



)



… (4.21)



Where the double prime on the summation symbol indicates that the terms to be halved, the points { } are Chebyshev



= 0 and



with suffixes



collocation points, and where = cos



,



=



Now, for test functions



is any given positive integer number:



− 2



+



+ , 2



=



4







ℓ



1 cos 1−ℓ



ℓ



, there exist various methods to choose it. Here, we



mention the most common approaches, namely, the Collocation, Sub-domain, Moment and Least square methods to determine the arbitrary parameters ( = 0,1, … , ) , according to the choices of test functions



in the



equation (4.15).



4.4.1 Collocation Method (CM) In this method the test function



are taken from the family of Dirac -



functions in the domain[63,64]. That is



( )= ( −



function has the property that: ( −



)=



1, 0,
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Hence the discrete inner product of the WR-statement results (4.15) in the forcing of the error is zero at specific points ( ; let



,



) = 0,



, … ,



be the Gauss-Chebyshev



= max{⌈



⌉, ⌈



in the domain. That is for all ≤



= ( + 1) −



-points, where



and



⌉}, namely 2 −1 2



= − cos



,



= 1,2, … ,



-shifted Collocation points in closed interval [ , ],



we have the



= putting the



− 2



+ , 2



+ =



-selecting points



with equation (4.22), we obtain



= 1,2, … ,



and using the residual equation (4.13)



-linear algebraic equations: [



( )] = ( ) … (4.23)



Thus, from the definition of linear operator 1,2, … , ( + 1) −



− 2



we have for each



=



the linear equations:



( )



−



… (4.22)



( )







( ,



)



( )



= ( ) … (4.24)



where = − cos =



; 4







ℓ



=



− 2



1 cos 1−ℓ



+ ℓ



+ ⎫ 2 ⎪ ⎬ ⎪ ⎭



⋯ (4.25)



In this technique the boundary conditions of the equation (4.11) are added as -linear equations to the ( + 1) −



equations (4.24), these can be formed



as:
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Ω where Ω , for each Ω



=



for all = 1,2, … , … (4.26)



,



and , are constants values which is denoted by:



=



ℊ



dℓ d ℓ



ℓ



ℓ



( )



+



dℓ d ℓ



ℓ



( )



The equation (4.26), getting us -linear equations. Combining equations (4.24) + 1 unknown collocation



and (4.26) in one system equation which contain coefficient parameters



’s.



Rewrite equation (4.24) in matrix form as: ℋ ( )



= ℱ … (4.27)



where ℋ ( ) is row-block vector of ( + 1) and each block contains ( + 1 − ) column vectors, define: ( )



ℋ ( )=[



( )



( )](



⋯



)



where ℓ(



)=



,



=



Further,



(



+1−



ℓ)



( − ) 2



−



= diag[ ( )



,



,



(



(



ℓ) ℓ)



=



ℓ(



,ℓ



=



ℓ



,



ℓ ),



(



( ) ⋯



1 2



⋯ )



ℓ(



)



⎡ , ⎢ =⎢ , ⎢ ⋮ ⎣ ,



=



where



1 2



ℓ(



=



(



ℓ = 0,1, … ,



∈ ℤ that all



and



= diag



,



ℓ(



)



,



⋮ ,



(



⋯ ⋱ ⋯



ℓ(



⎤ ⎥ , ⎥ ⋮ ⎥ , ⎦ ,



×(



and ℱ is also block vector defines: 93



) ℓ(



⋯



) ⋯



⋯



,



)]



)



) )



×



×(



)
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ℱ =[ ( )



( )



(



⋯



)]



In matrix form, -equations (4.31) that gives: ℬ



× ( + 1), defines:



where ℬ is matrix of dimension Ω Ω ℬ = [Ω ] = ⋮ Ω ⋯



=[



with



… (4.28)



=



]



Ω Ω ⋮ Ω



⋯ ⋯ ⋱ ⋯



Ω Ω ⋮ Ω



⋯



=[



and



)



×(



]



after adding the matrix (4.33) to (4.32), we have the required augmented matrix is obtained: ℋ( ) ℬ



= (



)×(



To determine the constants



ℱ



… (4.29) (



)



)×



’s ( = 0,1, … , ) in linear system (4.29), use



LU-factorization or any iterative methods to solve it. Then substitute the values



’s into equation (4.12), the approximate solution is obtained for



multi-higher fractional order IDE’s of variable coefficients of Fredholm type (4.10 with 4.11). In this work apply SLP’s (



∗)



and SCP’s (



∗)



instead of trial functions



’s to approximate the solution ( ) of IFDE’s of Fredholm type (4.10) with boundary conditions (4.11) formed as in equations (4.16) and (4.17). Hence, for



calculating ,



(



∗)



and 



the ,



(



∗)



values



of



fractional



parts



at collocation points { ℓ }ℓ



,



(



∗)



,



,



(



∗)



,



using equations (4.5)



and (4.8), respectively. Also, for values of differential parts Ω



at equation



(4.26) apply the equations (4.4) and (4.7), respectively. For all these we have written the following algorithm:
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The Algorithm (CM): The approximate solution of multi-higher IFDE’s of Fredholm type (4.10) and boundary conditions (4.11) by using the WR-Collocation method with orthogonal polynomials SLP’s and SCP’s can be summarized in the following steps: Step 1: a. Input: - number of approximate terms, and - number of terms in quadrature integration form. b. Set = + , where ’s are Gauss-Chebyshev points: 2 −1 = −cos ; = + 1 − and = max {⌈ ⌉, ⌈ ⌉} 2 c. Put = + where = cos with , for each = 0: and given . take =



4







ℓ



Step 2: For all ℓ = 0,1, … , a. Evaluate the vector { }



and 



and ,



(



1 1−ℓ



ℓ



= 1,2, … , ℓ)



and



, respectively. For



: , ℓ



( =



ℓ) ∗ ℓ



for all fractional orders using equation (4.5) and



for ℓ = ℓ∗ using equation (4.7). b. Compute the kernel matrix = for = 0: and = 0: . c. Determine for each = 0: , putting it all in diagonal matrix . d. Select any positive integer number and determine , for each = 0: , putting all the results in diagonal matrix . Step 3: For all ℓ = 0,1, … , , put the results in step 2 into ℓ ( ) for and ℓ = ℓ∗. Thus to construct the block matrix ℋ ( ) .



ℓ



∗ ℓ



=



Step 4: For all



= 1,2, … ,



determine the vector column ℱ for elements



Step 5: Construct the condition matrix ℬ = [Ω ] by using equation (4.28). Step 6: Putting all the results of steps (3,4 and 5) into system (4.29). 95
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Step 7: Applying LU-factorization technique to construct system in step 6 for finding constant coefficients ( = 0: ). Step 8: ( ) of ( ) , substitute To obtain the approximate solution ∗ equation (4.16) for SLP ( ) and in equation (4.17) for SCP ( ∗).



’s in



4.4.2 Sub-domain Method (SDM): This method can be considered as a modification of the collocation method. In this approach the domain is split into ( + 1) -subdomains called ∆ [ ℓ,



ℓ



=



], ℓ = 0,1, … , , such that this technique minimizes the residual error



ℓ



in each of the chosen sub-domains. Note that the choice of sub-domains is free [9]. Then test functions are defined as: ℓ(



)=



1, 0,



within ∆ outside ∆



ℓ ℓ



Choosing those test functions, the residual equations (4.15) after using discrete inner product definition for ( unknown coefficients



+ 1) -points and weighting



’s to find the



,



… (4.30)



are: ℓ



ℓ



ℓ



ℓ



Here, choosing the points



,



,…,



= 0,



and weights {



ℓ≤



} depending on the taking of



trial functions: i.



Taking the Gauss-Legendre collocation points with corresponding the weights associated to Legendre polynomial if we put SLP’s { of trial { ℓ



=



ℓ



} . Thus for all ℓ ≤ ℓ



+



ℓ



ℓ



are the (



, =



ii.



For SCP’s {



∗}



= 0,1, … ,



and



+ 1) -th roots of



∗}



instead



we set: ( ) = 0,



2 (1 −



)[



( )]



instead of trial function {



} we chose the Gauss-



Chebyshev Labotto collocation points and weights associated with 96
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Chebyshev polynomial. Thus, for all ℓ ≤ ℓ



ℓ



=



− 2



ℓ



− 2



ℓ



+



ℓ



and = 0,1, … ,



,



we set:



= −cos



and ⁄2 , ⁄ ,



=



Now, to obtain ( + 1) -algebraic [4.18 with 4.20 (



=



∗)



for = 0, else linear equation, from equations



or 4.19 with 4.21 (



( ℓ)



()



ℓ



( ℓ, ℓ



( )



ℓ



{



are defined in equation (4.25).While



,…,



ℓ



)



For all }



and (4.30):







( − ) − 2



,



∗ )]



=



∈∆



ℓ



= [ ℓ,



], ℓ = 0,1, … ,



ℓ



( ℓ ) … (4.31)



=



ℓ



, and hence { }



and {



and



} are given in (i) for



SLP’s and (ii) for SCP’s. Combining this equation (4.31) with -boundary linear equations (4.26)will lead us to set of ( + equations that obtain unknown sub-domain parameters



+ 1) -algebraic linear ’s by solving it.



Rewrite equation (4.36) in matrix form as: ℋ( )



= ℱ … (4.32)



where ℋ ( ) is row-block vector ( + 1) and each block contains ( + 1) column vector, define ℋ( )=[ where for all



( )



⋯



( )]



( )



⋯



( )]



= 0,1, … , , ( )=[



( )



and for all ℓ = 0,1, … , , define each ℓ(



( )



)=



ℓ



,ℓ , (



ℓ(



)−
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Further, ℓ



ℓ



= diag



⋯



=[ = diag ,ℓ ,



=



−



,



=



−



,ℓ



where



,ℓ



=



ℓ



) 



×(



1 2



⋯ −



−



( 0)



,ℓ



ℓ



⋯



]



1 2 ℓ 0



=



,



ℓ



ℓ 1



⋯



( 1)



⋯



,ℓ , ,ℓ ,



,ℓ , ,ℓ ,



⎡ ⎢ =⎢ ⎢ ⋮ ,ℓ ⎣ ,



1× +1 −



⋯ ⋱ ⋯



,ℓ ,



( )



1× +1



,ℓ , ⎤ ,ℓ ⎥ ,



⋯



⋮



ℓ



−







⎥ ⋮ ⎥ ,ℓ , ⎦



and ℱ is also ( + 1)-block vector define: ℱ = [ℱ



ℱ



⋯



ℱ ]



for all ℓ = 0,1, … , : ℱℓ =



ℓ



ℓ



ℓ



⋯



From -equations (4.26) construct the matrix conditions ℬ and



as done in



equation (4.28), adding these matrices into matrices in (4.32) we obtain the construct matrices with the dimensions ( +



+ 1) × ( + 1) and ( +



+



1) × 1, respectively; thus ℋ( ) ℬ



=



ℱ



… (4.33)



a computationally efficient way to determine linear coefficients the matrix



’s to store



ℋ( ) and compute the transpose of it with multiply to both sides ℬ



of equation (4.33) to obtain the square matrices, then use LU-factorization or any iterative methods to solve it: ℋ( ) ℬ



ℋ( ) ℬ



=
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to substitute the values of



’s into expansion (4.12) the approximate solution



was obtained for multi-higher fractional order IDE’s of Fredholm type (4.10) with boundary conditions (4.11). Here, instead of trial’s functions



’s using SLP’s (



∗)



and SCP’s (



∗)



to



obtain a good approximate solution ( ) to ( ) of IFDE’s of Fredholm type (4.10-11), so that for calculating the fractional parts ,



(



∗



or 



∗)



at all points



ℓ



, for all



,ℓ , (



∗



or 



∗)



and



and ℓ applying equations (4.5) and



(4.8) respectively for Legendre and Chebyshev. Further, the differential values part Ω



in matrix (4.26) using the equations



(4.4) and (4.7), respectively. For all these we had written the following algorithm.



The Algorithm (SDM): The approximate solution of multi-higher IFDE’s of Fredholm type (4.10) and boundary conditions (4.11) by apply the discrete WR-subdomain method with orthogonal polynomials SLP’s and SCP’s can be summarized in the following stages: Step 1: a. Input -number of approximate terms which is equal to the number of subdomains ∆ ℓ (ℓ = 0: ), -number of terms in quadrature integration formula and -number of points in discrete inner product which are the Gauss-Legendre or Gauss-Chebyshev-Labotto collocation points. ℓ ℓ ( ) b. Set ℓ = ℓ + ℓ where ’s are the + 1 roots of ( )] } or with = 2⁄{(1 − )[ = −cos( ⁄ ) with = ⁄2 for = 0, and otherwise = ⁄ . c. Put = + where = cos , for each = 0: and given , with =



4







ℓ



1 1−ℓ
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= 0,1, … ,



a. Compute



,ℓ , (



and all sub-domains ℓ = 0,1, … , :



) and



. While for



=



equation (4.8). b. Evaluate the kernel matrix



, ∗



(



) for all fractional orders { }



apply equation (4.5) and for ,ℓ



,ℓ



=



for



=



= 0: and = 0:



and ∗



apply .



ℓ



ℓ c. Determine the diagonal matrix which are the elements , = 0: . d. Select any positive integer number and determine , ( = 0: ) , putting all the results in diagonal matrix . e. Calculate , is a row vector of weighted discrete inner product for Gauss-Legendre or Gauss-Chebyshev-Labotto definitions.



Step 3: For all = 0: and each sub-domain ℓ = 0: , put the results in step 2 in to ℓ ( ) for = ∗ and = ∗. Step 4: ( ) by using step 3 in block vector For each = 0: , construct matrix. Thus to obtain the sub-domain matrix ℋ ( ) for orthogonal . Step 5: For all ℓ = 0: , determine



ℓ



at each



= 0:



. Thus to construct



matrix ℱ . Step 6: Construct the condition matrix ℬ = [Ω ] by equation (4.28). Step 7: Putting the all results of steps (3,4,5 and 6) to complete the system (4.33). Step 8: For constant coefficients ’s = 0: apply LU-factorization technique to system (4.34) which is constructed in step 7 after multiplying both ℋ( ) sides by for = ∗ and = ∗. ℬ Step 9: ( ) of ( ) , substitute To obtain the approximate solution ’s in ∗ ∗ equation (4.16) for SLP ( ) and in equation (4.17) for SCP ( ).
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4.4.3 Moment Method (MM): In this part, the test function 1, ,



,…,



has chosen ( + 1) -monomials, given



ℓ



, in this way the test functions are chosen from the family of



polynomials [58], let ℓ(



)=



ℓ



,



for all ℓ = 0,1, … ,



so, this choice of test functions implies that the residual equations (4.14), after using discrete inner product definition for (



+ 1) -points and the weighted



’s, is reduced to: ( )ℓ



( ,



The values of the weights {



,



) = 0,



,…,



ℓ≤



… (4.35)



} and collocation points { } can be taken for the



two usual cases depending on choosing the trial functions: i.



SLP’s { sets { ,



∗}



instead of trial functions {



}:



=



ii.



( ) = 0;and



are the nodes of =



Where taking SCP’s {



∗}



} we choose the Gauss-Legendre



− 2



(1 −



+ 2 )[



+ 2



⎫



⎬ ( )] ⎭



⋯ (4.36)



instead of trial functions {



Gauss-Chebyshev-Labotto sets { ,



} we choose the



}:



− + ⎫ + 2 2 ⎪ and ⋯ (4.37) ⎬ ⁄2 , for = 0, ⎪ = ⁄ , else ⎭ =−



; 



=



Now, from equation (4.35) for each ℓ = 0,1, … ,



and using equations (4.18



with 4.20) or (4.19 with 4.21) we obtain ( + 1)-linear algebraic equations:
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( )ℓ



−



( )



( )







− 2



( ,



)



( )



( )ℓ ( ) … (4.38)



=



and the set { ,



For all ℓ = 0,1, … , while the set { ,



}



}



are defined in equation (4.25).



are given in (i) equation (4.36) or in (ii) equation



(4.37) for SLP’s or SCP’s, respectively. Combine this equation (4.38) with boundary equation (4.25) lead us to set ( +



+ 1) linear algebraic equations



’s by solving it. Rewrite equation (4.38) in matrix form as: ( )



ℋ where ℋ



=ℱ



… (4.39)



( ) is row-block vector ( + 1) and each block contain ( + 1)-



column vector, define ℋ



( )=[



( )



( )



( )] and



⋯



ℱ



=



ℱ



where ( )=



,



(



)−



( − ) 2



,



Further, 1 1 ⎡ ⎢ =⎢( ) ( ) ⋮ ⎢ ⋮ ( ) ⎣( ) = diag[ ( )



⋯ 1 ⎤ ⋯ ⎥ ⋯ ( ) ⎥ ⋱ ⋮ ⎥ ⋯ ( ) ⎦( ( )



⋯



= diag[ = diag



⋯



1 2



⋯ 102



)×(
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)]
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)=



( )



( )



(



⋯



)



)



×(



and ,



(



)



= while for all



( ) = 0:



( ) ⋯ = 0: , for = 0,1, … ,



and



⎡ , ⎢ =⎢ , ⎢ ⋮ ⎣ ,



=



( )



⋯



,



⋮ ,



)



:



⎤ ⎥ , ⎥ ⋮ ⎥ , ⎦( ,



⋯ ⋱ ⋯



,



×(



)×(



)



and ℱ= [ ( )



(



( ) ⋯



After adding the condition matrices ℬ and



)]



)



×(



as defined in equation (4.28)



into matrices (4.39), we obtain the constant matrices of dimensions ( + 1) × ( + 1) and ( +



+ 1) × 1: ( )



ℋ ( )



ℋ



multiply both sides by



ℱ



=



ℬ



linear coefficients



+



to obtain a square matrix for finding the



ℬ



’s after applying LU-factorization or any iterative



methods to such a linear system: ( )



ℋ



( )



ℋ



ℬ



=



ℬ



Then substitute the values of



( )



ℋ



ℱ



… (4.40)



ℬ



’s into expansion (4.12), the approximate



solution is obtained for IFDE of Fredholm type (4.10,4.11). Here, instead of the trial functions



’s taking SLP’s (



∗)



and SCP’s (



∗)



to get a good



approximate solution ( ) to ( ) of problem FIFDE’s, so that for evaluating the fractional parts



,



(



∗



or



∗)



and
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,



(



∗



or 



∗)



at all points



( =
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0: ), applying equations (4.5) for SLP’s and (4.8) for SCP’s, respectively. Also for differential values Ω



elements in matrix (4.26) applying equations



(4.4) for Legendre and equation (4.7) for Chebyshev orthogonal polynomials, respectively. For these stages we had written the following algorithm.



The Algorithm (MM): The approximate solution of multi-higher IFDE’s of Fredholm type (4.10) and boundary conditions (4.11) by applying the discrete WR-Moment method with orthogonal polynomials SLP’s and SCP’s can be summarized in the following stages: Step 1: a. Input -number of approximate terms, -number of terms in quadrature integration formula and -number of points in discrete inner product which are the Gauss-Legendre or Gauss-Chebyshev-Labotto collocation points. ( ) with b. Set = + where ’s are the + 1 roots of ( )] } or = 2⁄{(1 − )[ = −cos( ⁄ ) with = ⁄2 for = 0, and otherwise = ⁄ . c. Put = + where = cos , for each = 0: and given = ∑ℓ



, with Step 2: For all a. Evaluate



ℓ



ℓ



= 0,1, … , ,



(



) and



, Since for



=



, ∗



(



) for all fractional orders { }



using equation (4.5) and for



=



and ∗



using



equation (4.8). b. Construct the kernel matrix = for each = 0: and = 0: c. Determine the diagonal matrix which are the elements ( ), 0: . d. Compute the polynomial matrix at all points , , … , e. Select any positive integer number and determine , ( = 0: putting all the results in diagonal matrix . f. Calculate , is a row vector of weighted discrete inner product Gauss-Legendre or Gauss-Chebyshev-Labotto definitions.
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Step 3: For all = 0: and each power-monomials ℓ = 0: , putting the results in step 2 into ( ) for = ∗ and = ∗. Step 4: For each = 0: , use all results in step 3 to construct the block vector. Thus to obtain the moment matrix ℋ ( ). Step 5: Construct the block-vector ℱ



by determining all elements ( ), = 0: .



Step 6: Construct the condition matrix ℬ = [Ω ] by equation (4.28). Step 7: Putting all the results of steps (3,4,5 and 6) to complete the system (4.39). Step 8: For constant coefficients ’s = 0: apply LU-factorization technique to system (4.40) which is constructed in step 7 after multiplying both ℋ ( ) sides by for SLP and SCP. ℬ Step 9: ( ) of ( ) , substitute To obtain the approximate solution ’s in ∗ ∗ equation (4.16) for SLP ( ) and in equation (4.17) for SCP ( ). 4.4.4 Least-Square Method (LSM): This method uses derivative with respect to the unknown parameters of the ( ,



residual function



,



) itself as test function



,…,



ℓ(



), ℓ =



0,1, … , , [51] in the form: ℓ(



)=



( ,



,



,…,



)



ℓ



=



( )



ℓ(



)−



( , )



ℓ(



)



By applying Cleanshaw-Curits formula for calculating the integral part at each points =



, ( = 0:



,



∈ ℤ ), the equation may be restated as:
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)=



( )



ℓ(



)







( − ) − 2



( ,



Hence, the pair { ;



}



)



ℓ(



)



… (4.41)



are given in equation (4.25). Now, after



substituting equations (4.41) and (4.13) into equation (4.15) and using discrete inner product definition for the set of { ;



}



associated with orthogonal



polynomials (Legendre and Chebyshev) as defined in (i) by equation (4.36) for SLP’s and (ii) by equation (4.37) for SCP’s. We obtain ℓ(



)



( ) 



( − ) − 2



( ,



ℓ(



=



( )



( )



) ( ) … (4.42)



and the set of { ;



For all ℓ = 0,1, … ,



)



}



are defined in equation (4.25).



Combine these ( + 1) -linear algebraic equation to (4.26), we obtain ( + unknown parameters



-boundary equation



+ 1)-linear algebraic equations by solving it we get ’s.



First, write equation (4.41) in matrix form of ( ) which is a column blockmatrix where each element in the column is row-block vector, define: ( )



Ψ( ) = [ wheredim(



)=1× ( )=



( )



+ 1and dim( ) =



,



(



)−



⋯ +1×



( − ) 2
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( )] + 1, for all = 0:



,



(



)
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At last, rewrite equation (4.42) in matrix form as: ℋ( )



= ℱ … (4.43)



where ℋ ( ) is a row-block vector, define ( )



ℋ ( )=[



( )



( ) = Ψ( )



,



(



ℱ = Ψ( ) ℱ



and



( − ) 2



)−



Furthermore, all other parts



( )]



⋯



,



,



,



,



,



(



),



,



(



) ,



= 0,1, … ,



(



),



and ℱ are



defined in present section (4.38), and by same techniques as present sections to last matrix ℋ ( ) and ℱ



we can add the condition matrices ℬ and respectively for obtained ( +



+ 1) × ( + 1) and ( +



+ 1) × 1



matrices. Thus: ℋ( ) ℬ



=



ℱ



Multiply both sides by transformation of the first matrix for obtaining square matrices to find the LS-coefficients



’s after using LU-factorization or any



iterative methods to such a linear system: ℋ( ) ℬ



ℋ( ) ℬ



ℋ( ) ℬ



=



Then substitute the values of



ℱ



… (4.44)



’s into expansion (4.12) to obtain the



approximate solution for FIFDE (4.10,4.11). Here, instead of the trial functions ’s taking SLP’s (



∗)



and SCP’s (



∗)



to obtain a good approximate solution



( ) to ( ) of problem FIFDE’s, so that for evaluating the fractional parts ,



(



∗



or 



∗)



equations (4.5)



and



,



(



∗



or 



∗)



at all points



( = 0: ) , applying



for SLP’s and (4.8) for SCP’s, respectively. Also for



differential values Ω



elements in matrix (4.26) applying equations (4.4) for



Legendre and equation (4.7) for Chebyshev orthogonal polynomials, respectively. For these stages we had written the following algorithm.
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The Algorithm (LSM): The approximate solution of multi-higher IFDE’s of Fredholm type (4.10) and boundary conditions (4.11) by applying the discrete WR-Least square method with orthogonal polynomials SLP’s and SCP’s can be summarized in the following stages: Step 1: a. Input -number of approximate terms, -number of terms in quadrature integration formula and -number of points in discrete inner product which are the Gauss-Legendre or Gauss-Chebyshev-Labotto collocation points. ( ) with b. Set = + where ’s are the + 1 roots of ( )] } or = 2⁄{(1 − )[ = −cos( ⁄ ) with = ⁄2 for = 0, and otherwise = ⁄ . c. Put = + where = cos , for each = 0: and given = ∑ℓ



, with



= 0,1, … ,



Step 2: For all a. Evaluate



ℓ



ℓ



,



(



) and



, Since for



=



, ∗



(



) for all fractional orders { }



using equation (4.5) and for



=



equation (4.8). b. Construct the kernel matrix = for each = 0: and c. Determine the diagonal matrix which are the elements ( ), d. Compute matrix Ψ( ) at all points , , … , for each ∗ = . e. Select any positive integer number and determine , ( = 0: all the results in diagonal matrix . f. Calculate , is a row vector of weighted discrete inner product Legendre or Gauss-Chebyshev-Labotto definitions.



and ∗



using



= 0: . = 0: . = ∗ and ), putting for Gauss-



Step 3: For all = 0,1, … , , putting the results in step 2 into = ∗ and = ∗.



( ) for



Step 4: For each = 0: , use all results in step3 to obtain the block vector. Thus to get the Least-square matrix ℋ ( ).
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Step 5: Construct the block-vector ℱ by determining all element ( ), = 0: . Step 6: Construct the condition matrix ℬ = [Ω ] by equation (4.28). Step 7: Putting all obtained results of steps (3,4,5 and 6) to complete the system (4.43). Step 8: For constant coefficients ’s = 0: apply LU-factorization technique to system (4.44) which is constructed in step 7 after multiplying both sides by ℋ( ) for = ∗ and = ∗. ℬ Step 9: ( ) of ( ) , substitute To obtain the approximate solution ∗ equation (4.16) for SLP ( ) and in equation (4.17) for SCP ( ∗ ).



’s in



4.5 Numerical Experiment: In this section, we applied the existing algorithms (CM, SDM, MM and LSM) in this chapter for solving multi-higher arbitrary order linear IDE’s of Fredholm type with different conditions and solved some given examples. All of them were performed on the computer using a program written in MatLab (V.8). The least square errors in tables are the values of ∑ ,



∈ ℕ at -selected points



−



for all examples.



Example (4.1) Recall the test example (1). Take



= 2,



= 7 and



= 1000 (Number of



approximate parts f Fredholm integral in general Clenshaw-Curtis formula). For assuming the approximate solution following ways:
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( ) to



( ) we discuss on the
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Assume the approximate solution is formed: ( )=



(2 − 1)



( )=



(2 − 1)



OR,



Apply the algorithms [CM, SDM, MM and LSM] to find the parameters



’s



in the approximate solution for our problem so for this run programs: MainCollLeg, MainSubDomLeg, MainMomLeg and Main- LeastSeqLeg for Legendre orthogonal Polynomials, also MainCollCheb, MainSubDomCheb, MainMomCheb



and



MainLeastSeqCheb



for



Chebyshev



orthogonal



polynomials with all m-files (see appendix) to obtain all results below: Here we have one boundary condition which is (0) + (1) = 7. Tables (4.1 and 4.2) presents the value of



’s using Legendre and Chebyshev



orthogonal polynomials, respectively. Table ( . ) Using SLP’s ’s WRM CM



3.0 



1.5 



0.5 



SDM



3.0 



1.5 



0.5 



MM



3.0 



1.5 



0.5 



LSM



3.0 



1.5 



0.5 



Thus, from table (4.1) and the approximation expression the following approximate formulas become: ( ) = 3 ( ) = 3 



+2 +2
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( ) = 3 



+2



( ) = 3 



+ 0.00000000000014 + 1.99999999999992 Table ( . ) Using SCP’s



’s WRM CM



3.125 



1.5 



0.375 



SDM



3.125 



1.5 



0.375 



MM



3.125 



1.50000000000006 



0.375 



LSM



3.125000000000091.50000000000019 0.37500000000001 



Thus, the following Chebyshev approximation formulas are obtained from table (4.2): ( ) = 3.0 ( ) = 3.0 ( )=3



+2 +2 + 0.00000000000012 + 1.99999999999993



( ) = 3.0000000000015



+ 0.000000000023 + 1.999999999992



Tables (4.3 and 4.4) presents a comparisons between the exact solution ( ) and the approximate solution



( ) for all CM,SDM,MM and LSM using



SLP’s and SCP’s, respectively. This comparison depending on least square error, running time and residual equations by applying (4.18,4.19) respectively.
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( ;



,



,



) are also included



Chapter Four



Discrete WR-Method Via Orthogonal Polynomial



Exact Solution 2.00 2.03 2.12 2.27 2.48 2.75 3.08 3.47 3.92 4.43 5.00 



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 



CM 2.00 2.03 2.12 2.27 2.48 2.75 3.08 3.47 3.92 4.43 5.00 3.94430 − 31 8.20415 − 29 2.93456 



. . = . .







/







.



Exact Solution 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 



2.00 2.03 2.12 2.27 2.48 2.75 3.08 3.47 3.92 4.43 5.00 . . 



= . . .



/



CM



Table ( . ) Discrete WRM-SLP’s SDM MM LSM 2.00 2.00 1.9999999999 2.03 2.03 2.0299999999 2.12 2.12 2.12 2.27 2.27 2.27 2.48 2.48 2.48 2.75 2.75 2.75 3.08 3.08 3.08 3.47 3.47 3.47 3.92 3.92 3.92 4.43 4.43 4.43 5.00 5.00 5.00 3.94430 3.94430 2.20259 − 31 − 31 − 26 8.20415 8.20415 1.02495 − 29 − 29 − 25 33.628 10.611662 10.75323 Table ( . ) Discrete WRM-SCP’s SDM MM



LSM



2.00 2.00 1.9999999999 1.9999999999 2.03 2.03 2.0299999999 2.0299999999 2.12 2.12 2.12 2.1199999999 2.27 2.27 2.27 2.27 2.48 2.48 2.48 2.48 2.75 2.75 2.75 2.75 3.08 3.08 3.08 3.08 3.47 3.47 3.47 3.47 3.92 3.92 3.92 3.92 4.43 4.43 4.43 4.43 5.00 5.00 5.00 5.00 3.94430 3.94430 1.62223 0.25348 − 31 − 31 − 26 − 24 5.99534 5.99534 6.81891 8.65853 − 29 − 29 − 26 − 27 2.88220 32.98961
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Example (4.2) Recall the test example (2). Take



= 3,



= 10 and



= 1000 (Number



of approximate parts Fredholm integral in general Clenshaw-Curtis formula). For assuming the approximate solution



( ) to ( ), let’s consider that the



approximate solution is in the form ( )=



(2 − 1) OR, 



( )=



(2 − 1)



Apply the algorithms [CM, SDM, MM and LSM] to find the parameters



’s



in the approximate solution for our problem so for this run programs: MainCollLeg, MainSubDomLeg, MainMomLeg and Main- LeastSeqLeg for Legendre orthogonal Polynomials, also MainCollCheb, MainSubDomCheb, MainMomCheb



and



MainLeastSeqCheb



for



Chebyshev



orthogonal



polynomials with all m-files (see appendix) to obtain all results below: 1. For Fractional orders ( , ) = (0.3,0.7) and the boundary condition is only (0) + (1) = 1 . Tables (4.4 and 4.5) presents the value of



’s using



Legendre and Chebyshev orthogonal polynomials respectively. Table ( . ) Using SLP’s for



= . 



= .



’s WRM CM



0.5 



−0.59999999999999 



0.0 



0.09999999999999 



SDM



0.5 



−0.59999999999999 



0.0 



0.09999999999999 



MM



0.5 



−0.59999999999999 



0.0 



0.09999999999999 



LSM



0.5 



−0.59999999999999 



0.0 



0.09999999999999 



Thus, from table (4.7) and the approximation expression the following approximate formulas become: ( ) = 1.99999999999999



− 2.99999999999999
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( ) = 1.999999999999



− 2.999999999999



+ 0.99999999999



( ) = 1.99999999999999



− 2.99999999999999



+1



( ) = 1.99999999999999



− 2.99999999999999



+1



Table ( . ) Using SCP’s for



= .



= .



and



’s WRM CM



0.5 



−0.5625 



0.0 



0.0625 



SDM



0.5 



−0.5625 



0.0 



0.0625 



MM



0.5 



−0.5625 



0.0 



0.0625 



LSM



0.5 



−0.5625 



0.0 



0.0625 



Thus, the following Chebyshev approximation formulas are obtained from table (4.8): ( )=2 ( )=2



−3 −3



+ 0.99999999999999 + 0.99999999999999



( )=2



− 2.99999999999999



( )=2



−3



+1



+ 0.99999999999999



Tables (4.9 and 4.10) presents a comparison between the exact solution ( ) and the approximate solution



( ) for all CM,SDM,MM and LSM using



SLP’s and SCP’s, respectively. This comparison depending on least square error, running time and residual equations included by applying (4.18,4.19) respectively.
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,
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Exact Solution 1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.0 



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 



. . = . .







/







.



Table ( . ) Discrete WRM-SLP’sfor = . and = . CM SDM MM LSM 1.000 1.000 1.000 1.000 0.972 0.972 0.972 0.972 0.896 0.896 0.896 0.896 0.784 0.784 0.784 0.784 0.648 0.648 0.648 0.648 0.5 0.5 0.5 0.5 0.352 0.352 0.352 0.352 0.216 0.216 0.216 0.216 0.104 0.104 0.104 0.104 0.028 0.028 0.028 0.028 0.0 0.0 0.0 4.44 6.53275 2.73636 6.77927 4.24012 − 31 − 30 − 31 − 30 8.35699 2.49723 5.85482 4.17603 − 30 − 29 − 30 − 29 4.10543 65.2336 13.76424 13.5701 Table ( .



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 



Exact Solution 1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.000 . . 



.



= . .







/







)



Discrete WRM-SCP’sfor = . and = . CM SDM MM LSM 1.000 1.000 1.000 1.000 0.972 0.972 0.972 0.972 0.896 0.896 0.896 0.896 0.784 0.784 0.784 0.784 0.648 0.648 0.648 0.648 0.5 0.5 0.5 0.5 0.352 0.352 0.352 0.352 0.216 0.216 0.216 0.216 0.104 0.104 0.104 0.104 0.028 0.028 0.028 0.028 4.44 0.000 0.000 7.149051 2.46519 3.22939 2.39123 − 31 − 30 − 30 − 30 6.96416 2.47388 2.18663 2.04610 − 30 − 29 − 29 − 29 4.01022 65.3449 13.79967 13.51730 
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2. For Fractional orders ( , ) = (0.7,0.7) and the boundary conditions : { (0) + (1) = 1 and (0) + the values of



(1) = 2} . Tables (4.11and4.12)presents



′ for Legendre and Chebyshev orthogonal polynomials,



respectively. Table ( . Using SLP’s for



) =



= .



’s WRM CM



0.5 



−0.59999999999999 0.0 



0.09999999999999 



SDM



0.5 



−0.59999999999999 0.0 



0.09999999999999 



MM



0.5 



−0.59999999999999 0.0 



0.09999999999999 



0.49999999999995 −0.59999999999999 0.0 



0.09999999999999 



LSM



Thus the following approximate formulas are obtained from table (4.11): ( ) = 1.99999999999999



− 2. 99999999999999



+1



( ) = 1.99999999999999



−3



( ) = 1.99999999999999



−3



+ 0.99999999999999



( ) = 1.99999999999999



−3



+ 0.99999999999999



Table ( . Using SCP’s for



+ 0.99999999999999



) =



= .



’s WRM CM



0.5 



−0.5625 



0 



0.0625 



SDM



0.5 



−0.5625 



0 



0.0625 



MM



0.5 



−0.5625 



0 



0.0625 



0 



0.0625 



LSM



0.50000000000004 −0.56249999999995 



116



Chapter Four



Discrete WR-Method Via Orthogonal Polynomial



Thus the following approximate formulas are obtained from table (4.12): ( )=2



− 2.99999999999999



( )=2



−3



+1



+ 0.99999999999999



( )=2



− 2.99999999999999



+1



( )=2



− 2.99999999999999



+1



Tables (4.13 and 4.14) present a comparison between the exact ( ) and the ( ) for all CM,SDM,MM and LSM using SLP’s and SCP’s,



approximate



depending on least square error, running time and residual equations by applying (4.18,4.19) respectively. Table ( . Exact Solution 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 



1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.000 . . 



= . . .



/



)



Discrete WRM-SLP’s = CM



SDM



MM



1.000 1.000 1.000 0.972 0.972 0.972 0.896 0.896 0.896 0.784 0.784 0.784 0.648 0.648 0.648 0.5 0.5 0.5 0.352 0.352 0.352 0.216 0.216 0.216 0.104 0.104 0.104 0.028 0.028 0.028 0.000 2.22 0.000 9.860761 1.72563 1.23259 − 32 − 31 − 32 1.58388 4.54827 1.34352 − 29 − 30 − 30 2.85085 64.1932 13.8421 
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= . LSM



0.999999999999 0.971999999999 0.895999999999 0.783999999999 0.647999999999 0.499999999999 0.351999999999 0.215999999999 0.103999999999 0.027999999999 4.6 1.91051 − 26 4.72841 − 27 13.68962 



;
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Table ( .



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 



Discrete WRM-SCP’s for



=



= .



Exact Solution



CM



SDM



MM



LSM



1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.000 



1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.000 



1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.000 



1.000 0.972 0.896 0.784 0.648 0.5 0.352 0.216 0.104 0.028 0.000 



1.000 0.972 0.896 0.784 0.64800000000002 0.50000000000003 0.35200000000004 0.21600000000005 0.10400000000006 0.02800000000007 0.00000000000009 



. . 



.



)



= . .







/







1.2325952.588449 − 29 − 32 − 31 2.51449 3.34772 4.19082 − 30 − 29 − 30 



2.569719 − 26 1.34034 − 25 



2.80073 64.22209 13.77386 



13.57445 



Example (4.3) = 3,



Recall the test example (3). Take assuming the approximate solution



( ) to



= 5 and



= 1000 . For



( ) , let’s consider that the



approximate solution is in the form ( )=



(2 − 1) OR, 



( )=



(2 − 1)



Apply the algorithms [CM, SDM, MM and LSM] to find the parameters



’s



in the approximate solution for our problem so for this run programs: MainCollLeg, MainSubDomLeg, MainMomLeg and Main- LeastSeqLeg for Legendre orthogonal Polynomials, also MainCollCheb, MainSubDomCheb, MainMomCheb



and



MainLeastSeqCheb



for



Chebyshev



orthogonal



polynomials with all m-files (see appendix) to obtain all results below:
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Table ( .



)



Using SLP’s ’s WRM CM



0.66666666551542 −0.50000000200198 −0.16666666551542 0.00000000033366 



SDM



0.66666666475627 −0.50000000228858 −0.16666666543334 0.00000000038190 



MM



0.66666666559635 −0.50000000220044 −0.16666666559925 0.00000000036682 



LSM



0.66666666568709 −0.50000000211604 −0.16666666557772 0.00000000034660 



Thus, from table (4.21) and the approximation expression the following approximate formulas become: ( ) = −1.00000000310245



− 0.00000000690746 + 1.00000000166832



( ) = −1.00000000405738



− 0.00000000739416 + 1.00000000122960



( ) = −1.00000000460027



− 0.00000000640346 + 1.00000000183071



( ) = −1.00000000386456



− 0.00000000660646 + 1.00000000187881



Table ( .



)



Using SCP’s ’s WRM CM



0.62499999924405 



−0.50000000200912 



−0.12499999924405 



0.00000000022323 



SDM



0.62499999757638 



−0.50000000239452 



−0.12499999901473 



0.00000000025047 



MM



0.62499999935585 



−0.50000000222658 



−0.12499999937778 



0.00000000024754 



LSM



0.62500000092111 



−0.50000000198773 



−0.12499999954466 



0.00000000015163 



Thus, the following Chebyshev approximation formulas are obtained from table (4.22) ( ) = −1.00000000466777 ( ) = −1.00000000414064



− 0.00000000604757 + 1.00000000178589 − 0.00000000816264 + 1.00000000070570



( ) = −1.00000000690464



− 0.00000000497500 + 1.00000000195711



( ) = −1.00000000363593



− 0.00000000488867 + 1.00000000321255
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Tables (4.23 and 4.24) present a comparison between the exact solution ( ) and the approximate solution



( ) for all CM, SDM, MM and LSM using



SLP’s and SCP’s, respectively. This comparison depending on least square ;



error, running time and residual equations



are also included by



applying (4.18,4.19) respectively. Table ( .



)



Discrete WRM-SLP’s



Exact Solution



CM



SDM



MM



LSM



0.0 



1.00 



1.0000000016 1.0000000012 1.0000000018 1.0000000018 



0.1 



0.99 



0.9900000009 0.9900000004 0.9900000011 0.9900000011 



0.2 



0.96 



0.9600000002 0.9599999996 0.9600000004 0.9600000004 



0.3 



0.91 



0.9099999994 0.9099999988 0.9099999996 0.9099999997 



0.4 



0.84 



0.8399999988 0.8399999981 0.8399999990 0.8399999990 



0.5 



0.75 



0.7499999982 0.7499999974 0.7499999983 0.7499999984 



0.6 



0.64 



0.6399999978 0.6399999969 0.6399999979 0.6399999980 



0.7 



0.51 



0.5099999976 0.5099999966 0.5099999976 0.5099999977 



0.8 



0.36 



0.3599999975 0.3599999966 0.3599999975 0.3599999976 



0.9 



0.19 



0.1899999978 0.1899999968 0.1899999976 0.1899999978 



1.0 



0.00 



−1.6683



. . 



.







−2.5837







−1.8362







1.6601



3.220532 − 17 



6.113029 − 17 



3.342714 − 17 



3.023423 − 17 







= . .







6.036705 − 15 



6.363344 − 15 



6.444917 − 15 



6.372673 − 15 



/







3.922663 



50.227577 



10.979969 



10.823327 
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Table ( .



)



Discrete WRM-SCP’s



Exact Solution



CM



SDM



MM



LSM



0.0 



1.00 



1.0000000017 1.0000000007 1.0000000019 1.0000000032 



0.1 



0.99 



0.9900000011 0.9899999998 0.9900000013 0.9900000026 



0.2 



0.96 



0.9600000004 0.9599999989 0.9600000007 0.9600000021 



0.3 



0.91 



0.9099999997 0.9099999981 



0.4 



0.84 



0.8399999990 0.8399999972 0.8399999993 0.8400000009 



0.5 



0.75 



0.7499999984 0.7499999965 0.7499999987 0.7500000004 



0.6 



0.64 



0.6399999980 0.6399999960 0.6399999981 



0.7 



0.51 



0.5099999977 0.5099999957 0.5099999978 0.5099999996 



0.8 



0.36 



0.3599999976 0.3599999956 0.3599999976 0.3599999994 



0.9 



0.19 



0.1899999977 0.1899999958 0.1899999976 0.1899999994 



1 



0 



−1.785



. . 



.



= . .







/











−3.582







0.91 



−2.001



0.9100000015 







0.64 



−4.59







3.087107 − 17 5.993422 − 15 



1.073113 − 16 6.373889 − 15 



3.156884 − 17 6.174216 − 15 



2.665314 − 17 6.074976 − 15 



3.88257 



49.99554 



10.91335 



10.78333 



Example (4.4): Recall the test example (4). Take



= 2,



= 9 and



= 1000 (Number of



approximate parts for Fredholm integral in general Clenshaw-Curtis formula). For assuming the approximate solution



( ) to ( ), let’s consider that the



approximate solution is in the form ( )=



(2 − 1) OR, 
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Apply the algorithms [CM,SDM,MM and LSM] to find the parameters



’s in



the approximate solution for our problem so for this run programs: MainCollLeg , MainSubDomLeg, MainMomLeg and Main- LeastSeqLeg for Legendre orthogonal Polynomials, also MainCollCheb, MainSubDomCheb, MainMomCheb



and



MainLeastSeqCheb



for



Chebyshev



orthogonal



polynomials with all m-files (see appendix) to obtain all results below: Here we have only one boundary condition which is (0) + 2 (1) = −1 . Tables (4.29 and 4.30) present the value of



’s using Legendre and



Chebyshev orthogonal polynomials respectively. Table ( .



)



Using SLP’s ’s WRM CM SDM



0.00000000001334 



−1.00000000004036 0.00000000000011 



−0.00000000000024 −1.00000000000274 0.00000000000065 



MM



0.00000000000811 



−1.00000000002570 0.00000000000044 



LSM



0.00000000000052 



−1.00000000000337 0.00000000000057 



Thus, from table (4.29) and the approximation expression the following approximate formulas become: ( ) = 1.00000000005382 − 2.00000000008142 ( ) = 1.00000000000315 − 2.00000000000939 ( ) = 1.00000000003425 − 2.00000000005404 ( ) = 1.00000000000447 − 2.00000000001020
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Table ( .



)



Using SCP’s ’s WRM CM



0.00000000000258 



−1.00000000000928 



0.00000000000050 



SDM



−0.00000000000057 



−1.00000000000272 



0.00000000000047 



MM



0.00000000000109 



−1.00000000000572 



0.00000000000081 



LSM



−0.00000000000013 



−1.00000000000156 



0.00000000000059 



Thus, the following Chebyshev approximation formulas are obtained from table (4.30) ( ) = 1.00000000001238 − 2.00000000002263 ( ) = 1.00000000000262 − 2.00000000000928 ( ) = 1.00000000000763 − 2.00000000001794 ( ) = 1.00000000000201 − 2.00000000000788 Tables (4.31 and 4.32) present a comparisons between the exact solution ( ) and the approximate solution



( ) for all CM,SDM,MM and LSM using



SLP’s and SCP’s, respectively. This comparison, depending on least square error, running time and residual equations by applying (4.18,4.19) respectively.
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Table ( .



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 



CM



SDM



MM



LSM



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



9.131485 3.478922 3.639383 − 21 − 23 − 21 5.868459 7.116121 2.473721 − 21 − 23 − 21 2.173052 30.908753 9.211813 



= . . .



/



Exact Solution



CM



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



. . = . . .



Discrete WRM-SLP’s



Exact Solution



. . 



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 



)



/



4.487832 − 22 3.864406 − 22 



Table ( . ) Discrete WRM-SCP’s SDM MM



5.485626 − 23 7.372936 − 23 9.180344 



LSM



1 0.8 0.6 0.4 0.1999999999 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.2 0 −0.2 −0.4 −0.6 −0.8 −1 



1 0.8 0.6 0.4 0.1999999999 0 −0.2 −0.4 −0.6 −0.8 −1 



3.880442 − 23 7.975041 − 23 



1.576273 − 22 2.270015 − 22 



1.339954 − 23 4974157 − 23 



9.234742 



8.992687 



2.220988 30.633277 
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4.6 Discussion In this chapter, the discrete weighted residual methods: Collocation, Subdomain, Moment and Least square techniques are applied to linear integrofractional differential equations of Fredholm type. In each one of these methods, the solution is expressed as a truncated power series with shifted Legendre and shifted Chebyshev polynomials. In all of these methods, the solution is convergent to the exact solution and the least square error is very small, and the errors in shifted-Legendre polynomial is better than shifted-Chebyshev polynomial in the same



.



For each type of the methods a computer program MatLab was written with several examples. The least square error, residual error and running time are given for comparison of computing the accuracy and speed.
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Chapter Five



Conclusions and Recommendations



5.1 Conclusion The analytical and numerical methods for multi-higher order linear integrofractional differential equations of Fredholm type in Caputo sense with variable coefficients were introduced by applying and discussing several techniques. In this work, many algorithms are built driving for two types of numerical methods, which are weighted residual method “Collocation, Sub-domain, Moment and Least-square” methods for both of orthogonal polynomials (Chebyshev



and



Legendre)



and



Newton-Cotes



quadrature



method



“Trapezoidal and Simpson” methods for computing our problem. Finally, good programs were written in MatLab (V.8) , examples were solved and good results were achieved. A comparison is made between these numerical techniques depending on the least square error which was calculated from the numerical solution against the perfect solution, and the running timeof the associated main programs:Main(Trap, Simp, ColloCheb, SubdoCheb, MomCheb, LeastSCheb, ColloLeg,SubdoLeg, MomLeg andLeastSLeg), for all of these programs see appendix. The comparison is done as follows: Table (5.1),(5.2) and (5.3) shows a comparison between the least-square error and the running time for solving test example (1) ( (2) (for 2,



= 0.3,



= 0.7) where (



= 3,



= 2,



= 7),test example



= 10) and test example (4)(



=



= 9), respectively. usingCollocation and Moment method for both of



orthogonal polynomials (shifted Legendre and shifted Chebyshev); and Trapezoidal method (



= 10).



Finally, Table (5.4)lists a comparison between the least square error and the running time for solving test example (2), by the same methods for different values of



and .
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Table (5.1) Test Example 1 Methods



. . .



MM



/



SLP



9.860761



5.616010



SCP



1.380506



5.579804



=3



SLP



6642307



19.538330



= 10



SCP



2.602121



19.401359



2.681636



0.744449



=3



CM



.



= 10



Trapezoidal



.



Table (5.2) Test Example 2 Methods



= . . . .



=3



CM



MM



= . .



/



SLP



6.532754



4.068703



SCP



7.149051



4.063115



=3



SLP



6.779273



13.875228



= 10



SCP



3.229399



13.747380



1.598713



1.200879



= 10



Trapezoidal



.



Table (5.3) Test Example 4 Methods . . . CM



MM Trapezoidal



.



/



SLP



9.131485



2.151268



SCP



4.487832



2.141809



=2



SLP



3.680938



7.607988



=7



SCP



1.419117



7.410880



1.093136



1.161169



=2



= 15
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Table (5.4) Test Example 2 Methods



= . . . .



SLP CM SCP



SLP MM SCP



Trapezoidal



7.395570



3.697785



3.574525



3.204747



1.420182



= . . / 4.096468



4.070988



13.954911



13.798595



1.167243



= . . . . 4.240127



2.711709



8.739099



3.010909



1.995017



= . .



/



4.056591



4.021998



13.938897



13.824797



1.202879



= . . . . 2.588449



3.574525



1.737959



3.697785



5.893216



= . .



/



4.089661



4.047354



13.910861



13.756019



1.166789



The comparison between the numerical solutions obtained by the methods: Collocation method, Momentmethod for both of orthogonal polynomials (shifted Legendre and shifted Chebyshev) and Trapezoidal method with the exact solution for some test examples have been illustrated in the following figures. Figures(5.1), (5.2) and (5.3) shows a comparison between the exact and numerical solutions of FIFDEs with variable coefficients with (Shifted Legendre polynomial) for test examples (1), (2) for ( = 0.3, respectively.
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6 5 4



exact



3



Collocation



2



Moment



1



Trapezoidal



0 0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



Figure (5.1)



1.2 1 0.8



Exact



0.6



Collocation



0.4



Moment Trapezoidal



0.2 0 -0.2



0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



Figure (5.2)



1.5 1 Exact



0.5



Collocation



0 -0.5



0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



Moment Trapezoidal



-1 -1.5



Figure (5.3)
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Figures(5.4), (5.5) and (5.6) shows a comparison between the exact and numerical solutions of FIFDEs with variable coefficients with (Shifted Chebyshev polynomial) for test examples (1), (2) for ( = 0.3,



= 0.7) and



(4) respectively. 6 5 4



exact



3



Collocation



2



Moment Trapezoidal



1 0 0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



Figure (5.4) 1.2 1 0.8



Exact



0.6



Collocation



0.4



Moment Trapezoidal



0.2 0 -0.2



0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



Figure (5.5) 1.5 1 Exact



0.5



Collocation



0 -0.5



0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



Moment Trapezoidal



-1 -1.5



Figure (5.6) 130
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From the present results (tables and figures) and information in analytical technique in chapter two and numerical methods in chapters three and four, the following conclusions are pointed: 1. The numerical methods used in this thesis have proved their effectiveness in solving multi-higher order linear IFDEs of Fredholm type in Caputo sense with variable coefficients and finding good results. 2. For some special types of our problem, the analytical methods, which were improved in chapter two, provide good solutions. 3. Quadrature methods cannot apply to compute the solution (see test example (2) for



> 0.5 and test example (3)) because this method is



derived from all fractional orders that lie between 0 and 1, while the discrete WR-methods can solve any fractional order successfully, (see examples (4.2 and 4.3)). 4. The discrete WR-methods via orthogonal polynomials gives better results than Newton-Cotes Quadrature methods for small



.



5. In discrete WR-methods via orthogonal polynomials, collocation method is better than the other three methods while in Newton-Cotes Quadrature methods the Trapezoidal method is better than Simpson method. 6. A disadvantage of Simpson method is that if complicated and requires long running time.
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is large, then the solution is
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5.2 Recommendation The following points are recommended for future works: 1. Extend the use of all the methods that used in this thesis to include the non-linear Fredholm integro-fractional differential equations. 2. Using other types of basic function, such as Laguerre and Hermite polynomials in discrete WR-Methods via orthogonal polynomials. 3. Using some of analytical methods for solving our problem such as variation iteration method and Laplace transform method. 4. Using linear programming technique to compute the solution of nonlinear FIFDEs. 5. Using quadrature methods for solving linear or system of linear IFDEs of Fredholm type with variable coefficient. 6. Using Runge-kutta method of second, third and fourth order for solving linear IFDEs of Fredholm type.
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Appendix Programs of Newton-Cotes Quadrature Method Main program of Trapezoidal Method: clc clear all format longg syms xt a=0 ; b=1 ; % ab=input('Input the interval [a,b] = '); N=10 ; % N=input(' Input the number of unknowns N = '); % Input the fractional order(alfa and betta) aa=0.0;bb=0.0; alfa=[0.7 0] ; betta=[0.8 0.5 0] ; Vcoef=[1 sinh(t)] ; % from the first one we begining n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(betta)-1; % m is the number of Fractional term betta part BL=[1 1]; % BL=input('Input the left hand Boundary Conditions as a matrix form = '); BR=[7]; % BR=input('Input the right hand Boundary Conditions as a matrix form = '); tic h=(b-a)/N ; tr=[a:h:b]; K=zeros(N+1,N+1,m+1); for l=0:m K(:,:,l+1)=MKrs(tr,l,N) ; end F=zeros(N,1) ; F=Frs(tr,N,aa,bb) ; %tr',K,F Aa=zeros(n+1,1); ga=zeros(N,n+1); Ab=zeros(m+1,1); gb=zeros(N,m+1) ; Aa(1:n+1,1)=(h.^(-alfa(1:n+1)))./gamma(2-alfa(1:n+1)); Ab(1:m+1,1)=(h.^(-betta(1:m+1)))./gamma(2-betta(1:m+1)); Aa Ab for ns=0:n al=alfa(ns+1);af=1-al; ga(1:N,n-ns+1)=(1+(0:N-1)).^af-(0:N-1).^af; end for ms=0:m bl=betta(ms+1);bf=1-bl; gb(1:N,m-ms+1)=(1+(0:N-1)).^bf-(0:N-1).^bf; end ga gb ca=zeros(N,n+1);cb=zeros(N,m+1); for ns=0:n nn=n-ns+1; for i=0:N-1 if i==0 ca0=1; else ca0=ga(i+1,nn)-ga(i,nn); end ca(i+1,nn)=ca0; end end
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for ms=0:m mm=m-ms+1; for i=0:N-1 if i==0 cb0=1; else cb0=gb(i+1,mm)-gb(i,mm); end cb(i+1,mm)=cb0; end end ca cb H=zeros(N+1,1); for r=0:N Hr=0.0; if r==0 Hr=subs(Vcoef(end),tr(1)); else for s=0:n Hr=Hr+(subs(Vcoef(s+1),tr(r+1)))*Aa(s+1,1); end end H(r+1,1)=Hr; end H L=zeros(N+1,N+1); for k=0:N for l=0:k if k>=l if k==l L(k+1,l+1)=H(k+1,1); elseif (l==0 && k>0) Lr=0.0; for i=0:n-1 Lr=Lr+(subs(Vcoef(i+1),tr(k+1)))*Aa(i+1,1)*ga(k,ni+1); end L(k+1,1)=-Lr; else Lr=0.0; for i=0:n-1 Lr=Lr+(subs(Vcoef(i+1),tr(k+1)))*Aa(i+1,1)*ca(k-l+1,ni+1); end L(k+1,l+1)=Lr; end end end end L I=zeros(N+1,N+1); for s=0:N for l=0:N if l==0 Sj=0.0; for j=0:m-1 Sd=0.0; for d=1:N if d==N wk=1/2; else wk=1; end Sd=Sd+wk*K(s+1,d+1,j+1)*gb(d,m-j+1);
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end Sj=Sj+Ab(j+1,1)*Sd; end Sj=h*Sj; I(s+1,1)=h*K(s+1,1,m+1)/2-Sj; elseif l==N SN=0.0; for j=0:m-1 SN=SN+Ab(j+1,1)*K(s+1,N+1,j+1); end I(s+1,N+1)=h*(K(s+1,N+1,m+1)+SN)/2; else Sj=0.0; for j=0:m-1 Sd=0.0; for d=l:N if d==N wk=1/2; else wk=1; end Sd=Sd+wk*K(s+1,d+1,j+1)*cb(d-l+1,m-j+1); end Sj=Sj+Ab(j+1,1)*Sd; end I(s+1,l+1)=h*(K(s+1,l+1,m+1)+Sj); end end end I LI=zeros(N+1,N+1); LI=L-I; B=zeros(1,N+1);B(1,1)=BL(1);B(1,end)=BL(end); CA=cell(2,1);CA{1}=LI;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=F';CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C; disp('--------------------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. exact=sym(zeros(1,1)); exact=input('the exact functions u(t) = '); disp(' '),disp(' ') disp(' THE TABLE ') disp('---------------------------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('---------------------------------------------------------------------------------') T0=(a:h:b)'; T1=subs(exact,T0); T2=C; disp(subs(vpa([T0 T1 T2 ],12))) disp('---------------------------------------------------------------------------------') disp('| Least Square Errors(LSE:) |') disp('-------------------------------') format longe LSE=sum((T1-C).^2); disp(subs(vpa([LSE]),6))
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Main program of Simpson Method clc clear all format longg syms xt a=0 ; b=1 ; % ab=input('Input the interval [a,b] = '); N=10 ; % N=input(' Input the number of unknowns N = '); % Input the fractional order(alfa and betta) aa=0.0;bb=0.0; alfa=[0.7 0] ; betta=[0.8 0.5 0] ; Vcoef=[1 sinh(t)] ; % from the first one we begining n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(betta)-1; % m is the number of Fractional term betta part BL=[2 -1]; % BL=input('Input the left hand Boundary Conditions as a matrix form = '); BR=[1]; % BR=input('Input the right hand Boundary Conditions as a matrix form = '); tic h=(b-a)/N ; tr=[a:h:b]; K=zeros(N+1,N+1,m+1); for l=0:m K(:,:,l+1)=MKrs(tr,l,N) ; end F=zeros(N,1) ; F=Frs(tr,N,aa,bb) ; %tr',K,F Aa=zeros(n+1,1); ga=zeros(N,n+1); Ab=zeros(m+1,1); gb=zeros(N,m+1) ; Aa(1:n+1,1)=(h.^(-alfa(1:n+1)))./gamma(2-alfa(1:n+1)); Ab(1:m+1,1)=(h.^(-betta(1:m+1)))./gamma(2-betta(1:m+1)); %Aa,Ab for ns=0:n al=alfa(ns+1);af=1-al; ga(1:N,n-ns+1)=(1+(0:N-1)).^af-(0:N-1).^af; end for ms=0:m bl=betta(ms+1);bf=1-bl; gb(1:N,m-ms+1)=(1+(0:N-1)).^bf-(0:N-1).^bf; end %ga,gb ca=zeros(N,n+1);cb=zeros(N,m+1); for ns=0:n nn=n-ns+1; for i=0:N-1 if i==0 ca0=1; else ca0=ga(i+1,nn)-ga(i,nn); end ca(i+1,nn)=ca0; end end for ms=0:m mm=m-ms+1; for i=0:N-1 if i==0 cb0=1; else cb0=gb(i+1,mm)-gb(i,mm); end
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cb(i+1,mm)=cb0; end end %ca,cb H=zeros(N+1,1); for r=0:N Hr=0.0; if r==0 Hr=subs(Vcoef(end),tr(1)); else for s=0:n Hr=Hr+(subs(Vcoef(s+1),tr(r+1)))*Aa(s+1,1); end end H(r+1,1)=Hr; end %H L=zeros(N+1,N+1); for k=0:N for l=0:k if k>=l if k==l L(k+1,l+1)=H(k+1,1); elseif (l==0 && k>0) Lr=0.0; for i=0:n-1 Lr=Lr+(subs(Vcoef(i+1),tr(k+1)))*Aa(i+1,1)*ga(k,ni+1); end L(k+1,1)=-Lr; else Lr=0.0; for i=0:n-1 Lr=Lr+(subs(Vcoef(i+1),tr(k+1)))*Aa(i+1,1)*ca(k-l+1,ni+1); end L(k+1,l+1)=Lr; end end end end %L I=zeros(N+1,N+1); EO=frac(sym(N/2)); if EO~=0 'N is odd '; for s=0:N for l=0:N if l==0 Sj=0.0; for j=0:m-1 Sd=0.0; for d=1:N if d==N wk=3/2; elseif d==N-1 wk=5/2; elseif d~=N && d~=N-1 && frac(sym(d/2))~=0 wk=4; else wk=2; end Sd=Sd+wk*K(s+1,d+1,j+1)*gb(d,m-j+1); end Sj=Sj+Ab(j+1,1)*Sd;
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end I(s+1,1)=K(s+1,1,m+1)-Sj; elseif l==N SN=0.0; for j=0:m-1 SN=SN+Ab(j+1,1)*K(s+1,N+1,j+1); end I(s+1,N+1)=(3/2)*(K(s+1,N+1,m+1)+SN); elseif l==N-1 Sj=0.0; for j=0:m-1 Sd=0.0; for d=N-1:N if d==N wk=3/2; else wk=5/2; end Sd=Sd+wk*K(s+1,d+1,j+1)*cb(d-N+2,m-j+1); end Sj=Sj+Ab(j+1,1)*Sd; end I(s+1,l+1)=(5/2)*K(s+1,l+1,m+1)+Sj; else Sj=0.0; for j=0:m-1 Sd=0.0; for d=l:N if d==N wk=3/2; elseif d==N-1 wk=5/2; elseif d~=N && d~=N-1 && frac(sym(d/2))~=0 wk=4; else wk=2; end Sd=Sd+wk*K(s+1,d+1,j+1)*cb(d-l+1,m-j+1); end Sj=Sj+Ab(j+1,1)*Sd; end if l==N wkk=3/2; elseif l==N-1 wkk=5/2; elseif l~=N && l~=N-1 && frac(sym(l/2))~=0 wkk=4; else wkk=2; end I(s+1,l+1)=wkk*K(s+1,l+1,m+1)+Sj; end end end else 'N is even '; for s=0:N for l=0:N if l==0 Sj=0.0; for j=0:m-1 Sd=0.0; for d=1:N if d==N wk=1; elseif d~=N && frac(sym(d/2))~=0 wk=4; else wk=2; end Sd=Sd+wk*K(s+1,d+1,j+1)*gb(d,m-j+1); end Sj=Sj+Ab(j+1,1)*Sd; end I(s+1,1)=K(s+1,1,m+1)-Sj; elseif l==N
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SN=0.0; for j=0:m-1 SN=SN+Ab(j+1,1)*K(s+1,N+1,j+1); end I(s+1,N+1)=K(s+1,N+1,m+1)+SN; else Sj=0.0; for j=0:m-1 Sd=0.0; for d=l:N if d==N wk=1; elseif d~=N && frac(sym(d/2))~=0 wk=4; else wk=2; end Sd=Sd+wk*K(s+1,d+1,j+1)*cb(d-l+1,m-j+1); end Sj=Sj+Ab(j+1,1)*Sd; end if l==N wk=1; elseif l~=N && frac(sym(l/2))~=0 wk=4; else wk=2; end I(s+1,l+1)=wk*K(s+1,l+1,m+1)+Sj; end end end end %I LI=zeros(N+1,N+1); LI=L-(h/3)*I; B=zeros(1,N+1);B(1,1)=BL(1);B(1,end)=BL(end); CA=cell(2,1);CA{1}=LI;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=F';CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C disp('--------------------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. exact=sym(zeros(1,1)); exact=input('the exact functions u(t) = '); disp(' '),disp(' ') disp(' THE TABLE ') disp('----------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('-----------------------------------------------------------------') T0=(a:h:b)'; T1=subs(exact,T0); T2=C; disp(subs(vpa([T0 T1 T2 ],12))) disp('-----------------------------------------------------------------') disp('| Least Square Errors(LSE:) |') disp('-------------------------------') format longe LSE=sum((T1-C).^2); disp(subs(vpa([LSE]),6))
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Subprograms of Newton-Cotes Quadrature Methods Frs function Fh=Frs(tr1,N1,aa,bb); syms z fun=(6/gamma(2.3))*z.^1.3+sinh(z).*(3*z.^2+2)-(6/(4.2*gamma(2.2)))*exp(z)(6/(3.5*gamma(2.5)))*z.^2+6/gamma(3.5)-5*exp(z+1)+8*exp(z); Fh=zeros(N1,1); Fh=subs(fun,tr1(1:N1+1));



MKrs function MK=MKrs(tr1,l1,N1); KK=zeros(N1+1,N1+1); syms st Kers=[s.^2*exp(t) , s.*(t.^2)-1 , exp(t+s) ]; KL=char(Kers(l1+1));KL1=inline(KL,'t','s'); for i=1:N1+1 t1=tr1(i); for j=1:N1+1 s1=tr1(j); KK(i,j)=KL1(t1,s1); end end MK=KK;



MKhrs function [MK,MKh]=MKhrs(tr1,th1,l1,N1); KK=zeros(N1+1,N1+1);Kh=zeros(N1+1,N1-1); syms st Kers=[s.^2*exp(t) , s.*(t.^2)-1 , exp(t+s) ]; KL=char(Kers(l1+1));KL1=inline(KL,'t','s'); for i=1:N1+1 t1=tr1(i); for j1=1:N1+1 s1=tr1(j1); KK(i,j1)=KL1(t1,s1); end for j2=1:N1-1 s2=th1(j2); Kh(i,j2)=KL1(t1,s2); end end MK=KK ; MKh=Kh ;
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Programs of Discrete WR-Method Via Orthogonal Polynomial Main program of Collocation Method using Legendre Polynomial MainCollocationProgramLeg clc clear all format longg syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; NI=1000; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ]; BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); M=N+1-mi; % number of collocation points n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1; % m is the number of Fractional term betta part [XZ,WZ]=ZerosLeg(M); X=XZ' ; Y=((ab(2)-ab(1))/2)*X+(ab(2)+ab(1))/2 ; F=Fm(EX,Y); for m1=1:M ST=sumCCoef(N,n,ab(1),ab(2),Y(1,m1),coef,alfa); SK=sumCKer(NI,N,m,Y(1,m1),ab(1),ab(2),beta,Kers); for j=1:N+1 hm(m1,j)=ST(1,j)-SK(1,j); end end B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=hm;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=F;CB{2}=BR;BB=cell2mat(CB); C=zeros(N+1,1); [L0,U0]=lu(AA);C=vpa(U0\(L0\BB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') PMt=legendreM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*PMt)); pretty(simplify(vpa(Uapproximate,10))) disp('------------------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); nt=10;ht=(ab(2)-ab(1))/nt;Tt=(ab(1):ht:ab(2));ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2;
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end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Pi(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); Fmf=zeros(nt+1,1); Fmf=Fm(EX,Tt); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('-----------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('-----------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp('| Least Square Errors(LSE:) Residual Errors(LSEf:) |') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



Main program of Sub-domain Method using Legendre Polynomial MainSub-domainProgramLeg clc clear all format long syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % M=input(' Input the number of zeros of discrete innerproduct term M = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; M=10 ; NI=1000; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ];BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1 ; % m is the number of Fractional term betta part [XZ,WZ]=ZerosLeg(M+1); X=XZ'; W=WZ' ; DW=diag(W) ; h=(ab(2)-ab(1))/(N+1); nt=10; ht=(ab(2)-ab(1))/nt; Tt=(ab(1):ht:ab(2)); T=zeros(1,N+2);T(1,1:N+2)=ab(1)+(0:N+1)*h; POINTS=zeros(M+1,N+1); for r=0:N T1=T(1,r+1);T2=T(1,r+2); for s=0:M POINTS(s+1,r+1)=((T2-T1)/2)*X(1,s+1)+(T2+T1)/2; end end F=zeros(N+1,1) ; Fmf=zeros(nt+1,1); [F,Fmf]=Fm(EX,POINTS,Tt,W,N,M);
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SC=zeros(N+1,N+1) ; SC=sumSCoef(N,M,n,ab(1),ab(2),coef,POINTS,W,alfa); SK=zeros(N+1,N+1) ; SK=sumSKer(N,M,m,NI,ab(1),ab(2),POINTS,W,beta,Kers); SCK=zeros(N+1,N+1); SCK=SC-SK; B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=SCK;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=F;CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') PMt=legendreM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*PMt)); pretty(simplify(vpa(Uapproximate,10))) disp('---------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Pi(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('------------------------------------------------------------------') disp(' Points Uexact Uapproximate') disp('------------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp(' Least Square Errors(LSE:) Residual Errors(LSEf:)') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



Main program of Moment Method using Legendre Polynomial MainMomentProgramLeg clc clear all format long syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % M=input(' Input the number of zeros of discrete innerproduct term M = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = ');
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% BL=input('Input the left hand Boundary Conditions as '); % BR=input('Input the right hand Boundary Conditions as '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; M=10 ; NI=1000; EX=2; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); n=length(alfa)-1 ; % n is the number of Fractional term m=length(beta)-1 ; % m is the number of Fractional term [XZ,WZ]=ZerosLeg(M+1); X=XZ'; W=WZ' ; DW=diag(W) ; Y=zeros(1,M+1);Y=((ab(2)-ab(1))/2)*X+(ab(2)+ab(1))/2; F=Fm(EX,Y); L=zeros(M+1,N+1); P=zeros(N+1,M+1); for m1=0:M YY=Y(1,m1+1); ST=sumMCoef(N,n,ab(1),ab(2),YY,coef,alfa); SK=sumMKer(NI,N,m,YY,ab(1),ab(2),beta,Kers); for j=1:N+1 L(m1+1,j)=ST(1,j)-SK(1,j); end for d=0:N S=t^d; P(d+1,m1+1)=subs(S,t,YY); end end PWL=P*DW*L; PWF=P*DW*F;



a matrix form = a matrix form =



, exp(s+t) ];BL=[1



alfa part betta part



B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=PWL;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=PWF;CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') PMt=legendreM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*PMt)); pretty(simplify(vpa(Uapproximate,10))) disp('------------------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); nt=10;ht=(ab(2)-ab(1))/nt;Tt=(ab(1):ht:ab(2));ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Pi(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C;
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LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); Fmf=zeros(nt+1,1); Fmf=Fm(EX,Tt); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('----------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('-----------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp('| Least Square Errors(LSE:) Residual Errors(LSEf:) |') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



Main program of Least-Square Method using Legendre Polynomial MainLeast-SquareProgramLeg clc clear all format long syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % M=input(' Input the number of zeros of discrete innerproduct term M = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; M=10 ; NI=1000; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ];BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1 ; % m is the number of Fractional term betta part [XZ,WZ]=ZerosLeg(M+1); X=XZ'; W=WZ' ; DW=diag(W) ; Y=zeros(1,M+1);Y=((ab(2)-ab(1))/2)*X+(ab(2)+ab(1))/2; F=Fm(EX,Y); L=zeros(M+1,N+1); for m1=0:M YY=Y(1,m1+1); ST=sumLSCoef(N,n,ab(1),ab(2),YY,coef,alfa); SK=sumLSKer(NI,N,m,YY,ab(1),ab(2),beta,Kers); for j=1:N+1 L(m1+1,j)=ST(1,j)-SK(1,j); end end LWL=L'*DW*L; LWF=L'*DW*F; B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=LWL;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=LWF;CB{2}=BR;BB=cell2mat(CB);
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AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') PMt=legendreM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*PMt)); pretty(simplify(vpa(Uapproximate,10))) disp('------------------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); nt=10;ht=(ab(2)-ab(1))/nt;Tt=(ab(1):ht:ab(2));ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Pi(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); Fmf=zeros(nt+1,1); Fmf=Fm(EX,Tt); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('-----------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('-----------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp('| Least Square Errors(LSE:) Residual Errors(LSEf:) |') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



Main program of Collocation Method using Chebyshev Polynomial MainCollocationProgramCheb clc clear all format longg syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = ');
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% EX=input('Input the number of Example to Run = '); N=3 ; NI=1000; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ];BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); M=N+1-mi; % number of collocation points n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1; % m is the number of Fractional term betta part X=-cos(((2*(1:M)-1)/(2*M))*pi); Y=((ab(2)-ab(1))/2)*X+(ab(2)+ab(1))/2 ; F=Fm(EX,Y); for m1=1:M ST=sumCCoef(N,n,ab(1),ab(2),Y(1,m1),coef,alfa); SK=sumCKer(NI,N,m,Y(1,m1),ab(1),ab(2),beta,Kers); for j=1:N+1 hm(m1,j)=ST(1,j)-SK(1,j); end end B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=hm;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=F;CB{2}=BR;BB=cell2mat(CB); C=zeros(N+1,1); [L0,U0]=lu(AA);C=vpa(U0\(L0\BB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') TMt=chebyshevM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*TMt)); pretty(simplify(vpa(Uapproximate,10))) disp('---------------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); nt=10;ht=(ab(2)-ab(1))/nt;Tt=(ab(1):ht:ab(2));ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Ti(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); Fmf=zeros(nt+1,1); Fmf=Fm(EX,Tt); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('------------------------------------------------------------------') disp(' Points Uexact Uapproximate') disp('------------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp(' Least Square Errors(LSE:) Residual Errors(LSEf:)') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



147



Main program of Sub-domain Method using Chebyshev Polynomial MainSub-domainProgramCheb clc clear all format long syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % M=input(' Input the number of zeros of discrete innerproduct term M = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; M=10; NI=1000 ; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ];BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1 ; % m is the number of Fractional term betta part W=zeros(1,M+1);W(1,2:M)=pi/M;W(1,1)=pi/(2*M);W(1,end)=pi/(2*M); h=(ab(2)-ab(1))/(N+1); nt=10; ht=(ab(2)-ab(1))/nt; Tt=(ab(1):ht:ab(2)); T=zeros(1,N+2);T(1,1:N+2)=ab(1)+(0:N+1)*h; X=zeros(1,M+1);X(1,1:M+1)=-cos(pi*(0:M)/M); POINTS=zeros(M+1,N+1); for r=0:N T1=T(1,r+1);T2=T(1,r+2); for s=0:M POINTS(s+1,r+1)=((T2-T1)/2)*X(1,s+1)+(T2+T1)/2; end end F=zeros(N+1,1) ; Fmf=zeros(nt+1,1); [F,Fmf]=Fm(EX,POINTS,Tt,W,N,M); SC=zeros(N+1,N+1) ; SC=sumSCoef(N,M,n,ab(1),ab(2),coef,POINTS,W,alfa); SK=zeros(N+1,N+1) ; SK=sumSKer(N,M,m,NI,ab(1),ab(2),POINTS,W,beta,Kers); SCK=zeros(N+1,N+1); SCK=SC-SK; B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=SCK;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=F;CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') TMt=chebyshevM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*TMt)); pretty(simplify(vpa(Uapproximate,10))) disp('---------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = ');
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ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Ti(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('------------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('------------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp('| Least Square Errors(LSE:) Residual Errors(LSEf:) |') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



Main program of Moment Method using Chebyshev Polynomial MainMomentProgramCheb clc clear all format long syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % M=input(' Input the number of zeros of discrete innerproduct term M = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; M=10; NI=1000 ; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ];BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1 ; % m is the number of Fractional term betta part W=zeros(1,M+1);W(1,2:M)=pi/M;W(1,1)=pi/(2*M);W(1,end)=pi/(2*M); DW=diag(W); X=zeros(1,M+1);X(1,1:M+1)=-cos(pi*(0:M)/M); Y=zeros(1,M+1);Y=((ab(2)-ab(1))/2)*X+(ab(2)+ab(1))/2; F=Fm(EX,Y);
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L=zeros(M+1,N+1); T=zeros(N+1,M+1); for m1=0:M YY=Y(1,m1+1); ST=sumMCoef(N,n,ab(1),ab(2),YY,coef,alfa); SK=sumMKer(NI,N,m,YY,ab(1),ab(2),beta,Kers); for j=1:N+1 L(m1+1,j)=ST(1,j)-SK(1,j); end for d=0:N S=t^d; T(d+1,m1+1)=subs(S,t,YY); end end TWL=T*DW*L; TWF=T*DW*F; B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=TWL;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=TWF;CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') TMt=chebyshevM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*TMt)); pretty(simplify(vpa(Uapproximate,10))) disp('---------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); nt=10;ht=(ab(2)-ab(1))/nt;Tt=(ab(1):ht:ab(2));ES=zeros(1,nt+1); for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Ti(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); Fmf=zeros(nt+1,1); Fmf=Fm(EX,Tt); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('-----------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('-----------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp('| Least Square Errors(LSE:) Residual Errors(LSEf:) |') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])
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Main program of Least-Square Method using Chebyshev Polynomial MainLeast-SquareProgramCheb clc clear all format long syms ts % ab=input('Input the interval [a,b] = '); % N=input(' Input the number of unknowns N = '); % M=input(' Input the number of zeros of discrete innerproduct term M = '); % NI=input(' Input the number of clenshaw curtis points NI = '); % coef=input(' Input the coefficients P(t) as a row matrix = '); % BL=input('Input the left hand Boundary Conditions as a matrix form = '); % BR=input('Input the right hand Boundary Conditions as a matrix form = '); % Kers=input('Input the kernels = '); % EX=input('Input the number of Example to Run = '); N=3 ; M=10; NI=1000 ; ab=[0,1]; alfa=[0.7 0]; beta=[ 0.8 0.5 0 ]; coef=[ 1 , sinh(t) ]; Kers=[ (s.^2)*exp(t) , s*(t.^2)-1 , exp(s+t) ];BL=[1 1]; BR=[7]; mi=max(ceil(max(alfa)),ceil(max(beta))); n=length(alfa)-1 ; % n is the number of Fractional term alfa part m=length(beta)-1 ; % m is the number of Fractional term betta part W=zeros(1,M+1);W(1,2:M)=pi/M;W(1,1)=pi/(2*M);W(1,end)=pi/(2*M); DW=diag(W); X=zeros(1,M+1);X(1,1:M+1)=-cos(pi*(0:M)/M); Y=zeros(1,M+1);Y=((ab(2)-ab(1))/2)*X+(ab(2)+ab(1))/2; F=Fm(EX,Y); L=zeros(M+1,N+1); for m1=0:M YY=Y(1,m1+1); ST=sumLSCoef(N,n,ab(1),ab(2),YY,coef,alfa); SK=sumLSKer(NI,N,m,YY,ab(1),ab(2),beta,Kers); for j=1:N+1 L(m1+1,j)=ST(1,j)-SK(1,j); end end LWL=L'*DW*L; LWF=L'*DW*F; B=BCM(ab(1),ab(2),N,mi,BL); CA=cell(2,1);CA{1}=LWL;CA{2}=B;AA=cell2mat(CA); CB=cell(2,1);CB{1}=LWF;CB{2}=BR;BB=cell2mat(CB); AAA=AA'*AA ; BBB=AA'*BB ; C=zeros(N+1,1); [L0,U0]=lu(AAA);C=vpa(U0\(L0\BBB),12); toc Parameters=C' disp(' ') disp('The Numerical approximation is Uapproximate =') TMt=chebyshevM(ab(1),ab(2),N,t); Uapproximate=sym(zeros(1));Uapproximate=subs(sum(C.*TMt)); pretty(simplify(vpa(Uapproximate,10))) disp('---------------------------------') % The following steps using to find L.S.E. using exact with % approximation solutions. syms ts exact=input('The exact function u(t) = '); nt=10;ht=(ab(2)-ab(1))/nt;Tt=(ab(1):ht:ab(2));ES=zeros(1,nt+1);
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for i=0:nt to=ab(1)+i*ht; ES(1,i+1)=(subs(exact,to)-subs(Uapproximate,to)).^2; end LSE=sum(ES); % The following steps using to find L.S.E.f for Residuals RCKi=SUMCoefKer_Ti(N,m,n,ab(1),ab(2),coef,alfa,beta,Kers); LGO=sym(zeros(1,1)); LGO=RCKi*C; LGOf=zeros(nt+1,1); LGOf=subs(LGO,t,Tt'); Fmf=zeros(nt+1,1); Fmf=Fm(EX,Tt); ESf=zeros(1,nt+1); ESf(1,:)=(LGOf(:,1)-Fmf(:,1)).^2; LSEf=sum(ESf); UE=subs(exact,t,Tt);UA=subs(Uapproximate,t,Tt); Table=subs(vpa([Tt' UE' UA'])); disp('-----------------------------------------------------------------') disp('| Points Uexact Uapproximate |') disp('-----------------------------------------------------------------') disp([Table]) disp('---------------------------------------------------------------') disp('| Least Square Errors(LSE:) Residual Errors(LSEf:) |') disp('---------------------------------------------------------------') Errors=subs(vpa([LSE LSEf]),10); disp([Errors])



Subprograms of (Legendre) function II=BCM(a1,b1,Nn,mi,BC); DC=zeros(2*mi,Nn+1); for d=0:Nn for i=1:mi DC(i,d+1)=difflegendre(a1,b1,i-1,d,a1); DC(i+mi,d+1)=difflegendre(a1,b1,i-1,d,b1); end end OM=zeros(mi,Nn+1); for k=1:mi for d=0:Nn OM(k,d+1)=sum(BC(k,:)*DC(:,d+1)); end end II=subs(OM);



function DP=caputoLeg(a1,b1,j1,t1,alfa1); la=length(alfa1);DP=sym(zeros(1,la)); for ia=1:la if j1==0 & alfa1(ia)==0 DP(1,ia)=1; elseif j1>=1 m=ceil(alfa1(ia)); F=floor(j1/2); sum=0;mul=1; mull=(((2/(b1-a1))^m)*((t1-a1)^(m-alfa1(ia))))/(2^j1); for r=0:F mul1=1;mu=1;jr=j1-2*r; mu=(-1)^r*gamma(2*j1-2*r+1)/(gamma(r+1)*gamma(j1-r+1)); if m>jr MM=0; elseif m==jr
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MM=1/gamma(m-alfa1(ia)+1); else sum1=0; for k=0:jr-m sum1=sum1+((-1)^(k+jr-m)*(2*(t1-a1)/(b1a1))^k)/(gamma(k+m-alfa1(ia)+1)*gamma(jr-m-k+1)); end MM=sum1; end mul1=mu*MM; sum=sum+mul1; end mul=mull*sum; DP(1,ia)=mul; else DP(1,ia)=0; end end



function I=ClenshawCurtis(gg,N,N1,a,b); tk=cos((0:N).*pi./N); tk0=((b-a)/2)*tk+((b+a)/2); gk=zeros(N+1,1); gk(:,1)=subs(gg,tk0(1,:)); %gg(tk0(1,:)); v=zeros(1,N1+1); for s=0:N1 if mod(s,2) == 0 v(1,s+1)=1/(1-s.^2); else v(1,s+1)=0.0; end end C=zeros(N+1,N1+1); for k=0:N for s=0:N1 C(k+1,s+1)=cos((s*k*pi)/N); end end w=zeros(1,N+1); for k=0:N S1=0.0; for s=0:N1 S=v(1,s+1)*C(k+1,s+1); if s==0 | s==N1 S=S/2; else S=S; end S1=S1+S; end w(1,k+1)=(4/N)*S1; end for k=0:N if k==0 | k==N gk(k+1,1)=gk(k+1,1)/2; else gk(k+1,1)=gk(k+1,1); end end
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I=((b-a)/2)*w*gk; function DT=difflegendre(a1,b1,n1,m1,t1); if m1


function L=legendre(a1,b1,m1,t1); if m1==0 L=1; else F1=floor(m1/2); suml=0; for r=0:F1 mm=m1-2*r; suml=suml+((-1)^r)*((2.*(t1-a1)./(b1-a1)-1).^mm)*(factorial(2*m12*r)/(factorial(r)*factorial(m1-r)*factorial(mm))); end L=suml*(1/(2.^m1)); end



function LM=legendreM(a1,b1,N1,t); LM=sym(zeros(N1+1,1)); for n1=0:N1 if n1==0 LM(n1+1,1)=1; else F1=floor(n1/2); suml=0; for r=0:F1 nn=n1-2*r; suml=suml+((-1)^r)*((2.*(t-a1)./(b1-a1)1).^nn)*(factorial(2*n1-2*r)/(factorial(r)*factorial(n1r)*factorial(nn))); end LM(n1+1,1)=suml*(1/(2.^n1)); end end
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function RT=sumCCoef(N1,n1,a1,b1,Y1,coef1,alfa1); syms t P=subs(coef1,t,Y1); for d=0:N1 su=0; S=zeros(1,n1+1); for i=1:n1+1 DT=caputoLeg(a1,b1,d,Y1,alfa1(i)); S(i)=P(1,i)*DT; su=su+S(i); end RT(1,d+1)=su; end



function DK=sumCKer(NI,N1,m1,Y1,a1,b1,beta1,kernel); syms st for d=0:N1 sum1=0; for j=1:m1+1 DB=caputoLeg(a1,b1,d,s,beta1(j)); kr=subs(kernel(1,j),t,Y1); KC=DB*kr;IN=0.0; IN=ClenshawCurtis(KC,NI,NI,a1,b1); sum1=sum1+IN; end DK(1,d+1)=sum1; end



function DKCi=SUMCoefKer_Ti(N1,m1,n1,a1,b1,coef1,alfa1,beta1,kernel); syms st DKCi=sym(zeros(1,N1));DK=sym(zeros(1,N1));RT=sym(zeros(1,N1)); for d=0:N1 sum1=0; for j=1:m1+1 DB=caputoLeg(a1,b1,d,s,beta1(1,j)); KC=DB.*kernel(1,j); IN=int(KC,s,a1,b1); sum1=sum1+IN; end DK(1,d+1)=sum1; end for d=0:N1 su=0; for i=1:n1+1 DT=caputoLeg(a1,b1,d,t,alfa1(1,i)); S=coef1(1,i).*DT; su=su+S; end RT(1,d+1)=su; end DKCi=subs(simplify(RT-DK));



function [Zz,Ww]=ZerosLeg(mm); Zz=zeros(mm,1);Ww=zeros(mm,1); switch mm case 1 P=[1 0];
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case 2 P=[3/2 0 -1/2]; case 3 P=[5/2 0 -3/2 0]; case 4 P=[35/8 0 -15/4 0 3/8]; case 5 P=[63/8 0 -35/4 0 15/8 0]; case 6 P=[231/16 0 -315/16 0 105/16 0 -5/16]; case 7 P=[429/16 0 -693/16 0 315/16 0 -35/16 0]; case 8 P=[6435/128 0 -3003/32 0 3465/64 0 -315/32 0 35/128]; case 9 P=[12155/128 0 -6435/32 0 9009/64 0 -1155/32 0 315/128 0]; case 10 P=[46189/256 0 -109395/256 0 45045/128 0 -15015/128 0 3465/256 0 63/256]; case 11 P=[88179/256 0 -230945/256 0 109395/128 0 -45045/128 0 15015/256 0 -693/256 0]; case 12 P=[676039/1024 0 -969969/512 0 2078505/1024 0 -255255/256 0 225225/1024 0 -9009/512 0 231/1024]; case 13 P=[1300075/1024 0 -2028117/512 0 4849845/1024 0 -692835/256 0 765765/1024 0 -45045/512 0 3003/1024 0]; case 14 P=[5014575/2048 0 -16900975/2048 0 22309287/2048 0 -14549535/2048 0 4849845/2048 0 -765765/2048 0 45045/2048 0 -429/2048]; case 15 P=[5204880276848639/1099511627776 0 -35102025/2048 0 50702925/2048 0 -37182145/2048 0 14549535/2048 0 -2909907/2048 0 255255/2048 0 6435/2048 0]; case 16 P=[300540195/32768 0 -4879575259545599/137438953472 0 7655885321011199/137438953472 0 -185910725/4096 0 334639305/16384 0 20369349/4096 0 4849845/8192 0 -109395/4096 0 6435/32768]; case 17 P=[583401555/32768 0 -300540195/4096 0 8539256704204799/68719476736 0 -7655885321011199/68719476736 0 929553625/16384 0 -66927861/4096 0 20369349/8192 0 -692835/4096 0 109395/32768 0]; case 18 P=[2268783825/65536 0 -5199797385953279/34359738368 0 4508102925/16384 0 -4411154475/16384 0 5019589575/32768 0 1673196525/32768 0 156165009/16384 0 -14549535/16384 0 2078505/65536 0 12155/65536]; case 19 P=[4418157975/65536 0 -20419054425/65536 0 5199797385953279/8589934592 0 -5514936621465599/8589934592 0 6938146072166399/17179869184 0 -5019589575/32768 0 557732175/16384 0 66927861/16384 0 14549535/65536 0 -230945/65536 0]; case 20 P=[34461632205/262144 0 -5501419619942399/8589934592 0 5687278390886399/4294967296 0 -49589132175/32768 0 136745788725/131072 0 7631960679383039/17179869184 0 7895131737292799/68719476736 0 557732175/32768 0 334639305/262144 0 -4849845/131072 0 46189/262144]; otherwise Zz='Unknown Zeros input more zeros';
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Ww='input more zeros to find Ww'; end Zz(:,1)=roots(P); syms x L=legendre(-1,1,mm,x); DL=diff(L,'x',1);J(:,1)=subs(DL,Zz(:,1)); Ww(:,1)=2./(((1-Zz.^2)).*(J.^2));



Subprograms of (Chebyshev) function II=BCM(a1,b1,Nn,mi,BC); DC=zeros(2*mi,Nn+1); for d=0:Nn for i=1:mi DC(i,d+1)=diffchebyshev(a1,b1,i-1,d,a1); DC(i+mi,d+1)=diffchebyshev(a1,b1,i-1,d,b1); end end OM=zeros(mi,Nn+1); for k=1:mi for d=0:Nn OM(k,d+1)=sum(BC(k,:)*DC(:,d+1)); end end II=subs(OM);



function DD=caputoCheb(a1,b1,j1,t1,alfa1); la=length(alfa1);DD=sym(zeros(1,la)); for ia=1:la if j1==0 & alfa1(ia)==0 DD(1,ia)=1; elseif j1>=1 m=ceil(alfa1(ia)); F=floor(j1/2); sum=0;mul=1; mull=j1*((2/(b1-a1))^m)*((t1-a1)^(m-alfa1(ia)))/2; for r=0:F mul1=1;mu=1; jr=j1-2*r; mu=(-1)^r*(2^jr)*gamma(j1-r)/gamma(r+1); if m>jr MM=0; elseif m==jr MM=1/gamma(m-alfa1(ia)+1); else sum1=0; for k=0:jr-m sum1=sum1+((-1)^(k+jr-m)*(2*(t1-a1)/(b1a1))^k)/(gamma(k+m-alfa1(ia)+1)*gamma(jr-m-k+1)); end MM=sum1; end mul1=mu*MM; sum=sum+mul1; end mul=mull*sum; DD(1,ia)=mul; else
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DD(1,ia)=0; end end



function C=chebyshev(a1,b1,m1,t1); if m1==0 C=1; else F1=floor(m1/2); sumc=0; for r=0:F1 mm=m1-2*r; sumc=sumc+(-1)^r*(2^mm)*((2.*(t1-a1)./(b1-a1)1).^mm)*(factorial(m1-r-1)/(factorial(r)*factorial(mm))); end C=sumc*m1/2; end



function CM=chebyshevM(a1,b1,N1,t1); CM=sym(zeros(N1+1,1)); for m1=0:N1 if m1==0 CM(m1+1,1)=1; else F1=floor(m1/2); sum=0; for r=0:F1 mm=m1-2*r; sum=sum+(-1)^r*(2^mm)*((2.*(t1-a1)./(b1-a1)1).^mm)*(factorial(m1-r-1)/(factorial(r)*factorial(mm))); end CM(m1+1,1)=sum*m1/2; end end



function I=ClenshawCurtis(gg,N,N1,a,b); tk=cos((0:N).*pi./N); tk0=((b-a)/2)*tk+((b+a)/2); gk=zeros(N+1,1); gk(:,1)=subs(gg,tk0(1,:)); %gg(tk0(1,:)); v=zeros(1,N1+1); for s=0:N1 if mod(s,2) == 0 v(1,s+1)=1/(1-s.^2); else v(1,s+1)=0.0; end end C=zeros(N+1,N1+1); for k=0:N for s=0:N1 C(k+1,s+1)=cos((s*k*pi)/N); end end w=zeros(1,N+1); for k=0:N S1=0.0;
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for s=0:N1 S=v(1,s+1)*C(k+1,s+1); if s==0 | s==N1 S=S/2; else S=S; end S1=S1+S; end w(1,k+1)=(4/N)*S1; end for k=0:N if k==0 | k==N gk(k+1,1)=gk(k+1,1)/2; else gk(k+1,1)=gk(k+1,1); end end I=((b-a)/2)*w*gk;



function DT=diffchebyshev(a1,b1,n1,m1,t1); if m1


function F1=Fm(EX,Y1); syms z fun=(6/gamma(2.3))*z.^1.3+sinh(z).*(3*z.^2+2)-(6/(4.2*gamma(2.2)))*exp(z)(6/(3.5*gamma(2.5)))*z.^2+6/gamma(3.5)-5*exp(z+1)+8*exp(z); M1=length(Y1); F1=zeros(M1,1); F1(:,1)=subs(fun,z,Y1) ;



function RT=sumCCoef(N1,n1,a1,b1,Y1,coef1,alfa1); syms t P=subs(coef1,t,Y1); for d=0:N1 su=0; S=zeros(1,n1+1); for i=1:n1+1 DT=caputoCheb(a1,b1,d,Y1,alfa1(i)); S(i)=P(1,i)*DT; su=su+S(i); end RT(1,d+1)=su;
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end



function DK=sumCKer(NI,N1,m1,Y1,a1,b1,beta1,kernel); syms st for d=0:N1 sum1=0; for j=1:m1+1 DB=caputoCheb(a1,b1,d,s,beta1(j)); kr=subs(kernel(1,j),t,Y1); KC=DB*kr;IN=0.0; IN=ClenshawCurtis(KC,NI,NI,a1,b1); sum1=sum1+IN; end DK(1,d+1)=sum1; end



function DKCi=SUMCoefKer_Ti(N1,m1,n1,a1,b1,coef1,alfa1,beta1,kernel); syms st DKCi=sym(zeros(1,N1));DK=sym(zeros(1,N1));RT=sym(zeros(1,N1)); for d=0:N1 sum1=0; for j=1:m1+1 DB=caputoCheb(a1,b1,d,s,beta1(1,j)); KC=DB.*kernel(1,j); IN=int(KC,s,a1,b1); sum1=sum1+IN; end DK(1,d+1)=sum1; end for d=0:N1 su=0; for i=1:n1+1 DT=caputoCheb(a1,b1,d,t,alfa1(1,i)); S=coef1(1,i).*DT; su=su+S; end RT(1,d+1)=su; end DKCi=subs(simplify(RT-DK));
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