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OBJECT-BASED ULTRASOUND VIDEO PROCESSING FOR WIRELESS TRANSMISSION IN CARDIOLOGY Paul Rodriguez V*, Marios S. Pattichis, Constantinos S. Pattichis, Rony Abdallah, and Mary Beth Goens



1.



INTRODUCTION



The transmission of medical video over wireless channels requires the use of scalable Codecs, with error-resilient and error-concealment functionalities. A fundamental challenge in developing new methods for effective scalable coding of medical video is the careful and meaningful assessment of the coding performance. In this Chapter, we introduce a new, diagnostic approach to help guide the video compression process. A new segmentation method, based on multidimensional Amplitude-Modulation FrequencyModulation (AM-FM) is introduced for segmenting motion-mode ultrasound video into diagnostically meaningful objects. Rate-distortion curves are provided to provide a measure of video quality-scalability within the framework of object-based coding. There has recently been a number of studies assessing the effect of video compression on diagnostic accuracy (Ehler et al., 2000; Garcia et al. 2001; Karson et al., 1996; Main et al., 2000; Soble et al., 1998; Thomas et al., 2002). These clinical studies advocated the use of digital video technologies over video tapes. However, they did not present any new video compression methods, or even show the use of existing video compression technology that is appropriate for wireless transmission. In the image processing literature, effective video compression techniques are described as perceptually-lossless. This implies that no visual information is lost in the compression process. In medical image quality assessment, an effective test is to perform a blind test, asking the readers to select the better image between two unknown images (the compressed and uncompressed). If the readers select either video image an equal
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Figure 1. An Motion-mode (M-mode) video image. The thin white lines define boundaries between objects of interest. In the upper rectangular region, patient information has been deleted.



number of times, or if the compressed images are selected more often than the uncompressed images, then the compression scheme is deemed effective. The compression assessment problem is even more difficult in wireless video compression. The requirement to achieve very low bitrates leads to visual artifacts that are often unacceptable. Also, if high compression ratios are required, the requirement to achieve perceptually-lossless compression maybe unattainable. Clearly though, we may be able to accept visual artifacts if they have no measurable impact on clinical practice. We are thus led to introduce a new method for assessing video quality that we will call diagnostically-lossless. We assume that human readers are used for obtaining diagnosis. Then, perceptually-lossless videos are also diagnosticallylossless. Thus, we expect that diagnostically-lossless video compression can lead to improved video compression rates since the diagnostically-lossless video compression ratio will be at least as high as the one achieved in perceptually-lossless compression. The task of defining diagnostically-lossless video compression is very challenging. To recognize the challenges, consider the case where a sonographer obtains videos at a remote site, and then transmits them wirelessly for diagnostic assessment. The basic idea is to adopt a protocol that will allow effective diagnostic assessment after the video has been compressed. Yet, at the time of compression, there is no way of assessing all possible diagnostic outcomes.
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V Figure 2. M-mode video image partition into text objects and the main video image.



As we shall describe in detail, the development of diagnostic compression methods requires the use of effective segmentation methods. We introduce a new, multidimensional AM-FM approach that can simultaneously track all the cardiac walls of diagnostic interest. In Section 2, we provide a summary of the use of digital video in echocardiography. This is followed by a summary of object-based video compression in Section 3. In Section 4, we introduce a new model for diagnostically-lossless compression of M-mode. A novel AM-FM representation for M-mode ultrasound is discussed in Section 5. We use the AM-FM model to derive a segmentation system for video objects of interest. The results are given in Section 6, and concluding remarks are summarized in Section 7.



2. DIGITAL VIDEO TRANSMISSION IN CARDIOLOGY A summary of video compression technology is beyond the scope of this Section, and can be found in an earlier Chapter of this book by Pattichis et al. (2005). In this Section, we summarize clinical studies that studied the use of digital video in echocardiography. None of these studies looked into the possibility of developing a video compression software system based on the concept of diagnostically lossless compression. Instead, they provided a summary of testing existing technologies. The use of digital video in echocardiography has been studied at-least since 1996, as discussed by Karson et al (1996). In 1996, Karson et al established that a 20:1 JPEG compression for still images did not degrade diagnostic accuracy. Soble et al. and Garcia et al. (Soble et al., 1998; Garcia et al., 2001) argued that MPEG-1 video delivered the same diagnostic accuracy as the super VHS format. Real-time transmission of MPEG-2
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over ATM at 2 Mbps was studied by Main et al. (2000). A multi-site study was reported by Ehler et al. (2000). More recently, Thomas et al. (2002) argued for the wide adoption of digital echocardiography based on the DICOM standard.



3. A SUMMARY OF OBJECT-BASED VIDEO COMPRESSION Object-based coding has been recently adopted by the MPEG-4 video compression standard (ISO/IEC., 1999, IS 14496-1; ISO/IEC., 1999, IS 14496-2, ISO/IEC., 1999, IS 14496-X). It is widely accepted that effective video compression at very low bitrates can only be achieved through object-based coding. This approach allows us independent rate control on different parts of the video. Yet progress on this subject has been hindered by the lack of effective methods of video image segmentation. Lau et al report an objectbased video segmentation method where the segmentation was carried out manually by Lau et al., (2000). A recent Wavelet-based method for ultrasound image compression has been introduced by Chiu et al (2001). The basic ideas behind object-based video coding can be demonstrated using the examples in Figures 1 and 2. In Figure 1, a single video frame of an M-mode video is presented. Around the primary video image, there are four text-only regions labeled I, II, IV, and V in Figure 2, and outlined with extended white lines in Figure 1. We think of these video regions as video objects that will be independently encoded. In this case, it is clear that the difference between the text objects and the video objects will suggest that different Codecs should be used for encoding these rather distinct objects. For example, the text objects are very slow to change, while the video object changes substantially through time. Thus, it appears that more bandwidth must be allocated for the video images, as opposed to the text objects. On the other hand, it important to note that the lack of change in the text objects of the video will result in zero motion vectors, which in term will lead to less bandwidth allocated to these objects. Yet, if a special text encoder was used for text objects as opposed to the standard DCT encoder, we would expect significant improvement in text object compression efficiency. Thus, a key principle for achieving compression efficiency is to select an appropriate Codec for each object. In our research, we develop an object-based segmentation system based on a diagnostically lossless compression system. The basic idea is to segment out the part of the video image that is not of diagnostic significance. Then, by discarding the part of the video that is irrelevant to diagnosis, we can reduce the required bandwidth in the ratio of the discarded video to the entire video. The scheme is explained in detail in Section 4.



4. DIAGNOSTICALLY-LOSSLESS MOTION-MODE (M-MODE) VIDEO COMPRESSION We begin this Section with an introduction to the basic anatomical features of Motion-mode (M-mode) ultrasound video. We then proceed to define what we mean by diagnostically-lossless compression, as applied to compression of M-mode video.
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Near Field Anterior Right Ventricular Wall Right Ventricular chamber Interventricular septum Left Ventricular chamber with some mitral valve apparatus Left Ventricular posterior wall Bright epicardium



Figure 3. A basic Motion mode (M-mode) video image used in echocardiography.



The basic segmentation structure of a Motion-mode (M-mode) ultrasound video image used in echocardiography is shown in Figure 3. The basic principle in M-mode video is that we image the reflectivity of a single line of pixels through time. In Figure 3, as we move from the top to the bottom, we are moving through a spatial coordinate, from the point nearest the ultrasound probe to the point that is furthest away from the probe. From left to right we have the time evolution of the spatial line through time. Video images such as the one depicted in Figure 1 are typically used for assessing heart function. To recognize the video segments that are of diagnostic interest, each part of the image has been annotated. First, we have the near field that is of little diagnostic value. This is followed by the right ventricular wall, and the interventricular septum that separates the left from the right ventricle. The left ventricular chamber includes the mitral valve apparatus. The left ventricular chamber ends with the left ventricular posterior wall. This is followed by the epicardium. For assessing heart function, we are interested in clear images of the lower wall of the interventricular septum and the endocardial surface of the left ventricular posterior wall (LVPW).



4.1 Diagnostically-lossless Compression of M-mode Video: A Case Study To help define regions of diagnostic interest, an M-mode video image is segmented into rectangular regions as shown in Figure 4. These regions represent video objects that we have selected for diagnostically-lossless compression. In the following discussion, we discuss the diagnostic relevance of each region. We note that the near-field and the image portion beyond the epicardium is of no diagnostic interest. Thus, regions 1 and 3 are of no diagnostic value. The use of M-mode video in clinical diagnosis requires that we are able to clearly measure distances between wall boundaries. Thus, we require that the video compression algorithm does not degrade the definition of the wall boundaries. This is difficult to define in the sense that wall-boundaries themselves tend to be noisy, and in such cases,
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1. Near field Object. (extends up to 50th row)



2. Diagnostic Interest Object, (extends to just below 250th row).



3. Object beyond the epicardium.



Figure 4. Object-based segmentation of M-mode video. This video image was segmented using a frequency-modulation (FM) model.



sonographers are expected to extrapolate so that they get a well-defined, continuous line throughout the image.



For assessing the left ventricular function, we consider the shortening fraction, as defined by Snider at al. (page 196, 1997):



SF



LVDD  LVSD u 100 , LVDD



where: LVDD is the left-ventricular end-diastolic dimension LVSD is the left-ventricular end-systolic dimension SF is the shortening fraction (in percent). The shortening fraction has a normal mean value of 36% with an effective range between 28% and 44% , independent of age and heart rate. Thus, for evaluating the shortening fraction, it is not necessary to encode the walls during the entire cardiac cycle, but only during the time-instances when the posterior wall of the interventricular septum and anterior wall of the left ventricular wall come together (systole), or are furthest apart (diastole). Even though it is possible to achieve greater compression ratios by taking advantage of this observation, we will instead encode the entire wall region.
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This avoids the problem of having to develop a detector for systole and diastole, and also the problem of having to develop an encoder for curvilinear boundaries (shapeadaptive coding). Developing solutions for these problems is definitely possible. However, the complexity of a computer-assisted video compression system that incorporates these observations would increase substantially. This is due to the time that the sonographers would have to spend on verifying the detection of systole and diastole in every cycle, as opposed to simply verifying that the two object lines include the walls of interest.



5. M-MODE ULTRASOUND VIDEO OBJECT SEGMENTATION USING AMFM DEMODULATION The development of general image representations for object-based coding presents many challenges. There is a need for a spatio-temporal model that can describe (i) sharp edges that occur between objects, (ii) 3D object deformations or due to imaging of different slices through time, (iii) imaging artifacts such as ultrasound shadowing, and (iv) the presense of significant additive or multiplicative noise (specle noise in ultrasound). Edges are usually associated with very sharp transitions in image density, that traditional edge detectors try to capture by detecting large image gradients. For ultrasound images, there is a large number of such gradients associated with different reflecting boundaries. Furthermore, the boundaries turn to be broken, resulting in discontinuous edges that are difficult to link or track. Continuous-object deformations suggest that satisfactory edges can be achieved by developing methods that can assume continuity while removing the high levels of noise. We begin with a discussion of wellknown methods for noise reduction, and then continue with multi-resoultion and Wavelet based methods. We then present a novel Amplitude-Modulation Frequency-Modulation method that can be used to model edge continuity while providing for an effective methods for dealing with image noise. Traditional bandpass filtering methods are usually employed for reducing image noise by rejecting out-of-band components, which are assumed to be rich in noise, while containing less signal power. In practice, one starts by identifying the frequency bands where most of the signal power is present. The rest of the frequency bands are expected to be mostly due to noise and are thus rejected through bandpass filtering. The primary weakness of the approach is the assumption that signal components are made up of sinusoids that have infinite spatial extend, since the same bandpass is used throughout the image. Wavelet theory introduced multiresolution methods where images were modeled in terms of objects of finite extend, occurring at different resolutions. A basic assumption of Wavelet based filters is constant-Q filtering, where the ratio of the central frequency radius to the filter bandwidth. As a result, bandpass filters for higher frequency components occupy larger bandwidths, and correspondingly, they can be implemented using a smaller number of filter coefficients. It is important to note that these filters, with a reduced number of coefficients, also exhibit very high spatial resolution. The situation is reversed for low-frequency components. The bandpass filters have smaller bandwidths and exhibit very low spatial resolution. Thus, in order to describe the edges of larger
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objects, there is a need to combine different resolutions. This complicates the models since it is no longer possible to work at a fixed scale. The introduction of multidimensional Amplitude-Modulation Frequency-Modulation (AM-FM) methods attempts to overcome these limitations. Continuous-space and continuous-scale variations are modeled through the product of a spatially varying positive amplitude function and an FM signal. Throughout an object, the AM-FM model Step 1. Step 2. Step 3. Step 4.



Compute “Analytic Image” using 2-d FFT Apply bandpass channel filters Compute AM-FM parameters over each channel At each pixel, reconstruct AM-FM image using the channel that produces the maximum amplitude estimate.



Figure 5. An overview of an AM-FM demodulation system.



acts like the fundamental harmonic from Fourier Analysis. We assume slowly varying Amplitude Modulation (AM) and rely on Frequency Modulation to capture most intensity variation. The model is especially effective on images with a large number of ridges, such as Motion-mode ultrasound described in this Chapter. The fundamental advantage of the AM-FM representation is that it allows for a single model to describe the combined output from multiple bandpass filters. Both ridge orientation changes and variations in ridge spacing are captured through the Frequency Modulation model, while image intensity variations are captured in the amplitude. 5.1 An AM-FM Model for M-mode Ultrasound In this subsection, we introduce a video object segmentation system that is particularly well suited for M-mode video segmentation. To develop an AM-FM model for M-mode ultrasound, we return to Figure 1. In M-mode ultrasound video, the video is formed by plotting the beam reflection intensity along a line through time. The resulting video objects are made up of cardiac wall boundaries that evolve through time. There are significant challenges with modeling the walls, including broken boundaries, continuous-space deformations of the walls and speckle noise. To recognize a suitable AM-FM series for the M-mode ultrasound video image, we consider the row-column coordinate system y  t where y is used for indexing the rows, while the time coordinate t is used for indexing the columns. Along the y -coordinate, the ultrasound video image is "cutting through" cardiac wall boundaries, showing a single line of the 3-D object points. Along the time-coordinate t , it is assumed that the motion of the same 3-D wall points are observed through time. To track the wall motion, we consider the use of a curvilinear coordinate system that models wall-motion through a frequency modulation process, while variation in the actual wall material is described through an amplitude modulation process. We model M-mode video in terms of an AM-FM series expansion given by Rodriguez and Pattichis (2002), Pattichis (1998), and Havlicek (1996): f  y, t ¦ C n a  y, t cosnI  y, t , n



where I denotes the phase function, cosnI  y, t denotes the FM harmonics, a. denotes the amplitude function, and C n represents the coefficients of the AM-FM harmonics. We also define the instantaneous frequency as ’I , and its magnitude by the vector
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magnitude ’I . In what follows, we set x t to represent images in the familiar x  y coordinate system.



5.1 Real-time AM-FM Demodulation The basic AM-FM demodulation algorithm is summarized in Figure 5. Here, we define the AM-FM demodulation problem, as one of having to estimate the amplitude ax, y , the phase I x, y , and the instantaneous-frequency vector, as defined by Havlicek (1996):



’I  x , y 



>wI / wx, wI / wy @T ,



from the original image. To estimate the phase, we apply a collection of bandpass channel filters that cover the two-dimensional frequency plane at different orientations and magnitudes. The AMFM parameters are then estimated over each channel. If we let the impulse responses of the bandpass channel filters be denoted by g1 , g 2 , ..., g R , and let f denote the input



f * g i where image, the filtered output images are given by h1 , h2 , ..., hR satisfying hi * denotes two-dimensional convolution. We then obtain estimates for the instantaneous frequency and the phase using (see Havlicek (1996)): ° imaginary ^hi ( x, y )` ½°  ’h  x , y ½ ’Ii x, y # real® i ¾. ¾ , and Ii  x, y # arctan ® ¯ jhi  x, y ¿ ¯° real ^hi ( x, y )` ¿° Let G1 , G2 , ..., GR denote the frequency responses of the channel filters. Using the instantaneous frequency estimate ’I x, y and the frequency response of the channel



Gi , we estimate the amplitude over each channel using ai ( x, y ) #



hi x, y . Gi ’I x, y 



In the Dominant Component Analysis (DCA) algorithm, from the estimates for each channel filter, we select the estimates from the channel with the maximum amplitude estimate cmax x, y argmax ai x, y . i



Hence, the algorithm adaptively selects the channel filter with the maximum response. This approach allows the model to quickly adapt to singularities in the image. The performance of the AM-FM demodulation algorithm in one and two-dimensions has been studied by Havlicek (1996). A discrete-space algorithm is also described by Havlicek (1996). Next, we present a number of modifications to the basic algorithm that allow us to achieve real-time performance. In addition, we discuss how to achieve robustness.
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5.2 Real-time AM-FM Demodulation Implementation In Step 1 of Figure 5, the 1D analytic signals are computed for each pixel-column in the image. We write:



X HX , i 0, 1, 2, ! , M  1. A, i i i where Xi denotes the i  th column in the image, M is the number of columns, and H denotes the Hilbert transform. X



The continuous-time analytic signal has a Fourier Transform that is equal to the Discrete Fourier Transform of the original signal for non-negative frequencies, and is zero for negative frequencies. This observation leads to a straight-forward implementation using 1D FFTs. For the bandpass filter implementation, we use a separable design. The separable implementation is efficient because the M-mode ultrasound video itself could be thought of as separable. This observation has been addressed in detail in Rodriguez and Pattichis (2002). In essence though, this is due to the fact that a product of vertical and horizontal modulations effectively capture the changes in the M-mode video.



Following AM-FM demodulation, a sum of 20 FM harmonics is taken as an approximation to the walls of the video image (see Rodriguez and Pattichis (2002)). The sum of the pixels along each row of the harmonics image is used for detecting the nearfield and the epicardium (see Figure 6). The sums from all the rows are filtered by a 19point median filter, followed by simple thresholding. This detection method was found to be very robust for segmentation (see Figure 6). 6. RESULTS



The rate distortion curves are summarized in Figure 9. We show the rate-distortion curves for: (i) method 1: single-object MPEG-4 video compression, (ii) method 2: MPEG-4 compression using four text objects and a video object, and (iii) method 3: MPEG-4 compression using FM-segmentation to derive a Region of Interest within the video object plus the four text objects. The video objects were encoded using the MPEG4IP software that is freely available (see MPEG4IP, 2003). In all Figures, the letters 1, 2, and 3 are used to identify the method that was used. Also, the dotted-line that overlaps with the rate-distortion curve of method 3 represents the result of multiplying the bitrate of method 2 by the ratio of the number of pixels in the FM-segmented image, divided by the number of pixels in the original image. It represents the theoretical performance improvement by using method 3.
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(a)



(b)



(c) Figure 6. M-mode video objects at different bitrates. In (a), both objects are shown at 50kbps, in (b) they are at 500kbps, and in (c) both objects are at 1000kbps.
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(a)



(b)



(c)



(d)



(e)



(f)



(g)



(h)



(i)



Figure 7. M-mode video reconstructed with and without objects at different bitrates. In (a), (d), and (g) the entire video is compressed at 50Kbps, 500Kbps, and 1000Kbps. In (b), (c), (e), (f), (h), and (i), all the text objects are compressed at 10:1 using still image compression of the first frame. In (b), (e), and (h), we show the results of compressing the main video object at 50Kbps, 500Kbps, and 1000Kbps. Similarly, in (c), (f), and (i), we show the results of compressing the extracted region of diagnostic interest at 50Kbps, 500Kbps, and 1000Kbps.
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(a)



(b)



(c)



(d)



(e)



(f)



(g)



(h)



Figure 8. M-mode video object-based reconstruction. In (a), (b), (e) and (f), the effective bitrate is about 200Kbps. In (c), (d), (g), and (h), the effective bitrate is about 500Kbps.
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Figure 9. Rate-distortion curves using methods 1, 2, and 3. Method 1 is MPEG-4 without objects, method 2 is MPEG-4 with four text objects and one video object, while method 3 is MPEG-4 with four text objects and a segmented video object. The “leftmost” dotted curves show the result of multiplying the rate-distortion curve of method 2 by the ratio of the number of pixels in the segmented region divided by the entire video image region. It demonstrates that the FM segmentation method 3 achieves a near optimal improvement over method 2 that is proportional to the reduction in the number of video pixels used in method 3. Figures 9(a) and 9(b) correspond to the images in Figures 6 and 7. Figures 9(e) and 9(f) correspond to Figures 8(a)-8(d), while Figures 9(c) and 9(d) correspond to Figures 8(e)-8(h).
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For quantitative measurement of the compressed video quality, we compute the Psnr at a variety of bitrates. The Psnr is defined by § 2552 · Psnr 10 log10 ¨ ¸ © mse ¹



and measured in decibels (dB). In the formula for the Psnr, mse stands for the mean square error, defined as the average squared difference between the uncompressed video and the original (uncompressed) video intensity, while 255 represents the peak image intensity. For our study, Psnr values between 23dB and 25dB were found to be of interest (see Figure 9). A Psnr of 25dB represents a mean drop in image intensity of 14.34 (5.6% of 255), while a Psnr of 23dB represents a mean drop in image intensity of about 18.05, (7.1% of 255). Pnsr is not generally accepted as a good measure of perceptual image quality. Instead of using a Psnr measure over the entire image, we only use the Pnsr over the video region of diagnostic interest. As defined earlier, the Region of Interest (ROI) was estimated using FMsegmentation for extracting the M-mode video region that lies between the near field and the epicardium. Examples of the computation of the ROI are given in Figures 6, 7, and 8. In Figure 6, the rightmost images represent the ROIs. Furthermore, in the examples shown, all text objects were compressed using still-image compression of the first video frame, sacrificing the clock updates (which can be readily restored). To allow a critical evaluation of the rate-distortion curves, we also used perceptual evaluation of the compressed video. The purpose of the experiments was to determine the minimum bitrate below which the compressed video quality was unacceptable. The Cardiologist was allowed to review each video individually or compare videos against each other in order to determine whether the effect of compression was impacting the clinical use of the video. Two perceptual tests were carried out. In the first test, the reader was asked to assess the quality the displayed video. In the second test, the reader was asked to pause the video and to examine whether any distortion in the wall definition was likely to impact the diagnostic accuracy of the compressed video. The second test is in line with the standard practice of pausing the video playback before measurements on the video image are made. For both tests, three videos were tested at a variety of bitrates. For both tests, at high bitrates, 1000Kbps and above, no significant distortion was observed. To compare with other studies, we note that 500Kbps corresponds to a compression ratio of 50, 500Kbps corresponds to a compression ratio of about 120, and 200Kbps corresponds to a compression ratio of about 280. The fact that no significant distortion is observed at high bitrates is in agreement with the rate-distortion curves of Figure 9, where the Psnr appears to be flattened beyond 1000Kbps. As discussed earlier, at such low compression ratios, there is less than a 5% drop (from the peak value of 255) in image intensity between the compressed and the uncompressed videos. This very simple rule appears to be a good predictor of the diagnostically lossless region. For the first perceptual test, significant artifacts were observed in the neighborhood of 400Kps-500Kbps. This is in agreement with the sharp drop in the rate-distortion curves shown in Figure 9. For the second perceptual test, the minimum acceptable bitrate range varied from 100Kbps to 300Kbps. Thus, the cardiologist was able to detect artifacts in the continuous video display at a higher bitrate than in the still video image display. The continuous video display test is associated with a perceptually lossless requirement, while the still image video display
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test is associated with a diagnostically lossless requirement, where the basic question is whether there is sufficient information for a diagnosis. As expected, the perceptually lossless requirement was found to be stricter than the diagnostically lossless requirement. As seen in Figures 9(b), 9(d), and 9(f), over the diagnostically-relevant range, method 3 provided the same Psnr performance as both methods 1 and 2, but at a significant reduction of the bitrate (approximatedly 40% in all cases). The reduction in the bitrate is directly proportional to the reduction in the number of pixels used in the video object images of method 3 (see the rightmost images in Figures 6 and 7). At higher bitrates though, method 1 dominated. However, for wireless communications applications, there is obvious preference for the maximum acceptable compression achieved by method 3.



7. CONCLUDING REMARKS The Chapter has focused on the use of diagnostically-guided video compression. Based on clinical practice, video objects of interest were defined, and novel AM-FM segmentation methods were developed for extracting the objects. For each object, we examined quality (or SNR) scalability through rate-distortion curves. It is important to note the strong differences between the video objects in both coding requirements and their relevance to diagnosis. They range from text objects where only the clock text is changing, to near-field ultrasound video that is of no diagnostic value, to the main M-mode ultrasound video that includes the cardiac walls. It is also important to note that the near-field video, and the region beyond the epicardium would require high bandwidth for quality transmission. Yet, they are of no diagnostic interest. The different video objects require dramatically different types of Codecs. For the text objects, a text-based encoder that will first convert the text video objects into ascii followed by an alphabet based compression scheme such as LZW will produce optimal encoding. Furthermore, once the text has been converted to ascii, critical video content information associated with the acquisition can be extracted and used for digital libraries or other applications. For the m-mode video images, little bandwidth needs to be allocated to the near field or to the regions beyond the epicardium. In this case, most of the bandwidth will be allocated for tracking the cardiac wall motion. The coding gain is directly proportional to the number of pixels of the non-diagnostic objects divided by the total number of pixels. The difficult problem of developing quantitative measures that will be in agreement with perceptual experiments requires further investigation. However, over the region of diagnostic interest, compressed videos with mean intensity drop of less than 5% from the peak intensity value were found to be indistinguishable from the original (uncompressed) videos. This Chapter has focused on M-mode ultrasound. Further research is needed for establishing diagnostic measures and video objects of diagnostic interest for 2D-mode and the Doppler modes. It is also important to consider automated systems that can simultaneously, optimally compress video from combinations of different modes.
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