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Introduction



Particle filters are often employed to solve a variety of recursive state estimation problems in nonlinear dynamic systems. Specifically, the Kalman filter is used in many control theory and control feedback systems where it is necessary to estimate the state of a system based on its previous state, such as in the areas of mobile robot localization and modeling of gyroscope motion. Such systems receive information about events on a periodic basis. They apply the Kalman filter to predict what happens between these information updates. The extended Kalman filter (EKF) can approximate non-linear motion by approximating linear motion at each time step. The Condensation filter is a form of the EKF. It is used in the field of computer vision to track objects in video by predicting the position of particles is space. When people refer to a particle filter in computer vision they are most often referring to a version of the Condensation filter. The term particle filter is used in this paper. The initial focus of our research was implementing a version of the particle filter presented by Cuevas, Zaldivar, and Rojas [2] with some modification and applying it to track students in a classroom video scene. Their filter uses a color histogram model to determine particle similarity. Because their filter is only intended to track a small distribution of pixels frame-by-frame throughout a video, we needed to devise a way to track multiple pixel distributions in order to account for the entire area of a multi-colored object, such as a student. To this end we considered applying spring forces between a particle system tracking the face of a student and a particle system tracking the torso of a student. This approach was met with minimal success so we began to investigate the face-dectection work of Viola and Jones using rectangular windows for feature extraction [6]. One of the major reasons we considered using rectangular windows is because they are able to divide an image into sub-regions and in turn calculate a feature for each sub-region. The benefit of using rectangular windows over a color histogram model is that the relative positions of color distributions is maintained. Thus, the flesh-tone of a student’s face may be captured in the upper region of a rectangular window while the color of the student’s shirt is captured in the lower regions. On the other hand, the color histogram model will not consider that the flesh-tone component of the color distribution should be located above the component capturing the color of the student’s shirt. Thus, a particle system that employs the color histogram model is more likely to jump from tracking a student’s face to a student’s arm, for example. In Section 2 we present the theory behind the Kalman filter and the EKF. Then we present the particle filter in Section 3. In Section 4 we present our approach to handling multiple particle systems using spring forces and the issues we encountered. Then in Section 5 we discuss a Viola and Jones inspired particle filter approach using rectangular windows for feature extraction based on the work of Yang, et al. [7]. Finally we consider areas for future research in Section 6 and conclude in Section 7.
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Kalman Filter



The Kalman filter is used to solve recursive state estimation problems in non-linear dynamic systems where it is necessary to estimate the state of a system based on its previous state. Consider the following process equation that describes the behavior of the system in question (note that all equations in this section are taken from [1]):
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xk+1 = Fk+1,k xk + wk



(1)



Fk+1 is the transition matrix that describes the transition of state x at time k to time k + 1. wk is additive, white, Gaussian process noise with zero mean and zero off-diagonal covariances. Note that the variances along the diagonal are represented by the matrix Qk . Now consider the following measurement equation used to measure the change in behavior of the system under observation: yk = Hk xk + vk



(2)



Hk is the measurement matrix that maps the true space onto the observed space and yk is the observed state of the true state x at time k. vk is additive, white, Gaussian measurement noise with zero mean and zero off-diagonal covariances. Note that the variances along the diagonal are represented by the matrix Rk . We can represent a linear discrete-time dynamical system as a flow chart shown in Figure 1.



Figure 1: Flow chart showing the various components of a linear discrete-time dynamical system. Image taken from [1]. The Kalman filtering problem is defined as optimally solving the process equation and measurement equation for an unknown state. Using the observed data for all of the previous iterations, y1 , y2 , . . . , yk for k ≥ 1, we attempt to find the minimum mean-square error estimate of xk . Note that the state x at time k = 0 is known. Consider that we are concerned with finding xi for the current time k. If i = k then we are trying to draw a conclusion about x based on the current state of the world and all observed data. This is known as a filtering problem, such as object tracking. If i > k then we are trying to predict a future state, so we have a prediction problem. If 1 ≤ i ≤ k then we are trying to determine the state based on some prior and subsequent information, so we have a smoothing problem. Figure 2 summarizes how the Kalman filter can be used for recursive state estimation to solve a filtering problem.
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Figure 2: Flow chart showing how the Kalman filter can be used for recursive state estimation. Image taken from [1]. Although the details of the equations are beyond the scope of this paper, essentially recursive state estimation reduces to 6 steps: 1. In the absence of observed data at k = 0 the initial state estimate, x ˆ0 , is simply E[x0 ], where x0 is the initial state and E is the expectation operator that attempts to minimize meansquared error. The posterior covariance matrix, P0 , is generated based on the initial state and initial state estimate.
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2. The next partial state estimate, x ˆ− k , at time k is determined by simply applying the transition matrix, Fk+1,k , to the previous state estimate, x ˆk−1 . 3. The next partial posterior covariance matrix, P− k , is calculated by transforming the previous posterior covariance matrix, Pk−1 , using the transition matrix and then adding in the Gaussian process noise component, Qk . 4. The Kalman gain factor, Gk , is calculated by transforming the next posterior covariance matrix by the measurement matrix, Hk , and dividing it by the transform of the next posterior covariance matrix with the measurement matrix summed with the Gaussian measurement noise component, Rk . 5. The Kalman gain factor is then applied to the difference between the observed state, yk , and the estimated observed state, (Hk x− k ). This offset value is then added to the next state estimate to get the true next state estimate, x ˆk . The offset value is used for measurement correction. 6. The true posterior covariance matrix, Pk , is then calculated based on the Kalman gain factor, measurement matrix, and partial posterior covariance matrix. 7. Steps 2-6 are then repeated to estimate the state for the next iteration.



2.1



Extended Kalman Filter



The extended Kalman filter (EKF) can approximate non-linear motion by approximating linear motion at each time step. The state space model is linearized at each time instant around the most recent state estimate. Standard Kalman filter equations are then applied to the linear model and the process shown in Figure 2 is performed [1]. The process equation now becomes: xk+1 = f (k, xk ) + wk



(3)



f (k, xk ) is a function representing a non-linear transition matrix that may be time-variant. The measurement equation becomes: yk = h(k, xk ) + vk



(4)



Similarly, h(k, xk ) is a function representing a non-linear measurement matrix that may be time-variant. We construct the transition matrix from time k to time k + 1 as: Fk,k+1 =



∂f (k, xk ) ∂x x=ˆ xk



(5)



The matrix is equal to the partial derivative of the transition function with respect to state x evaluated over the most recent state estimate, x ˆk . We construct the measurement matrix for time k as: Hk =



∂h(k, xk ) ∂x x=ˆ x− k 4



(6)



The matrix is equal to the partial derivative of the measurement function with respect to state x evaluated over the most recent partial state estimate, x ˆ− k . Once Fk,k+1 and Hk are known, we can employ a first-order Taylor series approximation to calculate xk+1 and yk (see [1] for details). Step 2 of the recursive state estimation process shown in Figure 2 is not update to account for Equations 5 and 6. The updated process is shown in Figure 3.



Figure 3: Flow chart showing how the extended Kalman filter can be used for recursive state estimation. Image taken from [1].
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Particle Filter



The extended Kalman filter inspired the development of the particle filter for tracking objects in video. The particle filter presented by Cuevas, Zaldivar, and Rojas attempts to track a small color distribution within a circular window centered around a target pixel [2]. All of the equations in this section are taken from their paper.



3.1



Particle Selection and Target Similarity



Since we are most concerned with particles concentrated near the center of the window region, we assign a lower priority to pixels further away from the center. To do this we employ following equation where e is the radial distance between a current pixel under consideration and the window center: ( 1 − e2 e < 1 k(e) = (7) 0 otherwise (u)



We represent the color distribution within the circular region as py = {py }u=1,2,3...m , where u is a histogram bin assignment. Note that each bin corresponds to a combination of color components, for example 3 components in RGB color space. We calculate the value for each color distribution bin, u, within a circular region, I, centered at location y as: p(u) y = f·



  I X |y − xi | k δ[h(xi ) − u] r



(8)



i=1



r is the radius of the circular region, xi is a pixel within I, and h is a function that assigns pixel xi histogram bins according to the current target color model. We call this assignment the color profile for pixel xi . δ[ · ] is the Kronecker delta function. It returns 1 when the color profile of pixel xi matches that of u and 0 otherwise. The normalization factor f is calculated as: f=P I



i=1 k



1 



|y−xi | r







(9)



To measure, ρ, the similarity between two color distributions, p and q, we use the Bhattacharyya coefficient: ρ[p, q] =



m q X (p(u) q (u) ) u=1
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(10)



The larger ρ is, the more similar two distributions are. Given a set of particles (i.e. pixels in the image), Sk , at time k, we calculate the probability, b, of each particle, Ski , being the target particle, q: ! (1 − ρ[pS i , q]) 1 i k b =√ exp − (11) 2σ 2πρ



σ is a variance determined by the user. The smaller the variance, the more selective the particle filter will be about choosing the particle that most closely matches the target pixel. Setting the variance too low will result in very small probabilities and will make it hard to track the target particle. Setting the variance too high will result in a greater probability of choosing a non-optimal particle as the target particle match. The particle filter algorithm in [2] employs these equations and proceeds according to the following steps: 1. For each particle, calculate the cumulative probability as: i−1 + bik−1 i = 1, 2, . . . , M c0k−1 = 0 , cik−1 = ck−1



(12)



Note that the ordering of the M particles is not important. Each particle i in set S now has three components: a state, x, (i.e. location), probability of matching the target particle, b, i i i i and a cumulative probability, c. Thus, Sk−1 = {xk−1 , bk−1 , ck−1 } i = 1, 2, . . . , M . 2. Resample particles using a Monte Carlo approach by selecting M states with repetition from i according to the following procedure: Sk−1 (a) Generate a uniformly distributed random number r ∈ [0, 1]. (b) Find the smallest j for which cjk−1 ≥ r. (c) Select the particle with that cumulative probability. 3. Apply the transition function to the newly selected particle states such that xik = f (k, xik−1 )+ wk . The transition function can take the form of an update rule, as discussed in Section 3.2. 4. For each new particle calculate the corresponding probability, b, of matching the target particle. P i 5. Normalize the calculated probabilities such that M i=1 bk = 1 and build the new particle set Ski = {xik , bik } i = 1, 2, . . . , M . 6. Estimate the new target particle location at time k and update the target particle, as explained in Section 3.3. 7. Repeat the previous steps for the next iteration.
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3.2



Particle Update Rule



Each particle, xik , in set Sk updates its location in the image at time k according to an update rule, f (k, xik ). In the simplest case, the update rule is static and can be used to account for straight-line linear particle motion:     xk+1 xk + ∆xk  yk+1   yk + ∆yk      + wk (13)  ∆xk+1  =   xk ∆yk+1 yk



We chose to implement our particle system using the Brownian motion update rule:     xk+1 exp(− 41 (xk + 1.5∆xk ))  yk+1   exp(− 1 (yk + 1.5∆yk )  4  + wk      ∆xk+1  =  exp(− 14 (∆xk ) 1 exp(− 4 (∆yk ) ∆yk+1



(14)



In practice, Brownian motion is able to track objects with unpredictable movement as long as those objects are not moving too quickly. Brownian motion is based on the work of Scottish botanist Robert Brown in 1827 and attempts to simulate the seemingly random movement of visible particles suspended in a liquid or gas caused by collisions with invisible atoms. It is also referred to as a “random walk” and is commonly used in Monte Carlo methods. Figure 4 is a plot showing the Brownian motion update rule applied to a single particle over time.



Figure 4: Example plot of the Brownian motion update rule applied to a single particle over time. Vertices in the plot denote positions of the particle at specific instances in time.
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3.3



Target Particle Estimation



Once all of the particles in the set Sk have been selected and updated, we must determine the new target particle location and update the target particle according to one of three methods: weighted mean, best particle, or robust mean. The weighted mean method averages all of the M particle locations in set Sk according to their probability of matching the target, b, and takes the mean as the new target location, x ˆk : x ˆk =



M X



bik xik



(15)



i=1



This is illustrated in Figure 5.



Figure 5: Example of the weight mean target particle estimation method applied to tracking a red orb. The yellow box represents the target particle. The green crosses represent the current particles in the particle set. In the worst case scenario is also shown. The best particle method simply chooses the particle with the highest probability of matching the target as the new target. This is illustrated in Figure 6.
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Figure 6: Example of the best particle target particle estimation method applied to tracking a red orb. In the worst case scenario we erroneously start tracking another red orb in the scene. The robust mean method takes the weighted mean of all particles in the set within a circular region around the best particle. This is illustrated in Figure 7.



Figure 7: Example of the robust mean target particle estimation method applied to tracking a red orb. The new target was determined by taking the mean of all of the particles within the circular region (shown by the white circle) around the best particle. In general the robust mean method works better than the weighted mean and best particle methods. It is better than the weight mean method because the resulting target will be located near another particle in the system. This reduces the probability that the target location will be in an undesirable region where the color distribution does not match that of the original target, as shown by the worst case scenario in Figure 5 where the new target is estimated to be at the specular highlight in the center of the red orb. The robust mean method often works better than the best particle method because the probability that the resulting target will jump large distances from its previous location due to the impact of outlying particles is reduced by averaging. The worst case scenario in Figure 6 shows the undesirable effect of outlying particles when using the best particle method. We implement our particle system using the robust mean method. 10



3.4



Analysis



A single particle system is capable of tracking a single point. A point consists of a target pixel surrounded by a small circular window of pixels. All of the pixels within that window are used to construct a color profile histogram for that point. These points can also be referred to as distributions because they capture the average color intensity within a small area. We have had decent success tracking these points frame-by-frame in videos consisting of moving colored orbs and a video consisting of a moving remote-controlled helicopter. In general, the objects being tracked in these videos consisted of a single color with slight variations intensity. We also used the same approach to video of a moving soccer ball with great success. This is because both the black and white portions of the soccer ball contribute to the color histogram profile captured by the circular window. After these simple tests we used the same approach to track faces in the student video. Following some trial-and-error experimentation we determined that the best results were obtained when we selected the target point within the space between a person’s eyes. This makes sense because the window around the target point will capture a lot of the variation in a person’s face, including eye color, eyebrow color, and skin tone, and incorporate all of it into the target point color histogram profile. If we the made the window around the target point large enough we would also capture part of the person’s head hair and incorporate that into the color histogram profile. This rationale is supported by the face-detection research of Viola and Jones in [6]. Viola and Jones discovered that the majority of faces in images could be detected by placing a rectangular window around a person’s eyes and upper cheeks, as shown in Figure 8. This rectangle is then horizontally subdivided into two parts to capture the person’s eyes and upper cheeks, respectively. The average color intensity of the pixels captures by the upper sub-rectangle would almost always be less than the average color intensity of the pixels in the lower sub-rectangle. These kinds of rectangles are also known as Haar feature rectangles [5].



Figure 8: Example of using feature rectangles for face detection. Image taken from [6]. 3.4.1



Basic Test Cases



Our initial testing consisted of four test cases. Each test case involved tracking a single uniformly colored ball through a predefined motion function. The tracking was performed both with and without occlusion. The four cases were: horizontal motion, parabolic motion, sinusoidal motion, and a final test tracking three disparate objects across all three motion paths with occlusion at the same time. Mathematical motion models were used so that we could accurately compare the tracked path to the actual path of motion. Success for each test case was defined as having less than 5% deviation from the true path, taking into account a margin of range equal to the diameter 11



of the ball, and where deviations only occur due to occlusion. If the final position of the tracked ball was not properly registered by our system the test was considered an immediate failure.



Figure 9: Path comparisons all three basic test cases As evidenced in Figure 9, all three of our basic test cases were successful. Our initial particle filter was able to track objects across occlusion with extremely limited deviation. It is worth noting that the deviation in the path is an artifact of the Brownian Motion used to generate new potential particles and not an error in the system. If a simple curve-fitting algorithm were to be applied, the resulting paths would be nearly identical to the predefined mathematical motion paths. The final basic test case was to track multiple objects at once during a scene. This introduces more occlusion as well as more potential targeting errors. For our multiple object test, we tracked a red, green, and blue ball across horizontal, parabolic, and sinusoidal motion through an occluding white square.



Figure 10: Path tracking for three distinct objects. As shown in Figure 10, again our results were successful. All three objects were tracked successfully through the scene without failure. We initiated a series of empirical tests to identify how similar the object’s color distributions would have to be in order for our algorithm to fail under 12



the ideal conditions we’ve set up and discovered that a minimum Euclidean distance of ≈ 0.7 is necessary to guarantee that solid colored objects will not be mistaken for each other. Considering that our algorithm uses the Bhattacharyya distance metric which responds to color histograms, a solid color object is one of the more difficult things to track and this value for minimum distance between two colors is acceptable for our purposes. 3.4.2



Complicated Test Cases



The next stage of testing consisted of tracking a human figure in a video. We used the student video mentioned earlier to test our results. Initial tracking results were underwhelming. Our algorithm performed best tracking faces due to the high variation in the color histograms for each person, but lost track of its target often. Most of the failures were the result of another section of the image being mistaken for the target. Tracking of the clothing did not work as well because of the lack of variation for many of the subjects’ attire. Solid colors are the easiest thing for our algorithm to mistake while tracking. Since the video takes place under consistant lighting conditions we can assume that this error is an artifact of video quality. To combat this, we attempted to track an entire person rather than a small region of that person using two different approaches: applying spring forces to multiple particle systems and using a hierarchical particle filter.
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Multiple Particle Systems



Although we could simply track a person’s face using a single representative point between the eyes, we decided to go for a more robust approach for tracking people that would allow us to track more of a person’s body. The most intuitive way to do this is to use multiple particle systems to track multiple points over a person’s body. In the simplest case, one particle system would track a person’s face and another particle system would be positioned below the first to track a person’s torso. The primary issue with this approach is linking these particle systems together. Heuristically, we know that the center of a person’s torso is located directly below a person’s face by about 1.5 2 lengths of that person’s head. To take advantage of this relative positional relationship between particle systems, we applied the use of spring forces between target points.



4.1



Spring Coefficient Linking



The spring force equations are defined by Hooke’s Law for the potential energy of a spring: 1 U = kx( 2) (16) 2 This equation identifies a growing exponential force relative to the distance x between two points, as shown in Figure 11, and scaled by the spring coefficient k.
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Figure 11: Spring particle set model. In our algorithm, multiple particle sets are constrained using this force. The initial distance between two targets is assumed to be a constant that we wish to maintain. As the particle sets are tracked through the frames, if the distance between a potential particle and the target particle for its constrained particle set is larger than the initial distance plus some threshold, St , the inverse of the spring force is used as a scaling factor for that particle’s cumulative probability. 1 (17) U The introduction of this scaling factor allows for groups of particle sets to restrain a single particle set that may mistarget. This works very well under systems that have a predefined hierarchical order for reliability of each particle set. In our system, we used multiple particle sets to track the face, chest, torso, and legs of a specific user. This showed significant results when applied to the student video. i−1 + bik−1 ∗ cik−1 = ck−1



Figure 12: Spring particle set tracking. In Figure 12 you can see the path tracking results for tracking these four sets. Magenta results 14



are for the face, cyan for the chest, red for the torso, and blue for the jeans. In the course of our testing the face detection jumped from our target to a background character, but the spring force between the face and torso pulled the magenta path back towards our target. This new model worked much better for occlusion with similar objects, but introduced a new type of error: particle set convergence. Our spring forces caused the target points of each particle set to be weighted towards convergence with each other. While this scenario did not aversely affect our results in tracking, it meant that we lost the tracking of the specific parts of the object and retained overlayed tracking of the most identifiable region for the whole. We’ve attempted to apply a reverse spring force to combat this, but the additional parameters have non-trivial inter-dependancies on each other. Application of reverse spring forces will require significant empirical study before becoming usable.
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Hierarchical Particle Filter



As discussed in Section 3, Viola and Jones had great success detecting faces using a rectangular window to capture the average color intensity around a person’s eyes and the average color intensity of that person’s upper cheeks. The major difference between Viola and Jones’ approach and our single particle system approach is that their target window is capable of determining the relative position of average color intensities. Our original thought was to use multiple particle systems to track targets of varying color intensities and to constrain the relative positions of those systems using spring forces, however, as mentioned in Section 4, doing so became quite a challenge. In order to leverage the findings of Viola and Jones, we decided to take our current particle system approach and modify it according to some of the concepts presented by Yang, et al., in [7]. Yang, et al., present a three stage hierarchical particle filter based in part on the work of Viola and Jones. In general their system tracks objects by performing a coarse to fine-grained search over a portion of an image using rectangular windows. Each stage reduces the search space even further until they are left with the window which has the highest probably of matching the target window. The first stage or their approach applies a two-region rectangular window over a greyscale image of the frame being tracked. If the average color intensities of the pixels in the two regions do not match those of the target within a predetermined threshold, then that window is discarded and not used in the next stage of the search. The primary purpose of this stage is to increase performance by reducing the number of windows and therefore search time of later stages. We do not implement this stage in our approach since the videos we are using are of such a low resolution that performance is not a major concern. The second and third stage presented by Yang, et al., are discussed in Section 5.1 and Section 5.3, respectively. Note that by taking the point corresponding to the upper left corner of a rectangular window oriented along the x,y plane, each window can be thought of as a particle. A particle system then becomes a collection of overlapping windows slightly offset from each other. The same frame-byframe movement of these particles used by the particle filter discussed in Section 3 can be applied to these particles. The major difference concerns the equation used to calculate the probability of a particle distribution matching the target.
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5.1



Color Rectangle Features



The window corresponding to each particle in the system is sub-divided in three different ways to calculate color feature. These features are in turn used to determine the particle’s similarity to the target particle. The three rectangles shown in Figure 13 are used to sub-divide each window.



Figure 13: Rectangles used for calculating color features. The average color intensity for each region of a given rectangle is calculated and constitutes an element of the feature vector for that rectangle. Thus, from left to right, the rectangles in Figure 13 have 2, 3, and 4 elements in their feature vectors, respectively. Note that Viola and Jones used a neural network with about a week of training to determine which rectangles worked best for face detection [6]. We simply choose the same rectangles as Yang, et al. in [7] and resize them to capture the entire area of the person we wish to track. For a given region Ri , with area Ai , we can calculate the average color intensity. X



(ri , gi , bi ) =



(r(x, y), g(x, y), b(x, y)))/Ai



(18)



(x,y)∈Ri



If we let the target color model be k∗ = {(ri∗ , gi ∗, b∗i } for all regions i = 1 . . . n in the rectangular window, then we can calculate the color similarity between the target color model and a candidate color model k(xt ) for particle x at time t.  1/2 n X ρ(k∗ , k(xt )) =  (ri∗ − ri )2 + (gi∗ − gi )2 + (b∗i − bi )2 



(19)



j=1



Then we can calculate the probability of the candidate matching the target using the following proportionality. p α exp(−ρ2 (k∗ , k(xt ))/σ 2 )



5.2



(20)



Integral Image



Depending on the number and distribution of particles in the system, the same image pixels intensities may be summed multiple times. In order to increase performance, each we convert each frame of the video into an “integral image”, as discussed in [6]. An integral image is the of the same dimensions as the original image, and maintains the same number of color components, but 16



the value of each pixel takes on the value of the summation of all of the pixel intensities to the top and left of it. This is shown in Figure 14.



Figure 14: Integral image representation. Pixel (x,y) is equal to the summation of the pixel values in the grey region. Based on a figure from [6]. The integral image for each frame is calculated once and then used to calculate the color features for each of the three rectangles for each particle in the system. Using the integral image increases performance because it drastically reduces the total number of particle summations that need to be performed. One can use the integral image to determine the summation of pixel intensities for a given region by adding and subtracting the values of other regions. An example is shown in Figure 15.



Figure 15: Example integral image use. Pixel 1 is equal to the summation of all of the pixels in region A. Pixel 2 is equal to the summation of all of the pixels in region A + B. Pixel 3 is equal to the summation of all of the pixels in region A + C. Pixel 4 is equal to the summation of all of the pixels in region A + B + C + D. The summation of pixel intensities for region D can be calculated as 4 + 1 − (2 + 3) Based on a figure from [6].



5.3



Edge Orientation Histogram Features



In order to address situations where color information alone is not enough to properly track an object through a scene, we consider edge information. For example, if a person wearing similar colored clothing walks in front of the person being tracked then the current approach may begin to track the new person. To prevent this phenomenon we capture the edge information of the person being tracked. If the person being tracked is standing still, then the edge information for that person will be more vertically oriented than the edge information for the person moving in front 17



of the person being tracked. Comparing edge information is also useful if the color of the person being tracked matches colors in the background of the scene. Yang, et al., [7] perform edge detection by converting the color image to a greyscale image and then applying the horizontal and vertical Sobel kernels, Kx and Ky , respectively.   +1 0 −1 Kx =  +2 0 −2  (21) +1 0 −1 Ky = Kx0



(22)



The horizontal and vertical edge images, Gx and Gy , are then computed by convolving (∗) the Sobel kernels with the greyscale image I. Gx (x, y) = Kx ∗ I(x, y)



(23)



Gy (x, y) = Ky ∗ I(x, y)



(24)



The strength, S, and orientation, θ, of the edges can then be calculated. q S(x, y) = G2x (x, y) + G2y (x, y) θ = arctan (Gy (x, y)/Gx (x, y))



(25) (26)



After removing any values such that S > 100 to remove noise, we calculate the normalized horizontal and vertical edge strengths, gx and gy , for each pixel in the image and use them to partition the edges into 10 bins. gx (x, y) = Gx (x, y)/S(x, y)



(27)



gy (x, y) = Gy (x, y)/S(x, y)



(28)



We calculate the gx and gy image once per frame and separate each into 10 channels where each channel can be thought of as a binary image. For example, if a pixel in gx channel 5 is assigned a value of 1 it means that pixel was placed in the fifth bin after calculating the histogram for the normalized edge strengths. Similarly to how we calculated average color intensity values for regions within a rectangular window, we can calculate the average number of pixels within a region that have been placed within a certain normalized edge strength histogram bin. To do this we can calculate the integral image for each gx and gy channel and then use the arithmetic technique illustrated in Figure 15. What we end up with is a 10 element feature vector for horizontally oriented edges and a 10 element feature vector for vertically oriented edges. We can then calculate the similarity between a candidate window and the target window using an equation similar to Equation 19 and the calculate the probability of the two being a match using an equation similar to Equation 20. Yang, et al., state that this technique is very similar to the Scale Invariant Feature Transform (SIFT) descriptor.
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5.4



Target Update



The first stage of our approach calculates the probability of each candidate particle matching the target using the color rectangle features, pc , as described in Section 5.1. The particles within the top 5% pc are then passed onto the second stage which calculates the probability of each candidate particle matching the target using the edge orientation histogram features, pe , as described in Section 5.3. The particles within the top 10% pe are considered and the rest are ignored. We multiply the probabilities calculated in these two stages together for each of these particles and choose the particle with the highest resulting combined probability, pm = pc ∗ pe , as the new target. In order to handle slight variations in color (such as changes in lighting conditions) and edge orientation over time, we must update the current target color and edge orientation models. The most naive way would be to simply adopt the newly determined target’s color model, ρcn , and edge histogram model, ρen . This is undesirable because when the person being tracked becomes occluded the current particle may erroneously jump to an undesirable position near the person and capture the background. From that point forward the particles will then attempt to match the background and not the person. To address this issue we maintain the previous color model, ρct , and edge histogram model, ρet , and use them to calculate the color model, ρct+1 , and edge histogram model, ρet+1 , that will be matched in the next frame. ρct+1 = (pm ∗ ρcn ) + ((1 − pm ) ∗ ρct )



(29)



ρet+1 = (pm ∗ ρen ) + ((1 − pm ) ∗ ρet )



(30)



Equation 29 simply calculates the next frame’s color model by multiplying the newly determined target’s color model times the probability that the new target matches the old target. This value is then added to the product of multiplying the old target’s color model times the probability that the new target does not match the old target. Equation 30 does the same for the edge histogram model. In practice this update scheme works well because when the person being tracked becomes occluded pm is very low, thus almost no alteration is made to the color model or edge model and the particle position does not change. Hence, the tracking window maintains its position over the person being tracked during the occlusion.



5.5



Results



Figure 16 and 17 show some results of tracking people in the classroom scene using this approach.



Figure 16: Result of the hierarchical particle filter used to track four people in the classroom scene.



19



Figure 17: Result of the hierarchical particle filter used to track five people in the classroom scene. In Figure 16 we are able to track the student inside the yellow bounding box as he moves in front of the student in the red bounding box. The student in the red bounding box is still being tracked in the rightmost frame even after temporary occlusion by the other student. Figure 17 shows some issues with our hierarchical hybrid filter implementation. In the center frame we can see that the student in the yellow bounding box has essentially “pushed” the red bounding box to the left off of the now-occluded student. Also, in the center frame we can see that the magenta bounding box is no longer capturing the face of the student being tracked. This is because the color features are strongly impacted by the color of the student’s pants and shirt and the flesh-tone of the student’s face falls out in the averaging process. In the rightmost frame we can see that the student who was originally in the yellow bounding box has “pushed” more bounding boxes away from their original targets. Also, we can see that the yellow bounding box has found a new target. Originally the yellow bounding box was capturing some of the darker flesh-tone if its original target’s arm. In the rightmost frame the target student has turned more of his back to the camera and his arm was lost. Instead particle system associated with the yellow bounding box picks up on the brown shirt of the rightmost student because of its similarity to the flesh-tone of the original target student.
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Future Considerations



Currently the size of the tracking window is constant over the period of time in which a person is being tracked. It would desirable for the window to expand and shrink as the person being tracked moves towards and away from the camera and takes up more and less of the frame area, respectively. We attempted to randomly alter the window width and height for each particle in the particle set slightly to address this. We then observed that for a person walking horizontally across the screen the window would often expand to capture the person’s previous position as well as old positions, often increasing in two to three times its original width. Clearly this is undesirable, so the modification was removed from our implementation. To increase the overall accuracy of the hierarchical particle filter approach, one may consider using regions within the rectangular window that do not occupy the entire window space, as shown in Figure 18.
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Figure 18: Feature rectangle regions that do not occupy the full rectangular window space. Used by Viola and Jones for face detection. Image taken from [6]. These regions, especially those in (c), can be used to track the face of a person in a scene. The rectangular features used for face detection can be combined with other rectangular features for tracking people. Since these regions only occupy a small area of the rectangular window they can be used to detect more precise features, however, they are more likely to fail in the presence of small changes, noise, or partial occlusion Additionally, one may consider using various combinations of Haar feature rectangles [5] [4], as shown in Figure 19.



Figure 19: Haar feature rectangles for image feature extraction. Image taken from [3]. Note that Haar edge feature rectangles (a) - (e) can be used in place of the edge histogram orientation features discussed in Section 5.3. The benefit of doing so is that the entire image would not need to be processed with a Sobel filter into multiple channels, instead only a specific region of the image would need to be processed, thus reducing computation costs. Note that different combinations of feature rectangles can be used for tracking different types of objects. The types of rectangles and the order in which they should be applied is application specific.
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Conclusion



Particle filter tracking is an efficient and robust means for tracking objects. It deals with occlusion well while maintaining a low cost through limited searching. While the basic algorithm is less than ideal for most situations, the numerous adjustable parameters and varied implementations provide the ability to easily tune the system for specific tasks. In the task of tracking students in a classroom, we’ve found that a hierarchical particle filter shows the best results, although multiple particle sets constrained by a string force also showed promise. Given an initial target, our model is able to track that target with relative success in a variety of situations. 21



References [1] E. Cuevas, D. Zaldivar, and R. Rojas. Kalman Filter for Vision Tracking. Technical Report B 05-12, Freie Universitt Berlin, August 2005. [2] E. Cuevas, D. Zaldivar, and R. Rojas. Particle Filter in Vision Tracking. Technical Report B 05-13, Freie Universitt Berlin, August 2005. [3] S. Karlsson, M. Taj, and A. Cavallaro. Detection and Tracking of Humans and Faces. European Association for Signal Processing Journal on Image and Video Processing, 2008. [4] R. Lienhart and J. Maydt. An Extended Set of Haar-Like Features for Rapid Object Detection. In IEEE International Conference on Computer Vision, pages 900–903, 2002. [5] C. P. Papageorgiou, M. Oren, and T. Poggio. A General Framework for Object Detection. In IEEE International Conference on Computer Vision, pages 555–562, January 1998. [6] P. Viola and M. Jones. Robust Real-Time Face Detection. International Journal of Computer Vision, 57(2):137– 154, 2004. [7] C. Yang, R. Duraiswami, and L. Davis. Fast Multiple Object Tracking via a Hierarchical Particle Filter. In IEEE International Conference on Computer Vision, volume 1, pages 212–219, October 2005.



22




























Dynamic Data Rectification Using Particle Filters













Dynamic Data Rectification Using Particle Filters













Boosting Target Tracking Using Particle Filter with Flow ...













particle tracking velocimetry













Rao-Blackwellized Particle Filters for Recognizing ... - CiteSeerX













Non-rigid multi-modal object tracking using Gaussian mixture models













Non-rigid multi-modal object tracking using Gaussian mixture models













Object tracking using SIFT features and mean shift













Computing Stable Skeletons with Particle Filters













Particle filters for dynamic data rectification and process ...













Development of Object Tracking Algorithm and Object ...













Research Article Evaluating Multiple Object Tracking ... - CVHCI













Particle PHD Filter Multiple Target Tracking in Sonar ...













comparative study of camera calibration models for 3d particle tracking ...













2009_TRR_Draft_Video-Based Vehicle Detection and Tracking Using ...













Minimizing Noise on Dual GSM Channels Using Adaptive Filters - IJRIT













A variational approach for object contour tracking













Model generation for robust object tracking based on ...













Object Tracking Based On Illumination Invariant Method and ... - IJRIT













Image Transformation for Object Tracking in High ...













Object Tracking based on Features and Structures















Object Tracking using Particle Filters






happens between these information updates. The extended Kalman filter (EKF) can approximate non-linear motion by approximating linear motion at each time step. The Condensation filter is a form of the EKF. It is used in the field of computer vision to track objects in video by predicting the position of particles is space. 






 Download PDF 



















 3MB Sizes
 0 Downloads
 312 Views








 Report























Recommend Documents













Dynamic Data Rectification Using Particle Filters 

... it is equal to zero. Therefore the key step is to generate random samples from (. )k k p .... the conventional EKF are shown only for illustration, as it is not specifically designed for detecting and removing ..... A Tutorial on Particle Filters




















Dynamic Data Rectification Using Particle Filters 

system states, and thus provide the basis for rectifying the process measurements. ... The appropriateness of particle filters for dynamic data rectification ... is limited by the applicability of the EKF, which has been shown, in a number of ...




















Boosting Target Tracking Using Particle Filter with Flow ... 

Target Tracking Toolbox: An object-oriented software toolbox is developed for implementation ..... In data fusion problems it is sometimes easier to work with the log of a ..... [13] Gustafsson, F., â€œParticle filter theory and practice with positio




















particle tracking velocimetry 

Particle Tracking Velocimetry (PTV) and Particle Image Velocimetry (PIV) are well- ... arrangement to convert the laser output light to a light sheet (normally using a ..... Periodicals from: http://www.lib.iitk.ac.in:8080/examples/digital/index.html




















Rao-Blackwellized Particle Filters for Recognizing ... - CiteSeerX 

2University of Washington, Dept. of Electrical Engineering, Seattle, WA. 1 Introduction ..... maximum likelihood training based on the labeled data.




















Non-rigid multi-modal object tracking using Gaussian mixture models 

Master of Science .... Human-Computer Interaction: Applications like face tracking, gesture recognition, and ... Many algorithms use multiple features to obtain best ... However, there are online feature selection mechanisms [16] and boosting.




















Non-rigid multi-modal object tracking using Gaussian mixture models 

of the Requirements for the Degree. Master of Science. Computer Engineering by .... Human-Computer Interaction: Applications like face tracking, gesture ... Feature Selection: Features that best discriminate the target from the background need ... Ho




















Object tracking using SIFT features and mean shift 

Jul 25, 2012 - How scale-invariant feature transform. (SIFT) works. â€¢ Algorithm, Ref. [3]:. â€“ Keypoint localization. â€¢ Interpolation of nearby data for accurate position. â€¢ Discarding low-contrast keypoints. â€¢ Eliminating edge responses. â€




















Computing Stable Skeletons with Particle Filters 

including visual tracking, speech recognition, mobile robot localization, robot map building ..... There are two important differences in comparison to the standard .... filter can deal with the condition that the path between two endpoints are not.




















Particle filters for dynamic data rectification and process ... 

... model of this process can be described as follows (McAvoy, Hsu & Lowenthal,. 1972):. V. FF. V. CF dt d ..... A Tutorial on Particle Filters for On-line. Non-linear/Non-gaussian ... Wan, E. A., van der Merwe, R. (2000). The. Unscented Kalman ...




















Development of Object Tracking Algorithm and Object ... 

Now we applied the SSD formula for a vector with 3 components. 2. _. 1. ( , ). ||( (, ). ) ( (, ). )|| .... Fig 3.4: The plot Original values vs. calculated disparity values. 12 ...




















Research Article Evaluating Multiple Object Tracking ... - CVHCI 

research field with applications in many domains. These .... (i) to have as few free parameters, adjustable thresholds, ..... are missed, resulting in 100% miss rate.




















Particle PHD Filter Multiple Target Tracking in Sonar ... 

The matrices in the dynamic model ... The PHD is approximated by a set of discrete samples, or ... observation covariance matrix R. The dot product of the.




















comparative study of camera calibration models for 3d particle tracking ... 

On the other hand, for computer vision applications, different types of nonlinear cal- .... to a small degree of misalignment in the setup of camera optics. Several ...




















2009_TRR_Draft_Video-Based Vehicle Detection and Tracking Using ... 

2009_TRR_Draft_Video-Based Vehicle Detection and Tracking Using Spatiotemporal Maps.pdf. 2009_TRR_Draft_Video-Based Vehicle Detection and Tracking ...




















Minimizing Noise on Dual GSM Channels Using Adaptive Filters - IJRIT 

threshold, transmitter power , synchronization scheme, error correction, processing gain, even the number of sun spots, all have effect on evaluating jamming. 2.




















A variational approach for object contour tracking 

Nevertheless, apart from [11], all these solutions aim more at es- timating ..... Knowing a first solution of the adjoint variable, an initial ..... Clouds sequence.




















Model generation for robust object tracking based on ... 

scription of the databases of the PASCAL object recogni- tion challenge). We try to overcome these drawbacks by proposing a novel, completely unsupervised ...




















Object Tracking Based On Illumination Invariant Method and ... - IJRIT 

IJRIT International Journal of Research in Information Technology, Volume 2, Issue 8, August 2014, Pg. 57-66 ... False background detection can be due to illumination variation. Intensity of ... This means that only the estimated state from the.




















Image Transformation for Object Tracking in High ... 

and a wireless data transmitter walks across the field of view of a camera. In case of a ..... Computer Vision, Cambridge Univ. Press, March 2004. [5] S. Park and ...




















Object Tracking based on Features and Structures 

appearance and structure. II. GRAPH MODEL. Graph models offer high representational power and are an elegant way to represent various kinds of information.


























×
Report Object Tracking using Particle Filters





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















