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ODT data reconstruction Randy McDermott December 15, 2004 Abstract ODT data reconstruction is an issue related to the coupling of the one-dimensional turbulence model (ODT) of Kerstein [6] to stress closure in large-eddy simulation (LES). Since ODT lines do not continuously feel the 3d forces imposed by the LES field, we synchronize the ODT and LES fields (once per LES time step) with a reconstruction event designed to impose the LES mean on the ODT field without disturbing the ODT subgrid structure. This procedure acts as a large-scale forcing to the ODT field. In this report we evaluate methods for accomplishing this task, which include: an iterative interpolation scheme, an iterative Fromm slope reconstruction scheme and essentially non-oscillatory (ENO) reconstruction. The methods are tested with periodic and Dirichlet boundaries and assessed for complexity, smoothness, and ability to preserve monotonicity. Based on the stencil width, ease of implementation, and robustness, we must conclude that the iterative Fromm scheme is currently the method of choice.
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Introduction



Subgrid closure for large-eddy simulation (LES) using the one-dimensional turbulence model (ODT) requires that the ODT field be constrained to match some pre-determined consistency requirements (see e.g. [7] and references therein). For example, the filtered ODT field should match the LES cell average in some sense. This constraint is not satisfied automatically because the ODT evolution contains only varying degrees of LES scale advection and diffusion and because the ODT evolution equations do not include LES level continuity information. The set of specific consistency requirements that are needed remains an open research issue. It may be possible, for example, to satisfy realizability constraints and higher order moments of the scalar probability density function through the reconstruction step. Additionally, reconstruction procedures can be designed to satisfy consistency relationships on a line-by-line basis or on a multi-line basis, where filtering of the ODT field is performed over a volume, and lines passing through the volume are weighted appropriately. This paper focuses on various methods for enforcing the requirement that the filtered ODT field along one given line matches the LES cell average for the particular scalar of interest. 1



The term reconstruction is adopted here because many of the methods we end up using to enforce the consistency requirements are familiar from the gas dynamics community and MUSCL-type numerical methods, where the underlying continuous data is “reconstructed”, such as in the manner of Godunov [2]. For wall flows we even run into the problem of preserving monotonicity, another common problem in gas dynamics. When turbulent flows are considered, the strategy will be to save a “subgrid” field from one LES time step to another, thereby preserving the recent history of turbulent scalar fluctuations, which are important for capturing the dynamics of the energy cascade and the wall shear stress (or wall scalar flux). In what follows we first show how the ODT data reconstruction problem can be reduced to the more familiar problem of finding a smooth continuous function which satisfies the LES cell average. Next, we describe several methods for accomplishing this task. We then turn to the issue of reconstruction for wall flows where we are faced with the problem of eliminating dispersion error. Our goal is to assess the methods considered with regard to speed (i.e. complexity), smoothness, and ability to preserve monotonicity.
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The cell average constraint



Let u(x) represent the ODT field, which is continuous but need not be smooth in any sense. To be clear, this is not the subgrid field. The terminology here is such that the “ODT field” is analogous to a DNS (direct numerical simulation) field only in one dimension (i.e. the ODT field contains low and high wavenumber information). Define a restriction or filtering operation to be such that, Z 1 xj +h/2 u(xj ) = u(x) dx , h xj −h/2



(1)



gives the cell average of the ODT field for a cell centered at x = xj . The LES grid spacing, h, is uniform throughout this paper. Next, let U (xj ) represent the discrete LES data. Our goal is to make u(xj ) = U (xj ). We will adopt a convention whereby uppercase letters are variables associated with the LES field, and lower case letters represent variables associated with the ODT field. Further, an overbar will represent a discrete filtered field (cell average), and a tilde will represent a continuous smooth field. If the following relationships hold, Z 1 xj +h/2 e U (xj ) = U (x) dx , h xj −h/2 1 u(xj ) = h



Z



(2)



xj +h/2



u e(x) dx ,



(3)



xj −h/2



then the following procedure (Algorithm 2.1) will reconstruct a non-smooth ODT field which satisfies (1) and u(xj ) = U (xj ). The time stamps on the intermediate ODT fields have been omitted since these fields do not satisfy the consistency constraint. This is just an arbitrary notation preference. The filtered and continuous fields in Step 1, for example, actually live at time level, tn+1 . But we want to avoid confusion 2



between the ODT field which surfaces from the ODT evolution procedure (here called u(x)), and the ODT field which is made consistent with the projected LES field at time, tn+1 (here called un+1 (x)). Algorithm 2.1 Step 1:



Filter current ODT field, u(x), via (1) to obtain u(xj ).



Step 2:



Find a smooth reconstruction of u(xj ) via e.g. Algorithm 3.1 to obtain u e(x).



Step 3:



Compute and store the subgrid field, u0 (x) = u(x) − u e(x).



Step 4:



Find a smooth reconstruction of U



n+1



(xj ) via e.g. Algorithm 3.1 to obtain,



e n+1 (x). U Step 5:



Add the subgrid field to the smooth reconstruction of the LES data to obtain, e n+1 (x) + u0 (x). un+1 (x) = U



The proof proceeds as follows: un+1 (xj )



= = =



1 h 1 h 1 h



Z



xj +h/2



un+1 (x) dx ,



xj −h/2



Z



xj +h/2



h



i e n+1 (x) + u0 (x) dx , U



xj −h/2



Z



xj +h/2



e n+1 (x) dx + 1 U h



=



xj −h/2 n+1 U (xj ) +



=



U



n+1



Z



xj +h/2



xj −h/2



1 u(x) dx − h



Z



xj +h/2



u e(x) dx , xj −h/2



u(x) − u(x) ,



(xj ) .



(4)



With this result we can see that the problem boils down to finding smooth reconstructions for u(xj ) and U



n+1



3



(xj ) in Steps 2 and 4. We now discuss methods for accomplishing this task.



Iterative interpolation (Randy’s method)



The advantage of interpolants is that they are easy to implement in physical space, and they can be made continuous and smooth. The disadvantage of interpolants is that they do not in general satisfy (1). For the moment imagine that we have an interpolant, p(x), which interpolates the LES data, p(xj ) = U (xj ). Filtering of the the interpolant results in a field which does not match the LES data, p(xj ) =



1 h



Z



xj +h/2



p(x) dx 6= U (xj ) .



(5)



xj −h/2



One would need to apply a constant correction (or “defect”), d(xj ) = U (xj ) − p(xj ), to the continuous data within cell j in order for the new continuous data (based on the interpolant) to satisfy the LES cell average.
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In similar fashion to the proof in the previous section, we can see that this correction would identically produce the LES cell average, Z 1 xj +h/2 [p(x) + d(xj )] dx = h xj −h/2 =



1 h 1 h



Z



xj +h/2



£ ¤ p(x) + U (xj ) − p(xj ) dx ,



xj −h/2



Z



xj +h/2



p(x) dx + U (xj ) − p(xj ) , xj −h/2



=



p(xj ) + U (xj ) − p(xj ) ,



=



U (xj )



(6)



Taking this approach, however, would introduce discontinuities at the LES cell boundaries, since the correction factor would be different for each cell. Therefore, instead of adding a piecewise constant correction, this method adds a smooth interpolant of the correction, pk+1 (x) = pk (x) + gk (x) ,



(7)



where gk (x) interpolates dk (xj ). That is, gk (xj ) = dk (xj ). Of course, this new field may not satisfy the cell average, but it is an improvement, and it is smooth. This process can be repeated until the cell average of pk (x) matches U (xj ) within a given tolerance. An algorithm for this procedure is given below (see Algorithm 3.1). Although we explicitly use the LES data in describing this algorithm (i.e. we reconstruct U (xj )), the same procedure can be used to reconstruct the ODT data (u(xj )). Algorithm 3.1 Step 1:



k = 0, Set pk (x) = 0.



Do Step 2:



Find the cell average of pk (x) via (5).



Step 3:



Compute defect, dk (xj ) = U (xj ) − pk (xj ).



Step 4:



If ek ≡ max(|dk |)/ max(|U |) ≤ tol, exit Do.



Step 5:



Interpolate dk (xj ) → gk (x).



Step 6:



Set pk+1 (x) = pk (x) + gk (x).



Step 7:



e (x) = pk+1 (x). Set U



Step 8:



k = k + 1.



End Do We illustrate how this procedure works by following a reconstruction example graphically. In Figures 1 – 6, the LES data are constant. They are taken from a line of sight through a 163 LES of decaying isotropic turbulence. The domain is periodic. The actual numerical values in the plots are irrelevant. What interests us is how tightly the cell average has converged. This is measured with ek (defined in Step 4 of Algorithm 3.1). In practice we use a tolerance of tol = 10−4 . 4



Let us follow the progression through the first couple of iterations. In Figure 1, k = 1, and the function p1 (x) exactly interpolates the LES data. This occurs because we have initialized the p(x) field to zero. So, in Step 3 of Algorithm 3.1, with k = 0, the defect matches the LES data. The plus symbols (+) in the plots represent the defect at iteration k. For k = 1, these data are interpolated and added to p1 (x) to obtain the p2 (x) field in Figure 2. Note that this field no longer interpolates the LES data. 0.2 0.15



LES p (x) k d (x ) k



0.2 0.15



j



0.05 0 −0.05



0 −0.05 −0.1



−0.15



−0.15 −0.2



−0.2



−0.25



−0.25 0.1



0.2



0.3 position, x



0.4



0.5



0.1



Figure 1: k = 1, e1 = 1.25 × 10−1 .
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Figure 2: k = 2, e2 = 2.63 × 10−2 .
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Figure 3: k = 3, e3 = 8.97 × 10−3 .
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Figure 4: k = 4, e4 = 3.44 × 10−3 .



The method achieves linear convergence, as illustrated by a plot of the error, ek , given in Figure 7. The convergence rate, R, is defined by the following relation (see e.g. [4]), lim



k→∞



kek+1 k =C. kek kR



(8)



From the error plot, R = 0.9947. We now address the only remaining detail, which is to define the interpolant. The formula for a Lagrange 5
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Figure 5: k = 6, e6 = 5.28 × 10−4 .
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Figure 6: k = 8, e8 = 8.16 × 10−5 .
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Figure 7: Convergence rate for the example reconstruction, R = 0.9947.



polynomial, p(x), interpolating data, d(xj ), can be written as follows: p(x) =



l−1 X



cm ((x − xj )/h) d(xj+m ) ,



(9)



m=−l



where m represents a grid index and l represents the left shift of the stencil. The coefficients ck (z) are defined in Appendix A [5]. The previous example (Figures 1 – 6) used a 10th order interpolant with a left shift of l = 5. In practice this sort of accuracy can only be achieved for periodic boundaries. While the interpolation is smooth at the cell boundaries, the stencil actually shifts at each xj location. That is, the polynomial is piecewise continuous at xj . The apparent lack of discontinuity in the derivative, ∂x p(xj ), is due to the high order interpolation. 6



Let us try to make things a little clearer by examining the case of linear interpolation (l = 1). Equation 9 becomes, p(x)



=



0 X



cm ((x − xj )/h) d(xj+m ) ,



m=−1



=



c−1 ((x − xj )/h) d(xj−1 ) + c0 ((x − xj )/h) d(xj ) ,



=



(−(x − xj )/h) d(xj−1 ) + (1 + (x − xj )/h) d(xj ) .



(10)



We use this polynomial for the interpolant on the interval x ∈ (xj−1 , xj ). Evaluating (10) at x = xj − h/2, for example, yields, p (xj − h/2) =



1 1 d(xj−1 ) + d(xj ) , 2 2



(11)



which is the LES cell interface at xj − h/2 (i.e. the left face of cell j). Using the LES data from the previous example, Figure 8 shows the result for the first iteration. 0.2
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Figure 8: Zoom-in of the first iteration (k = 1) of the reconstruction procedure using linear interpolation.



In addition to adding a C1 discontinuity at xj , the linear interpolation also takes more iterations to converge, 11 for linear interpolation vs. 8 for the 10th-order interpolant. Hence, the additional work needed in carrying the larger stencil is partly offset by fewer iterations. Figure 9 shows final results for successively higher-order interpolants. Going from 2nd to 10th order, the respective iteration counts to achieve convergence were: k = 11, 9, 9, 8, 8. Any visual evidence of the C1 discontinuity is eliminated by use of the 6th-order interpolant, but accuracy improves up to 10th-order. In fact, as an unrelated point of interest, for all practical purposes, this 10th-order interpolation preserves spectral–like accuracy when interpolating between p-cell and u-cell locations on staggered grids. This helps mitigate unwanted artificial energy losses when viewing energy spectra in isotropic turbulence simulations. 7



LES 2nd 4th 6th 8th 10th



0.09 0.08



velocity, m/s



0.07 0.06 0.05 0.04 0.03 0.28



0.29



0.3



0.31 0.32 position, x



0.33



0.34



Figure 9: Zoom-in of final reconstructions for various orders of interpolation.



We close this section by showing a reconstruction example of a more realistic (i.e. non-smooth) ODT field. In what follows we have simply run through Algorithm 2.1 using Algorithm 3.1 with 10th-order interpolation. The results are shown in Figures 10 and 11. For visual effect the ODT field is initially completely uncorrelated with the LES field (Figure 10). The dotted lines show the smooth reconstructions of the discrete data. In Figure 11, the subgrid field has been added to the smooth LES reconstruction to obtain the new ODT field. 0.5 0.4 0.3
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Figure 10: Pre-reconstruction.
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Figure 11: Post-reconstruction.
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A multi-level Fromm scheme (Rod’s method)



The method from the previous section has four serious problems: (1) the cell average is only satisfied to a given tolerance; (2) the high-order interpolations require a large stencil; (3) it is an iterative procedure, and hence probably not optimal in terms of complexity; and (4) the method is dispersive near discontinuities in the discrete data. In an effort to eliminate problems (1) and (2) and to a large degree (3), Rod Schmidt (unpublished) has developed the following method, which turns out to be (to leading order) a multi-level Fromm scheme (see e.g. [10]). The reader may have noticed that the iterative interpolation method (Section 3) had the flavor of a multi-grid method (“defects”, “restrictions”, “interpolations”, etc.) without multiple levels. Schmidt has found a way to leverage these multi-grid concepts for data reconstruction. Before going further, it is helpful clarify the data storage arrangement. Ultimately, Schmidt stores his ODT data at cell centers. But he stores some of his intermediate values at nodal locations. Imagine for a moment that we are only carrying two ODT points per LES cell. Figure 12 shows how this situation might appear. For illustration purposes we are using very few LES points (denoted as the “cell averages” in the figure). These are distributed at random on a periodic domain. At this point the reader should not be concerned with the actual values of the ODT points. Here we are just interested in their position. Notice that the LES points all fall on an ODT cell boundary. The ODT points (u− , u+ ) are cell centered. If we were using nodal storage, all the ODT points would be located on the dotted lines that are the ODT cell boundaries in Figure 12 (of course the LES cell boundary doubles as an ODT cell boundary). Now imagine that we increase the number of ODT points to four per LES cell. In order to maintain a cell centered storage
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at this finest level, we would insert new ODT cell boundaries at exactly the ODT storage locations in Figure 12. 0.15 cell average u−, u+ f−, f+ Fromm slope cell boundary, k cell boundary, k+1
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Figure 12: An example of one level in Schmidt’s reconstruction procedure. The solid lines represent the Fromm slope in cell j = 2. The line connecting the cell averages (j = 1 and j = 3) is simply for illustration. Notice that it is parallel to the continuous reconstruction (given by Equations 12 and 13) that passes through the cell average at j = 2. This is also parallel to the line connecting f − and f + , which is the geometrical construct originally proposed by Schmidt. Given the mid-point storage locations of u− and u+ , any linear slope will identically preserve the cell average.



As previously mentioned, a Godunov piecewise constant reconstruction will preserve the exact discrete cell average, as will any second-order piecewise linear slope method such as Lax-Wendroff, Warming-Beam, or Fromm. We emphasize “discrete” here because polynomial reconstructions of higher order (e.g. ENO reconstructions, see next section) do not preserve the discrete cell average and always need a small final correction from a first or second-order defect reconstruction. In a MUSCL–type reconstruction, the continuous data for cell j is given by, u(x) = u(xj ) +



x − xj ∆j , h



(12)



and the Fromm slope is given by, ∆j =



1 (u(xj+1 ) − u(xj−1 )) . 2
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(13)



+ Defining u− j,k ≡ u(xj − hk /4) and uj,k ≡ u(xj + hk /4) as the reconstructed data to the minus and plus side



of the cell average locations, xj , at refinement level k, we have, u− j,k = uk (xj ) −



1 (uk (xj+1 ) − uk (xj−1 )) , 8



(14)



u+ j,k = uk (xj ) +



1 (uk (xj+1 ) − uk (xj−1 )) , 8



(15)



where for now we assume periodic boundaries, and the grid index ranges from j = 1, 2, . . . nk . We have introduced some new notation. Let us take refinement level k = 0 to be the coarsest level. In this way, h0 = h is the LES grid spacing and n0 is the number of LES points in 1d, N . As is typical in multi-grid algorithms, hk+1 = hk /2 and nk+1 = 2nk . We also have u0 (xj ) = U (xj ), which breaks our convention from the previous section in order to help the recursive algorithm. It is clear from (14) and (15) that the discrete cell average is preserved, uk (xj ) = = = =



1 + (u + u− j,k ) , 2 µ j,k ¶ 1 1 1 uk (xj ) + (uk (xj+1 ) − uk (xj−1 )) + uk (xj ) − (uk (xj+1 ) − uk (xj−1 )) , 2 8 8 1 (uk (xj ) + uk (xj )) , 2 uk (xj ) .



(16)



Equations 14 and 15 are used in the first pass through Schmidt’s algorithm. The next step is to regrid such that u− and u+ become the target cell averages. In practice there are typically many ODT points per LES cell. Schmidt’s method assumes that the number of ODT points is a power of 2. Hence, nc = 2` , where nc is the number of ODT points per LES cell and ` is the number of grid levels (` is chosen to conform to the notation of Trottenberg [11]). The following algorithm (see Algorithm 4.1) reconstructs the data to a desired level of refinement: Algorithm 4.1



REFINE



Step 1:



Compute ` = log(nc )/ log(2).



Step 2:



Set k = 0, nk = N , hk = h.



Do while k < ` Step 3:



+ Given uk (xj ), compute uk+1 (xj − hk /4) = u− j,k and uk+1 (xj + hk /4) = uj,k



via Equations 14 and 15, for j = 1, 2, . . . nk , applying appropriate boundary conditions. Step 4:



[Optional] CALL SMOOTH.



Step 5:



Set k = k + 1, nk+1 = 2nk , hk+1 = hk /2.



End Do Step 6:



Set u e(x) = uk−1 (x). 11



In the algorithm above, Step 4 is an optional call to a “smoothing” procedure. This procedure has the affect of tuning the slope in Equation 12 by adjusting ω in the following equation (see Toro [10]), ∆j =



1 1 (1 + ω) [u(xj ) − u(xj−1 )] + (1 − ω) [u(xj+1 ) − u(xj )] . 2 2



(17)



Notice that ω = 0 reproduces the Fromm slope, ω = 1 gives Warming-Beam, and ω = −1 is the LaxWendroff method. Schmidt, however, elects not to explicitly compute ω but rather to use an iterative geometric procedure to adjust the slope directly, which we will now describe. + Given the reconstruction based on the Fromm slope, one now has the values u− j and uj , per Equations



14 and 15. Here we omit the refinement index, k. The new slope can be computed as follows, ∆∗j



= =



fj+ − fj− , Ã + ! Ã + ! uj + u− uj−1 + u− j+1 j − , 2 2



(18)



where we are using a superscript star (∗ ) to denote the number of smoothing iterations. This slope is used in Equation 12 to determine new values of u− and u+ . The procedure is illustrated graphically in Figure 13 below. Of course, it is easy to directly compute the result for this first graphical iteration (simply plug Equations 14 and 15 into Equation 18) . The new slope becomes, ∆∗j =



1 5 5 1 u(xj−2 ) − u(xj−1 ) + u(xj+1 ) − u(xj+2 ) . 16 8 8 16



(19)



Taking the resulting u− , u+ values and again plugging these into Equation 18 gives a direct formula for the second slope iteration, ∆∗∗ j =−



3 85 85 3 1 1 u(xj−3 ) + u(xj−2 ) − u(xj−1 ) + u(xj+1 ) − u(xj+2 ) + u(xj+3 ) . 128 32 128 128 32 128



(20)



It is easier to write an algorithm for this procedure than to see the underlying pattern. Additionally, using the algorithm keeps the stencil tight. Given a pre–defined number of smoothing steps, ns , the following algorithm adjusts the slope in Equation 12.
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Figure 13: One iteration of Schmidt’s smoothing procedure applied to our example problem in cell j = 2. Note that the vertical lines representing the cell boundaries are not included in the legend. The new slope is computed by finding the average of u+ and u− at the cell boundary then taking the new difference across the cell per Equation 18.



Algorithm 4.2 Step 1:



SMOOTH



+ Set i = 0, u− j,i = u(xj − hk /4), uj,i = u(xj + hk /4)



Do while i < ns Step 2:



+ Compute fj+ and fj− via Equation 18, noting that fj− = fj−1 , for all j.



Step 3:



Compute ∆j = fj+ − fj− .



Step 4:



+ Recompute ui+1 (xj − hk /4) = u− j,i+1 and ui+1 (xj + hk /4) = uj,i+1 via Equa-



tion 12, using the slope from step 3, for all j, applying appropriate boundary conditions. Step 5:



i = i + 1.



End Do The results of applying Algorithm 4.2 to the example problem are shown in Figure 14. A count of ns = 4 does a satisfactory job of converging the smoothing algorithm. Notice that this procedure minimizes the total variation of the reconstructed data on neighboring cell faces (see e.g. [10] for a discussion on data variation). 13



Figure 15 demonstrates the reconstruction with and without smoothing for a more refined ODT field (nc = 32 ODT points per LES cell). Following this we give a comparison between Schmidt’s reconstruction and the iterative interpolation method from the previous section (see Figure 16). Close examination shows that Schmidt’s method does a better job of smoothing the C1 discontinuity near the cell boundaries (this is very subtle) but tends to add unnecessary changes of inflection at some locations (see LES cell j = 10). Most likely, neither of these nuances will have negative consequences for the ODT subgrid closure. 0.15
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Figure 14: Resulting slopes for the example problem using Algorithm 4.2, with ns = 4.
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ENO reconstruction



The first challenge encountered in ENO (essentially non-oscillatory) differencing schemes is the reconstruction of underlying data such that the cell average is preserved (see e.g. [3, 8] and references therein). If possible, we would like to utilize these reconstructions because the methods are high order, they directly preserve the cell average (though not discretely), and the stencils are flexible (i.e. they can be one sided). The down side of this method is that, using a given stencil for cell j, the reconstructions are discontinuous at the cell interfaces. One might argue that this could be remedied by using weights, as is done in WENO (weighted ENO) differencing schemes [8]. But this would be a terribly ill-conditioned calculation: the C0 continuity problem is under constrained, requiring the addition of derivative constraints. It is better to employ another smoothing algorithm, which is discussed in the next section. Please note, however, that 14
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Figure 15: Results for the example problem with nc = 32 (number of ODT points per LES cell), with and without the smoothing algorithm.



weights may still be employed to help preserve monotonicity (see the section on near-wall reconstruction). The formula for the continuous ENO reconstruction may be written as, u e(x) =



k X



clm (x − jh)



m=1



j−l+m−1 X



u(xr ) ,



(21)



r=j−l



for, xj−1/2 − lh ≤ x ≤ xj−1/2 − lh + kh ,



(22)



where, xj−1/2 ≡ xj − h/2 is the LES cell left (west) face. The coefficients, clm (x − jh), are given in Appendix B. The index, l, gives the left shift of the stencil. The index, m, simply represents a given term in the summation, which should be clear after the example below. And k is the stencil width and relates to the order of the reconstruction. The reconstruction is applied on a cell-by-cell basis in our implementation even though (21) is valid over the entire range (22). So, one first selects l and k, then applies Equation 21 over the interval, x ∈ [xj−1/2 , xj+1/2 ]. Let us try to clarify the use of (21) with an example. For the periodic test problem, it makes sense to choose a centered stencil. An acceptable order of accuracy can be achieved using the k = 3 reconstruction. Therefore, let us choose the (l = 1, k = 3) stencil. On the interval, x ∈ [xj−1/2 , xj+1/2 ], we have the following
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Figure 16: A comparison between Rod’s method (RCS) and Randy’s method (RJM) for the example reconstruction from the previous section.



reconstruction, u e(x) =



c11 (x − jh) uj−1 + c12 (x − jh) (uj−1 + uj ) + c13 (x − jh) (uj−1 + uj + uj+1 ) , ·



=



¸ (x − xj−3/2 )(x − xj+1/2 ) + (x − xj−3/2 )(x − xj+3/2 ) + (x − xj+1/2 )(x − xj+3/2 ) uj−1 + 2h2 · ¸ (x − xj−3/2 )(x − xj−1/2 ) + (x − xj−3/2 )(x − xj+3/2 ) + (x − xj−1/2 )(x − xj+3/2 ) (uj−1 + uj ) + −2h2 · ¸ (x − xj−3/2 )(x − xj−1/2 ) + (x − xj−3/2 )(x − xj+1/2 ) + (x − xj−1/2 )(x − xj+1/2 ) (uj−1 + uj + uj+1 ) . 6h2 (23)



The results for k = 3, k = 5, and k = 10 centered reconstructions are shown in Figure 17. The variation at the cell interface (i.e. the C0 discontinuity) improves as the order of accuracy increases but is still unsatisfactory, even with k = 10. The positive aspect of this reconstruction is that it is a one step formula that gets very close to our desired result. The next section outlines a method for smoothing the cell interface. The reader interested in the details of the derivation of the ENO reconstruction formula is 16
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Figure 17: ENO reconstructions of various order with centered stencils. The k = 10 reconstruction is centered around xj−1/2 so as to have the same stencil as the 10th-order Kennedy interpolant.
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An iterative smoothing method



In this section we describe a way to smooth the undesired discontinuities at the LES cell interfaces, which are generated by the ENO reconstruction method (see Figure 17). This iterative smoothing method is essentially the logical extension of the iterative interpolation method (Section 3), with ENO reconstruction replacing interpolation. The general idea is that applying a smoothing or filtering operation to the reconstruction will smooth the discontinuity, but, at the same time, it will change the cell average. As with the iterative interpolation method, we compute the defect. In this method, however, we then generate a ENO reconstruction of the defect, which gets added to the smoothed field to generate the new reconstruction. Multi-grid principles also come into play. Small filter widths are ultimately required for smoothness, but take a long time to converge. Large filter widths quickly smooth large discontinuities but change the cell average so much that the correction always reintroduces some level of discontinuity to the reconstruction. We will take the approach of tapering the filter width from large to small. The discrete filtering operation will be defined as a moving average (tophat filter) along the 1d line. We use an odd integer filter width, nf (the integer number of points in the filter stencil, not a physical length), 17



so that all the filter weights are equal and the explicit filtering operation can be written simply as, u bi =



i+l 1 X u ej , for nf



i = 1, 2, . . . NODT ,



(24)



j=i−l



where, l is the left shift of the filter stencil, and NODT = N nc . As previously mentioned, we are taking the filter width to be odd, so the left shift should be computed as, l = INT(n f/2) in Fortran, or l = FLOOR(n f/2) in Matlab, for example. That is, truncate the 0.5 instead of rounding up. Algorithm 6.1 details the procedure for generating the smooth reconstruction. The number of ODT points per LES cell, nc , is used as the starting point for the filter width. We take Schmidt’s approach that nc is a power of 2. The algorithm cuts the filter width approximately in half on each iteration. For example, if we have nc = 32, then there are six levels (` = log(32)/ log(2) = 6). However, we only need five smoothing operations because of where we have positioned the filtering step in the algorithm. The first time this step is encountered, the u e(x) field is still zero. On the next pass, we start smoothing and also tapering the filter width. So, for the six-level grid we have five filtering steps with widths: nf = 33, 17, 9, 5, 3. To mitigate unnecessary extrema, it seems necessary that the filter width equal the cell width for the first smoothing operation. Algorithm 6.1 Step 1:



Compute ` = log(nc )/ log(2).



Step 2:



Set nf = nc + 1, k = 0, u e(x) = 0.



Do while k < ` Step 3:



If k > 0, smooth u e(x) via (24) to generate u b(x), else set u b(x) = 0.



Step 4:



If k > 0, set nf = (nf − 1)/2 + 1.



Step 5:



Compute cell average, u(xj ), from u b(x).



Step 6:



Compute defect, d(xj ) = U (xj ) − u(xj ).



Step 7:



e Reconstruct defect, d(xj ) → d(x), via (21).



Step 8:



e Set u e(x) = u b(x) + d(x).



Step 9:



Set k = k + 1.



End Do Step 10:



Compute cell average, u(xj ), via (3).



Step 11:



Compute defect, d(xj ) = U (xj ) − u(xj ).



Step 12:



Godunov piecewise constant reconstruction of defect, e d(xj ) → d(x), via (6).



Step 13:



e Set u e(x) = u e(x) + d(x).
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Figures 18 – 23 show the results for applying this algorithm using 10th-order reconstruction. Notice that cell averages already match very closely at the first iteration due to ENO reconstruction. Remember that we used a tolerance of e < 10−4 in the iterative interpolation method (Section 3). As pointed out in the previous discussion on discrete cell averages, steps 8–11 in the algorithm (Godunov reconstruction) are needed to match the cell average exactly (machine precision, e = 10−16 ). 0.25
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Figure 18: Iteration 1, e = 2.6 × 10−5 .
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Figure 19: Iteration 2, e = 4.8 × 10−6 .
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Figure 20: Iteration 3, e = 1.4 × 10−6 .
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Figure 21: Iteration 4, e = 3.6 × 10−7 .



To illustrate the necessity of using relatively small filter widths, Figure 24 shows results in which the filter width is held constant at nc + 1. Even after six iterations, the discontinuity persists. We have not attempted to investigate the optimal pattern on filter width and number of smoothing steps. The tapering method seems to be robust though it may be overkill. The stopping criteria for smoothness is a bit arbitrary. Based on the series of plots in Figures 18 – 23, it seems that little improvement is made past the third or fourth iteration. 19
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Figure 22: Iteration 5, e = 9.7 × 10−8 .



0.2



0.3 position, x



0.4



0.5



Figure 23: Iteration 6, e = 2.9 × 10−8 .
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Figure 24: Six filtering interations plus the Godunov final correction for constant nf = nc + 1. Notice the discontinuities at the LES cell interfaces.



A final remark on iterative smoothing: the method seems to alleviate the need for super high-order stencils. Figure 25 shows results for the smoothing method using various orders of ENO reconstruction. Aesthetically, there seems to be little difference between these results. The discontinuities are all smoothed and no new extrema are introduced.
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Figure 25: Final smooth data fields of various order using Godunov piecewise constant reconstruction of the defect on the last iteration, e ≈ 10−16 . Compare this with Figure 17.
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Near-wall reconstruction



When we speak of near-wall reconstruction, we mean to deal with the no-slip (or any Dirichlet) boundary condition for y-directional (wall normal) lines arising in uniform grid channel flow. In a channel flow simulation in which the stream wise and span wise directions are periodic, the reconstructions from the previous sections may be used in the x and z directions. Since the following decomposition holds, u = u e+u0 , it is not mandatory that the reconstruction interpolate zero at the wall. However, in the overall ODT algorithm, we must keep in mind that u0 (y = 0) = −e u(y = 0). For example, in certain LES/ODT methods, the ODT diffusion equation is only evolved for the u0 field (to avoid viscous double counting). The boundary condition for u0 will not be zero if the reconstruction does not interpolate zero. As we will see, for some monotonicity preserving reconstructions, this is indeed the case. Preserving monotonicity becomes an issue for the near-wall cells in the time evolution of the laminar velocity profile. Properly capturing the turbulent transition, for example, might be affected by the method of reconstruction. Additionally, the location of spurious oscillations in the reconstruction is dependent on the LES resolution. It is difficult to say at the present time whether this will adversely affect the mean profiles. Ultimately, results from LES/ODT simulations will be the judge. For the moment we simply wish to raise these issues in case they are needed to explain anomalous behavior.
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7.1



Rod’s method: the near-wall case



Rod Schmidt’s method is the simplest and most robust. It seems to do a wonderful job of matching τew , the large scale wall shear stress. Its disadvantage is that it exhibits dispersion (nonphysical oscillations) in the near-wall cells. To implement Rod’s method for channel flow, Algorithm 4.1 should be modified as follows. Step 3 mentions “applying appropriate boundary conditions”. In the periodic case this is simple: if j < 1, then j = j + nk , if j > nk , then j = j − nk . It is also simple for the near-wall case though it is slightly disguised by the wording of the algorithm. Here it is easier to use Rod’s geometrical approach. The slope in Equation 12 is to be computed using, ∆j = fj+ − fj− , with the following boundary conditions (b.c.s): if j = 1, then set fj− = 0, if j = nk , then set fj+ = 0. The same b.c.s should be applied in the smoothing algorithm (Algorithm 4.2). In this way the reconstruction always interpolates zero by design.



7.2



One-sided ENO reconstruction



Given a set of cell averages, Harten [3] tells us how to locate a shock within a cell. The near-wall case is easier because we always know where the shock is: y = 0 or y = H, where H is the channel height. Our problem lies in determining whether the cell average data actually implies a shock. In this section we assume that the shock exists, and, hence, do not require the reconstruction to interpolate the zero point. Considering the bottom wall first (j = 1), to capture the wall shock we simply use an ENO reconstruction with a stencil left shift of, l = 0. This works for any order (provided there are enough LES cells vertically, of course). To deal with the top wall (j = N ) we use l = k where k is the stencil width. Through experimentation we have concluded that it is best to use one-sided reconstruction for the next off-wall cell (i.e. j = 2 and j = N − 1). For the third cell we use l = 1. For the fourth, l = 2. This continues until we reach the central point of the stencil. For example, all interior cells use l = 2 for the k = 5 reconstruction. Hence, for k = 5 the interior set of points ranges from j = (4, N − 3). The situation is symmetric on the top wall: for j = N − 1, use l = k, for j = N − 2, use l = k − 1, etc.



7.3



ENO ghost cell method



If a shock does not exist, then we want the reconstruction to interpolate zero at the wall. This can be accomplished using ghost cells. Algorithmically, it is easier if we refer to the first real cell as j. Then the first ghost cell for the bottom wall is j − 1, the second is j − 2, etc. The problem quickly becomes under constrained for anything more than two ghost cells. We will not need more than two for our purposes. Shu’s [8] coefficients for the reconstruction polynomials are given for y = yj+1/2 . In our notation, the wall is actually located at y = yj−1/2 . This simply means that we need to adjust our left shift by one when using the Shu coefficients. Let us first discuss the case where we keep only one ghost cell. We then have 22



one degree of freedom for our polynomial, and the bottom wall ghost cell for a k = 5 reconstruction can be computed by, U j−1



· ¸ 77 43 17 1 = 5 − U j + U j+1 − U j+2 + U j+3 . 60 60 60 20



This is symmetric for the top wall (j = N ), · ¸ 77 43 17 1 U j+1 = 5 − U j + U j−1 − U j−2 + U j−3 . 60 60 60 20



(25)



(26)



With the ghost cells in hand, the l = 1 stencil is used for the bottom wall cell (j = 1), and the l = k − 1 stencil for the top wall cell (j = N ). When using two ghost cells, we need another constraint. The simplest is to match the j = 2 reconstruction at y = h (for the bottom wall; the usual symmetry holds on the top wall). Therefore, the first task is to evaluate the reconstruction polynomial for cell j = 2 at y = h, u e2 (h). A note on implementation: there are three options for determining u e2 (h). The first option is to actually evaluate the polynomial. This is difficult because Shu does not give the y = yj−1/2 coefficients. One must evaluate the l = 0 reconstruction at y = yj−1/2 (j = 2) to obtain u e2 (h). The second option is to simply set u e2 (h) ≈ u e2 (h + η/2), which has already been computed for the interior cell (note: η is the ODT grid spacing). The third option is to use a higher-order Taylor series approximation. We have elected to use the second option. When using the iterative smoothing method (next section), there is no benefit gained by options one or three. For the l = 2, k = 5 stencil, the required ghost cells for the bottom wall (j = 1) are, · ¸ 94 28 11 U j−2 = 108 u ej+1 (h) − U j − U j+1 + U j+2 , 81 81 324 · ¸ 20 1 47 13 1 U j−1 = U j−2 − U j + U j+1 − U j+2 . 9 20 60 60 30 The top wall (j = N ) ghost cells are symmetric about j, · ¸ 94 28 11 U j+2 = 108 u ej−1 (H − h) − U j − U j−1 + U j−2 , 81 81 324 · ¸ 20 1 47 13 1 U j+1 = U j+2 − U j + U j−1 − U j−2 . 9 20 60 60 30



(27) (28)



(29) (30)



Again, we make the approximation, u eN −1 (H − h) ≈ u eN −1 (H − h − η/2). A higher order version of the two ghost cell method is given below for k = 7. We use this version in some of the upcoming results. However, in the end there was no significant improvement over the k = 5 stencil. · ¸ 3233 577 107 37 119 U j−2 = 390 u ej+1 (h) − Uj − U j+1 + U j+2 − U j+3 + U j+4 , (31) 3900 975 650 975 27300 · ¸ 42 1 153 241 109 31 1 U j−1 = U j−2 − Uj + U j+1 − U j+2 + U j+3 − U j+4 . (32) 13 42 140 420 420 420 105
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7.4



Iterative smoothing



For the near-wall ENO schemes, the iterative smoothing method (see Section 6) is still needed. It can also be used to help Rod’s method. This is not completely necessary, but the subtle improvements make Rod’s approach virtually identical to the 10th order iterative interpolation method (Section 3). This last statement is based on comparisons for periodic cases. The high-order iterative interpolation method was not developed for the near-wall. We deal with the new boundary conditions by filtering only over the domain for which the central tophat filter is defined. That is, we exclude the ODT cells within half a filter width from the wall. These cells are smooth anyway. No discontinuities exist in this range. Additionally, recall that the filter width changes with each iteration. So, only the first off wall ODT cell escapes filtering. To be more specific, the filtering operation in Algorithm 6.1 is modified to have the following extents, u bi =



i+l 1 X u ej , for nf



i = l + 1, l + 2, . . . NODT − l .



(33)



j=i−l



7.5



Results



To test the proposed modifications for near-wall reconstruction, we examine results for three cases: (1) a simple laminar channel flow driven by a constant pressure gradient, (2) the same flow with random fluctuations added to the mean pressure gradient, and (3) random fluctuations with a mean pressure gradient of zero. The first case is designed to test the u(y) profile in a laminar flow. We would like to have a scheme that behaves like a laminar flow should the ODT algorithm conclude that no eddies are probable. The second case is designed to test the u(y) profile for a turbulent flow. Here the challenge of choosing appropriate monotonicity constraints becomes evident. The last case is indicative of the types of profiles expected for the v(y) and w(y) profiles in a turbulent flow. This case poses no real problems, but is presented for completeness. In all the plots presented below, the top half of the domain is reconstructed using Rod’s method, and the bottom half is reconstructed using an ENO method. 7.5.1



Laminar driven channel flow



In this section we solve the diffusion equation with a forcing term, and filter the result to obtain an “LES” field. The underlying field from which the LES is derived will be denoted the “DNS” field in the plots below. To be more accurate, many of the plots denote the LES field by “filtered DNS”. All the plots are normalized so that the maximum DNS velocity is one. The governing equation for the DNS field is given by, ∂u dp ∂2u =− +ν 2 . ∂t dx ∂y 24



(34)



The boundary conditions are: u(0, t) = u(H, t) = 0. The initial conditions are: u(y, 0) = 0. In this section the mean pressure gradient is given by



dp dx



= −1. In practice this is solved numerically with a second order central



difference in space and forward Euler in time. The time integration steps at the diffusive CFL,



ν∆t η2



=



1 2,



with viscosity, ν = 10−3 . The DNS grid spacing is given by η = H/NODT , where H = 9(2π)/100 (this odd choice of channel height is a remnant of a decaying isotropic turbulence problem), and NODT = 1024. The LES field is obtained by restricting the DNS field via, Ui =



1 nc



inc X



uj , for



i = 1, 2, . . . N ,



(35)



j=(i−1)nc +1



where N is the number of LES points and nc is the number of ODT points per LES cell. This simple restriction formula is possible due to the choice location for ODT data points. The first test was to run the profile to steady state and observe the parabolic profile. As shown in Figure 26, neither method had trouble with this case. 0.55
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Figure 26: Reconstruction of the laminar parabolic velocity profile. The specific ENO scheme is the two ghost cell, k = 5 method.



In the laminar case, the reconstruction methods have trouble during the initial transient, when the velocity profile is more “plug flow”. The degree to which the profile is plug flow we characterize by the data ratio R ≡ r1 /(r1 + r2 ). The data differences are given by, rj = U (j) − U (j − 1) ,



(36)



where if j = 1, U (j − 1) = 0. In general, the ENO schemes can handle monotone reconstruction with data ratios R ≤ 0.8 provided the iterative smoothing method is also used. Figures 27 and 28 show results without the smoothing algorithm 25



for the ghost cell methods. The one ghost cell method displays a marked discontinuity, and though the discontinuity is alleviated (by design) in the two ghost cell method, a nonphysical extrema is still present. Rod’s method produces a significant overshoot, which will become more of an oscillation when the smoothing method is applied. For all other results in this section, the smoothing algorithm is implicit. 0.55
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Figure 28: k = 5, l = 2, R = 0.8, without smoothing.



Figure 27: k = 5, l = 1, R = 0.8, without iterative smoothing algorithm.



Figures 29 and 30 show the results for the same reconstruction, this time with the iterative smoothing procedure. We can conclude that: (1) the smoothing procedure is beneficial and (2) the two ghost cell method is superior to the one ghost cell method. The caveat is that the data should be monotone with R ≤ 0.8. 0.55
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Figure 30: k = 5, l = 2, R = 0.8.



Figure 29: k = 5, l = 1, R = 0.8.



The next series of figures (31 – 34) give results for a range of data ratios. It is apparent from Figure 26



34 that something different needs to done in the ENO scheme for high data ratios. Additionally, note that these results were obtained with the k = 7 reconstruction, which does not do a noticeably better job than the k = 5 stencil. 0.55
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Figure 32: k = 7, l = 2, R = 0.7.



Figure 31: k = 7, l = 2, R = 0.6.
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Figure 34: k = 7, l = 2, R = 0.99.



Figure 33: k = 7, l = 2, R = 0.8.



Our solution to this problem was to fall back on the l = 0 stencil. Figures 35 and 36 show the one-sided reconstructions. The difference between Figure 35 and Figure 33 indicates the type of abrupt change the reconstruction would experience if the monotonicity threshold were set at R = 0.8. If one is strictly interested in the wall shear stress, Rod’s method seems more desirable because no sudden jumps in stress would occur.



Figures 37 and 38 show the effect of coarsening and refining the LES grid. The location of the spurious wiggles in Rod’s method changes. As mentioned, we are simply to take note of this fact at the present time. 27
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Figure 36: k = 7, l = 0, R = 0.95.



Figure 35: k = 7, l = 0, R = 0.8.



Coarsening of the ODT grid was tested and the results appear in Figures 39 and 40. The conclusion to 0.55 0.5
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Figure 38: k = 7, l = 2, R = 0.8, N = 32.



Figure 37: k = 7, l = 2, R = 0.8, N = 8.



be drawn from this example is that nc = 8 is too coarse for the iterative smoothing method (as given by Algorithm 6.1) to be effective. The algorithm could be modified to start at a larger filter width, and this would most likely fix the discontinuity in Figure 40. 7.5.2



Random fluctuations



In this section we impart random fluctuations on top of the mean pressure gradient as follows, ∂u dp ∂2u = −(1 + ϕ) +ν 2 ∂t dx ∂y where ϕ is a random number on the interval [−100, 100]. 28



(37)
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Figure 40: k = 7, l = 2, R = 0.8, N = 8, nc = 8.



Figure 39: k = 7, l = 2, R = 0.8, N = 8, nc = 16.



The monotonicity constraints placed on the reconstruction were: |R1 | ≤ |R2 | ≤ |R3 | ≤ |R4 | , R1 R2 > 0 , R2 R3 > 0 ,



R3 R4 > 0 ,



|R1 | > 0.8 . |R1 + R2 |



(38) (39) (40)



If any of these conditions was not met, the field was deemed not to be monotone, and the two ghost cell k = 7 ENO scheme was used on the bottom wall. Figures 41 and 42 show how touchy these conditions are. The first four LES data values are only slightly changed from one plot to the next, and we get drastically different results for the reconstruction. For stronger random fluctuations, it is possible to get a gradient reversal where it appears undesirable. Figure 43 show results where the random part of the pressure gradient was set for ϕ ∈ [−300, 300]. This may not be completely unrealistic but it could be cause for concern. The last figure illustrates the case of zero mean pressure gradient, typical of the v and w velocity components in the y direction. The random fluctuations were set back to ϕ ∈ [−100, 100]. Neither method had trouble handling this case at any point in the simulation.
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Conclusions



We have shown that reconstructing the turbulent ODT data field to match the LES cell average amounts to the problem of reconstructing a smooth underlying field. Several methods have been presented for reconstruction of the smooth data. For the periodic case, which exists in all directions for the decaying turbulence problem, and in the x and z directions for the channel flow problem, there is little difference between the methods considered. One flaw of the iterative interpolation technique (Randy’s original method) was that 29
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Figure 41: Random fluctuations applied to the u



Figure 42: With only a slight change in the LES



component.



data, the monotonicity constraints dictated use of



In this case the monotonicity con-



the l = 2 ENO method.
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0.55



0.55



0.5



0.5



0.45



0.45



0.4



0.4



0.35



0.35



position, y



position, y



method.



0.3 0.25 0.2



0.25



0.15



0.1



0.1



0.05



0.05



−0.1



0



0.1



0.2



0.3 0.4 velocity, m/s



LES RCS recon ENO recon



0.2



LES RCS recon ENO recon



0.15



0.3



0.5



0.6



0.7



−0.08



−0.06



−0.04 −0.02 velocity, m/s



0



0.02



0.04



Figure 43: Example of gradient reversal in u compo-



Figure 44: Example of the v or w component profile



nent ENO reconstruction.



(random fluctuations) in the y direction. k = 7, l = 2, with smoothing.



the cell average was never perfectly matched. This can be corrected, however, with a final Godunov step. ENO reconstructions of arbitrarily high order exist and behave in similar fashion to Randy’s method and Rod’s method. The major benefit to Rod’s method in most cases comes from its compact stencil. A truly satisfactory method still does not exist for the near-wall case. Each method has significant drawbacks, and the user must decide which method works best for the problem at hand. It should be pointed out that the choice of reconstruction method should also be strongly coupled to the ODT algorithm employed. 30



If more physics is carried at the ODT scale, the reconstruction should need to perform correspondingly less work (the ODT field will need less “nudging”). Hopefully, the dispersion created by Rod’s method will be washed away by eddy events and will not affect time averaged results. We would expect the dispersion to be more and more of a problem for low Reynolds number, transient cases. Ultimately, based on the stencil width, ease of implementation, and robustness, we must conclude that Rod’s method is the method of choice at the present time. It is quite possible that a better slope limiting scheme can be developed for Rod’s method. Indeed, we found ways to cap the maximum value produced by Rod’s reconstruction, but we eventually found instances where this approach produced odd-looking plateaus in the data. These issues definitely need to be addressed for realizability in the scalar case. It is also possible that the monotonicity constraints used here for the ENO reconstructions were not well designed. We, unfortunately, did not have time to explore the geometric design of Suresh and Huynh [9], or the MPWENO methods of Balsara and Shu [1] (which are also based on Suresh and Huynh). This would be the recommended path to follow for improving the ENO reconstructions for the near-wall and scalar cases.
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A



Kennedy’s Lagrange interpolation coefficients



These coefficients were designed by Kennedy and Carpenter [5] to be used in Equation 9. A note on practical implementation: when comparing the coefficients in this appendix with formula (9) one sees that z = (x − xj )/h is a non-dimensional (but still directional) distance from the xj location. In our implementation we are computing the interpolant over the interval x ∈ (xj−1 , xj ). Therefore, the non-dimensional distance is on the interval, z ∈ (−1, 0). Typically, ODT points are stored in one of two ways on uniform grids: either they are nodal points such that an ODT point will eventually coincide with an LES point, or they are cell centered such that an LES cell is decomposed into nc ODT cells per LES cell, and the ODT scalar values are stored at the center of these cells. The latter approach has the advantage that all cell weights are equal for a tophat filter. That is, 1 u(xj ) = nc



jnc X



u(i) ,



(41)



i=(j−1)nc +1



where in the current implementation nc is even, and xj is a pcell location. The non-dimensional ODT cell width in this case is 1/nc , and the location of the first ODT point to the left of xj is z = −1/(2nc ). This must be computed with REAL arithmetic (z ∈ 


1 i − , i = −nc + 1, −nc + 2, . . . 0 . nc 2nc



(42)



The coefficients need to be computed and stored only one time at the beginning of the simulation. For uniform grids they can be stored in an array, c(n c,2*l), where the first index stores the zi vector, and the second index gives the left shift (k in Equation 9). The length of this second vector is 2l, which equals the order of the interpolant.
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A.1



2nd order, l = 1 c−1 (z) = c0 (z) =



A.2



A.3



A.4



−z 1+z



(43)



4th order, l = 2 c−2 (z)



= −((−1 + z)z(1 + z))/6



c−1 (z)



=



(−1 + z)z(2 + z)/2



c0 (z)



= −((−1 + z)(1 + z)(2 + z))/2



c1 (z)



= z(1 + z)(2 + z)/6



(44)



6th order, l = 3 c−3 (z) =



−((−2 + z)(−1 + z)z(1 + z)(2 + z))/120



c−2 (z) =



(−2 + z)(−1 + z)z(1 + z)(3 + z)/24



c−1 (z) =



−((−2 + z)(−1 + z)z(2 + z)(3 + z))/12



c0 (z) =



(−2 + z)(−1 + z)(1 + z)(2 + z)(3 + z)/12



c1 (z) =



−((−2 + z)z(1 + z)(2 + z)(3 + z))/24



c2 (z) =



(−1 + z)z(1 + z)(2 + z)(3 + z)/120



(45)



8th order, l = 4 c−4



=



−((−3 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(3 + z))/5040



c−3



=



(−3 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(4 + z)/720



c−2



=



−((−3 + z)(−2 + z)(−1 + z)z(1 + z)(3 + z)(4 + z))/240



c−1



=



(−3 + z)(−2 + z)(−1 + z)z(2 + z)(3 + z)(4 + z)/144



c0



=



−((−3 + z)(−2 + z)(−1 + z)(1 + z)(2 + z)(3 + z)(4 + z))/144



c1



=



(−3 + z)(−2 + z)z(1 + z)(2 + z)(3 + z)(4 + z)/240



c2



=



−((−3 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(4 + z))/720



c3



=



(−2 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(4 + z)/5040
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(46)



A.5



B



10th order, l = 5 c−5



=



−((−4 + z)(−3 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(4 + z))/362880



c−4



=



(−4 + z)(−3 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(5 + z)/40320



c−3



=



−((−4 + z)(−3 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(4 + z)(5 + z))/10080



c−2



=



(−4 + z)(−3 + z)(−2 + z)(−1 + z)z(1 + z)(3 + z)(4 + z)(5 + z)/4320



c−1



=



−((−4 + z)(−3 + z)(−2 + z)(−1 + z)z(2 + z)(3 + z)(4 + z)(5 + z))/2880



c0



= (−4 + z)(−3 + z)(−2 + z)(−1 + z)(1 + z)(2 + z)(3 + z)(4 + z)(5 + z)/2880



c1



=



c2



= (−4 + z)(−3 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(4 + z)(5 + z)/10080



c3



=



c4



= (−3 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(4 + z)(5 + z)/362880



−((−4 + z)(−3 + z)(−2 + z)z(1 + z)(2 + z)(3 + z)(4 + z)(5 + z))/4320



−((−4 + z)(−2 + z)(−1 + z)z(1 + z)(2 + z)(3 + z)(4 + z)(5 + z))/40320 (47)



ENO interpolation coefficients



This appendix details the interpolation coefficients, clm (z), to be used in Equation 21 in Section 5. The user should note that h represents the LES grid spacing and is assumed uniform. The function variable, z, represents the directional distance from the xj+1/2 face. Note that xj+1/2 = jh. Hence, in terms of domain spatial location, z = x − jh. The following sections give coefficients for k = 2, k = 3, k = 5, and k = 10 reconstructions, the last being needed for fair comparison with the 10th order iterative interpolation method.



B.1



Notes on implementation



As with the Kennedy coefficients, the ENO coefficients need only be computed once at the beginning of the simulation. To simplify coding we suggest the following implementation. Generate a vector xi , k + 1 long. Set x1 = −(l + 1)h, and xi+1 = xi + h, for i = 1, 2, . . . k. This vector represents the cell interface locations for the given stencil (l,k).



B.2



k =2 cl1 (z) =



((z − x1 ) + (z − x3 ))/(−h) ,



cl2 (z) =



((z − x1 ) + (z − x2 ))/(2h) .



34



(48)



B.3



k =3 cl1 (z) =



((z − x1 )(z − x3 ) + (z − x1 )(z − x4 ) + (z − x3 )(z − x4 ))/(2h2 ) ,



cl2 (z) =



((z − x1 )(z − x2 ) + (z − x1 )(z − x4 ) + (z − x2 )(z − x4 ))/(−2h2 ) ,



cl3 (z) =



((z − x1 )(z − x2 ) + (z − x1 )(z − x3 ) + (z − x2 )(z − x3 ))/(6h2 ) .



An equivalent representation, which contracts the m index is, clm (z) = ( (z − α)(z − β) + (z − α)(z − γ) + (z − β)(z − γ) )/dm , where the cell boundary locations (α, β, γ) and denominator (dm ), are given in the following matrix,



B.4



m



α



β



γ



dm



1



x1



x3



x4



2h2



2



x1



x2



x4



−2h2



3



x1



x2



x3



6h2



k =5 clm (z)



=



( (z − α)(z − β)(z − γ)(z − δ) + (z − α)(z − β)(z − γ)(z − ε) + (z − α)(z − β)(z − δ)(z − ε) + (z − α)(z − γ)(z − δ)(z − ε) + (z − β)(z − γ)(z − δ)(z − ε) )/dm ,



m



α



β



γ



δ



ε



dm



1



x1



x3



x4



x5



x6



24h4



2



x1



x2



x4



x5



x6



−12h4



3



x1



x2



x3



x5



x6



12h4



4



x1



x2



x3



x4



x6



−24h4



5



x1



x2



x3



x4



x5



120h4
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B.5



k = 10



This is an extremely high-order reconstruction. But this is necessary because if centered at cell j (i.e. left shift l = 5), we have the same stencil here as is used in the 10th order Kennedy interpolant. clm (z) =



( (z − α)(z − β)(z − γ)(z − δ)(z − ε)(z − ζ)(z − η)(z − θ)(z − ξ) + (z − α)(z − β)(z − γ)(z − δ)(z − ε)(z − ζ)(z − η)(z − θ)(z − κ) + (z − α)(z − β)(z − γ)(z − δ)(z − ε)(z − ζ)(z − η)(z − ξ)(z − κ) + (z − α)(z − β)(z − γ)(z − δ)(z − ε)(z − ζ)(z − θ)(z − ξ)(z − κ) + (z − α)(z − β)(z − γ)(z − δ)(z − ε)(z − η)(z − θ)(z − ξ)(z − κ) + (z − α)(z − β)(z − γ)(z − δ)(z − ζ)(z − η)(z − θ)(z − ξ)(z − κ) + (z − α)(z − β)(z − γ)(z − ε)(z − ζ)(z − η)(z − θ)(z − ξ)(z − κ) + (z − α)(z − β)(z − δ)(z − ε)(z − ζ)(z − η)(z − θ)(z − ξ)(z − κ) + (z − α)(z − γ)(z − δ)(z − ε)(z − ζ)(z − η)(z − θ)(z − ξ)(z − κ) + (z − β)(z − γ)(z − δ)(z − ε)(z − ζ)(z − η)(z − θ)(z − ξ)(z − κ) )/dm ,



where, dm =



1 h



k+1 Y



(xm+1 − xi ) .



i=1, i6=m+1



m



α



β



γ



δ



ε



ζ



η



θ



ξ



κ



1



x1



x3



x4



x5



x6



x7



x8



x9



x10



x11



2



x1



x2



x4



x5



x6



x7



x8



x9



x10



x11



3



x1



x2



x3



x5



x6



x7



x8



x9



x10



x11



4



x1



x2



x3



x4



x6



x7



x8



x9



x10



x11



5



x1



x2



x3



x4



x5



x7



x8



x9



x10



x11



6



x1



x2



x3



x4



x5



x6



x8



x9



x10



x11



7



x1



x2



x3



x4



x5



x6



x7



x9



x10



x11



8



x1



x2



x3



x4



x5



x6



x7



x8



x10



x11



9



x1



x2



x3



x4



x5



x6



x7



x8



x9



x11



10



x1



x2



x3



x4



x5



x6



x7



x8



x9



x10
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C



Derivation of ENO reconstruction formulae



In this appendix we give a detailed, and hopefully insightful, look at the derivation of ENO reconstructions. We essentially follow Shu [8], except that we find it more beneficial to look at one example, rather than simply stating the resulting generalized formula. The reconstructions are generated by taking the derivative of an interpolant of the primitive function of the underlying data. Let us take this one step at a time. First, what is a primitive function? The primitive function of u(x) is defined to be,



Z



x



V (x) ≡



u(r) dr .



(50)



−∞



Given the cell average, u(xj ) =



1 h



Z



xj+1/2



u(r) dr ,



(51)



xj−1/2



the primitive function at a cell interface (e.g. xj+1/2 ) can be written discretely as, V (xj+1/2 ) = h



j X



u(xj ) .



(52)



−∞



Let us say that the function P (x) interpolates V (x) at x = xj−1/2 and x = xj+1/2 . Then the following is true, P (xj+1/2 ) − P (xj−1/2 )



= V (xj+1/2 ) − V (xj−1/2 ) , Z xj−1/2 Z xj+1/2 u(r) dr , u(r) dr − = −∞ −∞ Z xj+1/2 u(r) dr , = xj−1/2



= The cell average of the derivative of P (x) then is, Z 1 xj+1/2 0 P (r) dr = h xj−1/2 = =



h u(xj ) .



(53)



¤ 1£ P (xj+1/2 ) − P (xj−1/2 ) , h 1 [h u(xj )] , h u(xj ) .



(54)



And therefore, u e(x) = P 0 (x) is the reconstruction we want. This is an interesting result. Now let us see how to apply it. We consider one of the simplest non-trivial examples. Take the stencil (l = 0, k = 2). This reconstructs the data in cell j based on the cell averages, u(xj ) and u(xj+1 ). This, actually, turns out to be the Warming-Beam method. But this derivation contains all the essential features necessary to derive higher-order reconstructions, and so it is best to start here. By the way, the stencil (l = 1, k = 2) gives Lax-Wendroff, and Fromm can be obtained from an equally-weighted average of the two. 37



The starting point is to state the Lagrange polynomial that interpolates the primitive function at all the cell boundaries contained in the stencil. For our example these cell boundaries are: xj−1/2 , xj+1/2 , and xj+3/2 . Hence, our interpolant is, ·



P (x) =



=



¸ (x − xj+1/2 )(x − xj+3/2 ) + (xj−1/2 − xj+1/2 )(xj−1/2 − xj+3/2 ) · ¸ (x − xj−1/2 )(x − xj+3/2 ) V (xj+1/2 ) + (xj+1/2 − xj−1/2 )(xj+1/2 − xj+3/2 ) ¸ · (x − xj−1/2 )(x − xj+1/2 ) , V (xj+3/2 ) (xj+3/2 − xj−1/2 )(xj+3/2 − xj+1/2 ) V (xj−1/2 )



¸ (x − xj+1/2 )(x − xj+3/2 ) h u(xi ) + 2h2 i=−∞ j−1 X



·



¸ (x − xj−1/2 )(x − xj+3/2 ) h u(xi ) + −h2 i=−∞ j X



·



¸ (x − xj−1/2 )(x − xj+1/2 ) h u(xi ) . 2h2 i=−∞ j+1 X



·



(55)



Now subtract a constant, equal to the primitive function evaluated at the left most boundary, from both sides, and rewrite the right hand side in terms of this constant, ¸ · (x − xj+1/2 )(x − xj+3/2 ) V (xj−1/2 ) + P (x) − V (xj−1/2 ) = 2h2 · ¸ ¢ (x − xj−1/2 )(x − xj+3/2 ) ¡ h u(xj ) + V (xj−1/2 ) + 2 −h · ¸ ¢ (x − xj−1/2 )(x − xj+1/2 ) ¡ h u(xj ) + h u(xj+1 ) + V (xj−1/2 ) − V (xj−1/2 ) . 2 2h (56) Gather all the terms on the right hand side that multiply V (xj−1/2 ), and notice something crazy, (x − xj+1/2 )(x − xj+3/2 ) (x − xj−1/2 )(x − xj+3/2 ) (x − xj−1/2 )(x − xj+1/2 ) − + −1=0 ! 2h2 h2 2h2



(57)



We will not go through the trouble of writing this out. But it turns out that all the explicit x dependence vanishes, and the first three terms sum to unity. What is better is that this step holds for high-order reconstructions as well. Therefore, we have gotten rid of all the summations and can write the following interpolant in terms of only the cell averages we intend to use, · ¸ (x − xj−1/2 )(x − xj+3/2 ) P (x) − V (xj−1/2 ) = h u(xj ) + −h2 ¸ · (x − xj−1/2 )(x − xj+1/2 ) (h u(xj ) + h u(xj+1 )) . 2h2 (58) 38



Now, the terms to the right of the brackets in (58) are constant, and remember, V (xj−1/2 ) is a constant. So, taking the derivative of (58) boils down to taking the derivative of a function in the form, f (x)



=



(x − a)(x − b) ,



=



x2 − (a + b)x + ab ,



f 0 (x) = =



(59)



2x − (a + b) , (x − a) + (x − b) .



(60)



Since we are here, let us show what the pattern looks like for higher-order functions (this is just the chain rule). The following is needed to derive the k = 3 reconstruction, f (x) = (x − a)(x − b)(x − c) ,



(61)



f 0 (x) = (x − a)(x − b) + (x − a)(x − c) + (x − b)(x − c) .



(62)



For the k = 5, we need (compare the following with the coefficients in Appendix B.4), f (x) = (x − a)(x − b)(x − c)(x − d)(x − e) ,



f 0 (x)



=



(63)



(x − a)(x − b)(x − c)(x − d) + (x − a)(x − b)(x − c)(x − e) + (x − a)(x − b)(x − d)(x − e) + (x − a)(x − c)(x − d)(x − e) + (x − b)(x − c)(x − d)(x − e) .



Finally, applying (60) to (58) yields the ENO reconstruction for (l = 0, k = 2), · ¸ (x − xj−1/2 ) + (x − xj+3/2 ) u e(x) = P 0 (x) = u(xj ) + −h · ¸ (x − xj−1/2 ) + (x − xj+1/2 ) (u(xj ) + u(xj+1 )) . 2h
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(64)



(65)
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