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Abstract Codes over commutative local Frobenius rings are studied with a focus on rings of order 16 for illustration. It is shown that a generator matrix which is a minimal ∗
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generating set of some sort is possible to produce for rings of order 16, but from this matrix the code size cannot be easily determined when the ring is a non-chain ring. A method for producing a generating character for any commutative local Frobenius ring is given which can then be used to give the MacWilliams identities for the complete and symmetrized weight enumerators. As examples, generating characters for all commutative local Frobenius rings of order 16 are given.
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Introduction



It is well known, see [7], that the class of finite rings for which it makes sense to describe codes is the class of finite Frobenius rings. In large part, this is because in this setting both MacWilliams theorems hold. Moreover, we know that all finite commutative Frobenius rings are isomorphic, via the Chinese Remainder Theorem, to a cross product of local Frobenius rings. Hence, it is imperative to study codes over local rings since most structural coding theory results are transferred via the Chinese Remainder Theorem. Codes over chain rings have been studied extensively but codes over local rings which are not chain rings have not received as much attention. This is mainly due to the fact that chain rings are principal ideal rings (PIR). Many results on chain rings carry over to PIRs since these rings can be characterized as direct sums of chain rings. To fully understand codes over Frobenius rings we must also study codes over local non-chain rings as well. This posses the difficulty of working with rings which are not PIRS. In this paper, we shall describe some fundamental coding results over local Frobenius rings with a focus on rings of order 16 to show the importance of the general results. Local Frobenius rings of order 16 were classified in [5]. Some connections to linear binary and Z4 codes were also given showing the importance these rings in coding theory. Further connections to binary codes can be found in [4] strengthening the importance to understand linear codes over rings of order 16. This is another reason we focus on rings of order 16 and use them for our examples. We investigate two important tools of coding theory: generator matrices and Macwilliams relations. Focussing on non-chain local Frobenius rings, it is shown that finding minimal generating sets of some use beyond code generation is difficult if not impossible. This is done by giving a generator matrix for non-chain rings of order 16 and through example, showing that the generator matrix does not necessarily help in determining the code size as is the case with the well known form of generator matrix for codes over chain rings. On the other hand, producing Macwilliams relations is not difficult for any Frobenius ring. This is shown by providing a method for finding a generating character for a local Frobenius ring. 2



Given a result which produces a generating character for a Frobenius ring from generating characters on its direct summands, this method can produce generating characters for any finite commutative Frobenius ring. After preliminary definitions and results are given in Section 2, Section 3 covers the results on generator matrices and determining code size. Then the method for finding generating characters for Frobenius rings is given in Section 4. In addition, specific generating characters are found for all local Frobenius rings of order 16 after which the matrix associated to the complete and symmetrized weight enumerator is found.
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Preliminaries



The rings in this paper have a multiplicative identity and are assumed to be commutative and finite with the exception of polynomial rings which we use to construct some finite rings. The Jacobson radical of a ring R, J(R), consists of all annihilators of simple left R-modules. It follows that the Jacobson radical can be characterized as the intersection of all maximal right ideals. The socle of a ring R, Soc(R), is the sum of all the minimal one sided ideals of the ring. Since we only consider commutative rings we have that the socle is equal to the annihilator of the Jacobson radical. A chain ring is ring for which its ideals are linearly ordered by inclusion and a ring is a local ring if it has a unique maximal ideal. A chain ring is clearly a local ring but there are local rings not chain rings which will be discussed throughout the paper. By a result of [6], a finite ring is isomorphic to a product of local rings. Many results on codes over rings can be handled by studying results on local rings. Hence we are only concerned here with local rings. c, the set of homomorphisms from R to C∗ . Notice For an R-module M we denote by M c = Hom (M, Q/Z). But here we shall that in the literature, it is sometimes written that M Z prefer the former notation. Of course, it is easy to move from one definition to the other. This paper will be mainly be concerned with Frobenius rings because for these rings, both MacWilliams theorems hold (see [7] for a complete description of these results). Frobenius rings can be characterized as follows. For a finite ring, the following statements are equivalent: • R is Frobenius. b∼ • As a left module R = R R. b∼ • As a right module R = RR . From our perspective in this paper, the most important aspect of a Frobenius ring R b has a generating character. This generating character is used to produce the is that R MacWilliams relations. For a precise definition of generating character see [7]. The following characterization of a generating character is enough to understand the present results. 3



Lemma 2.1 ( [7], Lemma 4.1). Let χ be a character of a finite ring R. Then χ is a right generating character if and only if ker χ contains no nonzero right ideals of R. In [5], local Frobenius rings of order 16 were classified. (Non-Frobenius rings of this type are also classified but we are not concerned with these rings since they are not useful alphabets for coding theory.) The following is a complete list of these rings which includes the characteristic of the ring and cardinality of the Jacobson radical (see [5], Corollary 1). 2. non-chain



1. chain (a) F16 , 2, 0



(a)



F2 [u,v] , hu2 ,v 2 i



F4 [x] , hx2 i



(b)



F2 [u,v] , hu2 +v 2 ,uvi



(c)



Z4 [x] , hx2 i



(d)



Z4 [x] , hx2 −2xi



(e)



Z4 [x,y] , hx2 ,xy−2,y 2 ,2x,2yi



(f)



Z4 [x,y] , hx2 −2,xy−2,y 2 ,2x,2yi



(g)



Z8 [x] , hx2 −4,2xi



(b)



2, 4



2, 8 2, 8



2



(c) GR(2 , 2), 4, 4 (d)



F2 [x] , hx4 i



(e)



Z4 [x] , hx2 −2i



(f)



Z4 [x] , hx2 −2x−2i



(g)



Z4 [x] , hx3 −2,2xi



2, 8 4, 8 4, 8



4, 8



(h) Z16 , 16, 8



4, 8 4, 8 4, 8 4, 8



8, 8



Considering the non-chain rings from the list, the only F2 [u, v]/hu2 , v 2 i and Z4 [x]/hx2 i has been studied. These studies can be found in [1, 2, 8–11] and [11] respectively. None of these works contain precise forms for a generator matrix. We provide generator matrices for all of these rings. We give generating characters and MacWilliams relations as well. A code of length n over a ring R is a subset of Rn . If the code is a submodule then we say P that the code is linear. The ambient space is equipped with an inner-product [v, w] = vi wi and we define the orthogonal as C ⊥ = {w | [w, v] = 0, ∀v ∈ C}.
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Generator Matrices



In this section, we produce a generator matrix for a code over a local Frobenius ring of order 16. First, we define precisely what a generator matrix is in this context. Note that this is a generalization of the classical case of codes over fields. One of the principal techniques in coding theory is constructing a generator matrix for a code in a standard form. For codes over chain rings, it is a straightforward procedure to produce a generator matrix, which is a minimal set of generators, and determine the code size from it. For codes over local rings which are not chain rings, finding a minimal set of generators is much more complicated. Such a minimal set of generators can always be found, but contrary to what can be done in the case of chain rings, the code size may still 4



not be easily determined from such a generator matrix. The results in this paper are the first the authors are aware of that give specific forms for generator matrices over local non-chain rings. Definition 1 ( [3]). Let R be a local Frobenius ring with unique maximal ideal m and let w1 , · · · , ws be vectors in Rn . Then w1 , · · · , ws are modular independent if and only if P αj wj = 0 implies that αj ∈ m for all j. Let C ⊂ Rn be a linear code over R. A matrix G over R is a generator matrix for C if the rows of G are modularly independent and generate C. A generator matrix is therefore a minimal generating set for the code. The following lemma is a characterization of modular independence which is ultimately what is used to show that the generating matrix we produce is a generator matrix. Lemma 3.1 ( [3]). Let R be a finite local Frobenius ring and let w1 , · · · , ws ∈ Rn . Then w1 , · · · , ws are modular dependent if and only if some wj can be written as a linear combination of the other vectors. For any chain ring with maximal ideal hγi where the nilpotency of γ is e, it is well known that a generator matrix for a code can be put into the following form:   Ik0 A0,1 A0,2 A0,3 · · · ··· A0,e    0 γIk1 γA1,2 γA1,3 · · ·  ··· γA1,e   2 2 2  0  0 γ I γ A · · · · · · γ A k 2,3 2,e 2    .. . .. .. ... ...  .  . 0 .   . .. .. .. .. .. ..  .  . . . . . .  .  e−1 e−1 0 0 0 ··· 0 γ Ike−1 γ Ae−1,e A code with generator matrix of this form is said to have type {k0 , k1 , . . . , ke−1 }. It is immediate that a code C with this generator matrix has Pe−1



|C| = |R/m|(



i=0 (e−i)ki )



.



The case when e = 1 is the classical case of a code over a field. We now focus on local rings that are not chain rings the smallest of which are of order 16. From [5] we know that a local Frobenius non-chain ring of order 16 is a ring with maximal ideal m that is 2-generated such that R/m is isomorphic to F2 . Furthermore, the Jacobson radical is equal to m having cardinality 8 and the socle is principally generated having cardinality 2. So, for the remainder of this section, let R be a a local Frobenius non-chain ring of order 16 with J(R) = hu, vi and Soc(R) = hwi for some u, v, w ∈ R. Also,
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for fixed n let C ⊂ Rn be a linear code over R. The ideal lattice of R is described in the following diagram: h1i



hu, vi



hui



hu + vi



hvi



hwi



h0i From the diagram we have that |hui| = |hvi| = |hu + vi| = 4. Hence we want to construct a modular independent set that forms the rows of a generator matrix for a code. The following theorem gives a general form of a generator matrix. Theorem 3.2. There exists a generator matrix for a code that is permutation equivalent to C in the following form:   Ik0 A1 A2 A3 A4 A5 A6    0 uIk1     B1 B2 B3 B4 B5     0 vIk1     0  0 uI 0 0 k 2    0 0 0 vIk3 0 C1 C2      0 0 0 (u + v)Ik4  0  0 0 0 0 0 wIk5 D where Ik denotes the k by k identity matrix, the Bi have elements from hu, vi, each column of the Ci have elements from only one ideal of order 4 and D has elements from hwi. Proof. Consider a matrix whose rows form a generating set for C. Permute the columns of the matrix so that the columns that have a unit in them are all to the left. We can perform row reduction in the usual manner to put the matrix in the form ! Ik0 X1 0 X2 where no unit appears in X2 . If there is a column of X2 whose elements form hu, vi we move
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it left and perform row reduction in the usual manner to put the matrix in the form   Ik0 ∗ ∗  0 u ∗     .  0 v ∗  0 0 M We continue this process checking that the matrix M hu, vi until we have the matrix in the form  Ik0 A1 X3   0 uIk1   X4   0 vIk1 0 0 X5



having columns whose elements form       



where in any column of X5 the elements will all be from only one of the ideals hui, hvi or hu + vi. To have a unique way of writing the matrix we arbitrarily order the three ideals of order 4 in this order. We now permute columns so we first collect columns that have an entry with a unit multiple of u then columns with a unit multiple of v and finally the columns with a unit multiple of u + v. Then again performing row reduction we have a matrix of the form   Ik0 A1 A2 A3 A4 X6    0 uIk1     B1 B2 B3 X7     0 vIk1   .  0  0 uI 0 0 k 2    0 0 0 vIk2 0 X8      0 0 0 (u + v)Ik2  0  0 0 0 0 0 X9 Finally, all entries in X9 are in hwi. After removing zero rows and performing row reduction one last time, we end up with a matrix of the form we were after. Notice that the rows of the matrix in Theorem 3.2 are modularly independent so by Lemma 3.3 is a generator matrix. At first glance, it may seem that the code size can be easily determined from this generator matrix as can be done for chain rings. This is not the case however, which we will illustrate through example. Lemma 3.3. Let v = (v1 , v2 , . . . , vn ) ∈ Rn , then |hvi| = |hv1 , v2 , . . . , vn i|. Proof. Let A = {γ | γv = 0}. If γ ∈ A then γvk = 0 for all k. Hence A ⊂ hv1 , v2 , . . . , vn i⊥ . Also γ ∈ hv1 , v2 , . . . , vn i⊥ implies γvk = 0 for all k, which implies γv = 0. Hence A = hv1 , v2 , . . . , vn i⊥ . Then |hvi| = |R| = |hv1 ,v2|R| = |hv1 , v2 , . . . , vn i|. |A| ,...,vn i⊥ | 7



The following theorem is a direct consequence of Lemma 3.3. Theorem 3.4. Let v = (v1 , v2 , . . . , vn ) ∈ Rn  16 if I       8 if I |hvi| = 4 if I    2 if I    1 if I



and I = hv1 , v2 , . . . , vn i. Then =R = J(R) ∈ {hui, hvi, hu + vi} = Soc(R) = {0}



Theorem 3.5. Let u = (u1 , u2 , . . . , un ) and v = (v1 , v2 , . . . , vn ) be two vectors that contain no units such that there exists k with uk ∈ hui \ Soc(R) and vk ∈ hvi \ Soc(R). Then |hu, vi| ∈ {8, 16, 32, 64}. Proof. By Lemma 3.3, 4 ≤ |hui| ≤ 8 and 4 ≤ |hvi| ≤ 8. So at most we have 64 elements. Since |hu, vi| = 8, in the k-th coordinate there are 8 possibilities showing |hu, vi| ≥ 8. The following theorem can be verified by exhaustive search. Theorem 3.6. Let u = (u1 , u2 , . . . , un ) and v = (v1 , v2 , . . . , vn ) be two vectors that contain no units. If n = 1 then |hu, vi| ≤ 8. If n = 2 then |hu, vi| ≤ 16. if n = 3, |hu, vi| ≤ 32 and |hu, vi| ≤ 64 if n > 3. Example 1. We work over the ring F2 [u, v]/hu2 , v 2 i. To obtain an order 8 code, let n = 1 and take u = (u) and v = (v). Then |hu, vi| = 8. To obtain an order 16 code, let n = 2, take u = (u, v) and v = (v, u). Then |hu, vi| = 16. To obtain an order 32 code, let n = 3 and take u = (u, 0, v) and v = (v, u, 0), then |hu, vi| = 32. To obtain an order 64 code, let n = 4 and take u = (u, 0, v, u) and v = (v, u, 0, 0), then |hu, vi| = 64. The previous theorems and examples give some results on codes having one or two generators which may lead one to believe that code size can be determined from a particular set of generators. The next simple example shows that it is not always possible. Example 2. Consider the following generator matrix over F2 [u, v]/hu, vi:   u 0   G1 =  v v  . 0 u The matrix G1 generates a code C of length n = 3 where k0 = 0, k1 = k2 = 1 and ki = 0 for i > 2. From this matrix, the size of the code cannot be easily computed. The reason for this is that the submodule h(u, 0), (v, v)i and h(0, u)i have non-trivial intersection. To remedy this we add the third row to the first row to obtain the following matrix:   u u   G2 =  v v  . 0 u 8



Now, we can compute the size of the code since we have submodules D1 = h(u, u), (v, v)i and D2 = h(0, u)i which have only trivial intersection. We see that |D1 | = 8 and |D2 | = 4 so, |C| = 8 · 4 = 32. The next example shows that a minimal set of generators in standard form may not exist such that the code size can easily be determined. Example 3. Consider the following generating  u  G1 =  v 0



matrix over F2 [u, v]/hu, vi:  v  0 . u



Any genrator matrix in standard form will be of the form   u x    v y . 0 u for some x, y ∈ J(R). In checking all choices of x and y we see that D1 = h(u, x), (v, y)i always non-trivially intersects D2 = h(0, u)i. Hence C is an indecomposible module and we have no hope of counting directly from the generator matrix. The previous example shows that unlike codes over chain rings where there is a standard form for a generator matrix which can be used to easily compute the code size, no such standard generator exists when working over local non-chain rings. The crux of the problem is due to the fact that these sings are not principal ideal rings. Although we have only done it for rings of order 16, we believe this shows that there is no hope of using the typical methods for finding useful forms for generator matrices over local non-chain rings. This is not to say there are no alternative methods that could.
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Generating Characters and MacWilliams Relations



In the previous section it was shown that non-chain local rings pose a problem when trying to investigate codes over them, namely that typical generating matrix forms are not as useful as their counterparts over chain rings. In this section, we show that finding generating characters for such rings do not pose the same roadblocks. In fact, the method given here allows one to find a generating character for any finite commutative local Frobenius ring. With this character in hand, MacWilliams identities for the complete, symmetrized and Hamming weight enumerators are easily found.



9



For a code C over a finite ring R given as R = {a1 = 0, . . . , at }, the complete weight enumerator is defined as cweC (xa1 , . . . , xat ) =



t XY



xnaii (c)



c∈C i=1



where there are ni (c) occurrences of ai in the vector c. The Hamming weight enumerator is defined as X WC (x, y) = xn−wt(c) y wt(c) c∈C



where wt(c) = |{i | ci 6= 0}|. It turns out that WC (x, y) = cweC (x, y, y, . . . , y). Furthermore, on R define a ∼ b if and only if a = bµ where µ is a unit in R. Let b1 , . . . , bs be a set of representatives of the distinct equivalence classes under this relation. The symmetrized weight enumerator is defined as sweC (x[b1 ] , . . . , x[bs ] ) =



s XY



n0 (c)



x[bjj ]



c∈C j=1



where there are n0j (c) occurrences of elements from [bj ] in the vector c. It turns out that sweC (x[b1 ] , . . . , x[bs ] ) = cweC (x[a1 ] , . . . , x[at ] ). We now state the MacWilliams relations which were proven in [7] for rings which may be non-commutative. In that case there are two distinct orthogonals, namely a left and a right orthogonal. But in the commutative case they are identical and denoted by C ⊥ . We state the result only in its commutative form. We continue with the ring R above but assume additionally that R is Frobenius. Let χ be a generating character for R. Let T be the t × t matrix where Tij = χ(ai aj ). If C is a submodule of Rn , then cweC (xa1 , . . . , xat ) =



1 cweC ⊥ (T · (xa1 , . . . , xat )). |C ⊥ |



(1)



For convenience we set Tai aj = Tij so we may index T by elements of R as well. Let S be P the be the s × s matrix where Sij = β∈[bj ] Tbi ,β . For the symmetrized weight enumerator we have the following MacWilliams relations. If C is a submodule of Rn , then sweC (x[b1 ] , . . . , x[bs ] ) =



1 sweC ⊥ (S · (x[b1 ] , . . . , x[bs ] )). |C ⊥ |



(2)



Similarly for the Hamming weight enumerator we have the following. If C is a left submodule of Rn , then 1 WC (x, y) = ⊥ WC ⊥ (x + (|R| − 1)y, x − y)). |C | With these results, the only thing required for MacWilliams relations for complete, symmetrized and Hamming weight enumerators is a generating character for the ring. We know 10



that any Frobenius ring is a direct sum of local Frobenius ring. The following theorem which comes from straightforward calculation, allows us to find generating characters for Frobenius rings from generating characters on their local direct summands. Theorem 4.1. Let R be a Frobenius ring with decomposition R ∼ = R1 ⊕ · · · ⊕ Rm where each Ri is a local ring and let χRi be the generating character for Ri . Then the character χ for R defined by m Y χ(a) = χRi (ai ) i=1



where (a1 , a2 , . . . , am ) is the decomposition of a through the given isomorphism is a generating character for R. Hence to determine generating characters for Frobenius rings which in turn give the MacWilliams relations, what is required is to find generating characters for local rings. While the results in [7] give the existence of MacWilliams relations, they do not give a constructive method for finding them for a particular ring. We do so next for local Frobenius rings which then can be used to find them for any Frobenius ring given Theorem 4.1. Let R be a local Frobenius ring. From [6] Theorem XVII.1 we have the following form for R: T [x1 , . . . , xt ] R= Q where T = GR(pa , m), Q  T [x1 , . . . , xt ] is primary, Q ∩ T = {0} and J(R) = hp, x1 , . . . , xt i. Zpa [y] Furthermore, T = hh(y)i where h(y) is a basic irreducible polynomial over Zpa of degree m. So we may view R as Zpa [x1 , . . . , xt , y] R= . hQ, h(y)i Let A be the set monomials in {x1 , . . . , xt , y} that are non-zero in R along with 1. Clearly, as an additive group, A generates R. So there is a minimal generating set A0 ⊂ A. Let s = |A0 | and let A0 = {z1 , . . . , zs }. Since R is a p-group, R∼ = Zpe1 × · · · × Zpes where pei is the cardinality of the additive group generated by zi . Without loss of generality we may assume e1 ≥ · · · ≥ es . Since R is local and Frobenius, any nontrivial ideal contain Soc(R). So, by Lemma 2.1, we need only show that a character is nontrivial on Soc(R) for it to be a generating character for R. An element r ∈ R can be represented uniquely as r = α1 z1 + · · · + αs zs for some αi ∈ Zpei . Let ηi be a pei -th root of unity and define the map χ : R → C∗ by χ(α1 z1 + · · · + α1 zs ) = η1α1 . . . ηsα1 .
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The map χ is clearly a character. If χ(Soc(R)) 6= {1} then χ is a generating character for R. Assume now that χ(Soc(R)) = {1}. Let r ∈ Soc(R). Then r = a1 z1 + · · · + as zs for some ai ∈ Zpei and χ(r) = η1a1 . . . ηsas = 1. If there exists l s.t. ηlal 6= ηl−al , define the map χ0 : R → C∗ by αl−1 −αl αl+1 ηl ηl+1 . . . ηsαs . χ0 (α1 z1 + · · · + α1 zs ) = η1α1 . . . ηl−1 Then χ0 (r) 6= 1 and χ0 is a generating character for R. If p is odd this will be the only possibility. If p = 2, it is possible for no such l to exist. We finish by taking up this case. Now, in the case there is no such l we know that ηiai is 1 or −1 for all i. So, there must an am and as mentioned p = 2. Let γ = 2em −en . For = −1 = ηm be m, n with m < n where ηm any α, β, αzm + βzn = (α − γβ)zm + β(γzm + zn ). Furthermore, γzm + zn has the same order as zn and {zm , γzm + zn } generates the same subgroup as {zm , zn }. Define the map χ00 : R → C∗ by ! s X αm−1 (αm −γαn ) αm+1 χ00 αi zi = η1α1 . . . ηm−1 ηm ηm+1 . . . ηsαs . i=1



Now am = 2em −1 and an = 2en −1 so (am −γan ) = 2em −1 −2en −em 2em −1 = 0. Then χ00 (r) = −1 showing χ00 is a generating character for R. Hence, we can construct a generating character for any local Frobenius ring. In a local ring, the difference of a unit and an element from the Jacobson radical must be a unit. So, any element in the Jacobson radical can then be expressed as the sum of two units. This says then that a local Frobenius ring can be generated as an additive group by its units. Therefore, the above method also works if we replace the set A of monomials with the group of units of the ring. Using the above method we construct generating characters for all local Frobenius rings 2πi 2πi of order 16 which are given in the table to follow. In the table, η = e 8 and ζ = e 16 .
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F16



Ring F2 [x] ∼ = hx4 +x+1i F2 [x]



hx4 i F4 [x] ∼ F2 [u,v] hx2 i = hu2 +u+1,v 2 i F2 [u,v] hu2 ,v 2 i F2 [u,v] hu2 +v 2 ,uvi Z4 [x] GR(22 , 2) ∼ = hx2 +x+1i Z4 [x] hx2 −2i Z4 [x] hx2 −2x−2i Z4 [x] hx2 i Z4 [x] hx2 −2xi Z4 [x] hx3 −2,2xi Z4 [x,y] hx2 ,xy−2,y 2 ,2x,2yi Z4 [x,y] hx2 −2,xy−2,y 2 ,2x,2yi Z8 [x,y] hx2 −4,2xi



Z16



Additive Structure



generating character



Z2 × Z2 × Z2 × Z2



χ(a + bx + cx2 + dx3 ) = (−1)a+b+c+d



Z2 × Z2 × Z2 × Z2



χ(a + bx + cx2 + dx3 ) = (−1)a+b+c+d



Z2 × Z2 × Z2 × Z2



χ(a + bu + cv + duv) = (−1)a+b+c+d



Z2 × Z2 × Z2 × Z2



χ(a + bu + cv + duv) = (−1)a+b+c+d



Z2 × Z2 × Z2 × Z2



χ(a + bu + cv + du2 ) = (−1)a+b+c+d



Z4 × Z4



χ(a + bx) = ia+b



Z4 × Z4



χ(a + bx) = ia+b



Z4 × Z4



χ(a + bx) = ia+b



Z4 × Z4



χ(a + bx) = ia+b



Z4 × Z4



χ(a + bx) = ia+b



Z4 × Z2 × Z2



χ(a + bx + cx2 ) = ia (−1)b+c = ia+2b+2c



Z4 × Z2 × Z2



χ(a + bx + cy) = ia (−1)b+c = ia+2b+2c



Z4 × Z2 × Z2



χ(a + bx + cy) = ia (−1)b+c = ia+2b+2c



Z8 × Z2



χ(a + bx) = η a (−1)b = η a+4b



Z16



χ(a) = ζ a



Once we have a generating character it is a simple calculation to find the matrix T in Equation 1 by setting the entry in T to the value of the generating character of the product of the ring elements for that entry. The matrix S in Equation 2 is slightly more work since we need to know the equivalence classes under the relation ∼ on the ring. The following will illustrate these computations which can be repeated to find T and S for any of the rings. Example 4. Let R = F2 [u, v]/hu2 , v 2 i. Consider the ordering of the element in R as {0, 1, u, v, uv, 1 + u + v, 1 + u + uv, 1 + v + uv, u + v + uv, 1 + u, 1 + v, 1 + uv, u + v, u + uv, v + uv, 1 + u + v + uv}. Then for a, b ∈ R, Tij = χ(ab) where i and j are the indexes of a and b. Now, the equivalence classes under the relation ∼ are {0}, U (R) = {1, 1 + u, 1 + u + uv, 1 + v, 1 + v + uv, 1 + uv, 1 + u + v + uv, 1 + u + v}, hui \ Soc(R) = {u, u + uv}, hvi \ Soc(R) = {v, v + uv}, hu + vi \ Soc(R) = {u + v, u + v + uv} and Soc(R) \ {0} = {uv}. We index the classes in the order given. Then we have that   1 8 2 2 2 1   0 0 0 0 −1   1    1  0 2 −2 −2 1 . S=  1  0 −2 2 −2 1     0 −2 −2 2 1   1 1 −8 2 2 2 1
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To show the calculations we give a few examples. We have S12 = χ(0(1)) + χ(0(1 + u)) + χ(0(1 + u + uv)) + χ(0(1 + v)) +χ(0(1 + v + uv)) + χ(0(1 + uv)) + χ(0(1 + u + v + uv)) + χ(0(1 + u + v)) = 8χ(0) = 8 S33 = χ(u(u)) + χ(u(u + uv)) = χ(u2 ) + χ(u2 ) = 2χ(0) = 2 S34 = χ(u(v)) + χ(u(v + uv)) = χ(uv) + χ(uv) = 2χ(uv) = −2 The table to follow gives the equivalence classes and the matrix S for each ring. The matrices used in the table are ! 1 15 S1 = 1 −1   1 12 3   S2 =  1 0 −1  1 −4 3   1 8 4 2 1  1 0 0 0 −1      S3 =  1 0 0 −2 1     1 0 −4 2 1  1 −8      S4 =           S5 =     



4



2



1



 1 8 2 2 2 1  1 0 0 0 0 −1   1 0 2 −2 −2 1   1 0 −2 2 −2 1    1 0 −2 −2 2 1  1 −8 2 2 2 1  1 8 2 2 2 1  1 0 0 0 0 −1   1 0 −2 2 −2 1   1 0 2 −2 −2 1    1 0 −2 −2 2 1  1 −8 2 2 2 1
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R



S



Equivalence Classes



F16 F4 [x] hx2 i 2



S1 S2



{0}, U (R) {0}, U (R), J(R) \ {0}



S2



{0}, U (R), J(R) \ {0}



S3



{0}, U (R), J(R) \ J(R)2 , J(R)2 \ J(R)3 , Soc(R) \ {0}



S3



{0}, U (R), J(R) \ J(R)2 , J(R)2 \ J(R)3 , Soc(R) \ {0}



S3



{0}, U (R), J(R) \ J(R)2 , J(R)2 \ J(R)3 , Soc(R) \ {0}



S3



{0}, U (R), J(R) \ J(R)2 , J(R)2 \ J(R)3 , Soc(R) \ {0}



S3 S4



{0}, U (R), J(R) \ J(R)2 , J(R)2 \ J(R)3 , Soc(R) \ {0} {0}, U (R), hui \ Soc(R), hvi \ Soc(R), hu + vi \ Soc(R), Soc(R) \ {0}



S5



{0}, U (R), hui \ Soc(R), hvi \ Soc(R), hu + vi \ Soc(R), Soc(R) \ {0}



S4



{0}, U (R), hxi \ Soc(R), h2i \ Soc(R), hx + 2i \ Soc(R), Soc(R) \ {0}



S5



{0}, U (R), hxi \ Soc(R), h2i \ Soc(R), hx + 2i \ Soc(R), Soc(R) \ {0}



S4



{0}, U (R), hxi \ Soc(R), hyi \ Soc(R), hx + yi \ Soc(R), Soc(R) \ {0}



S5



{0}, U (R), hxi \ Soc(R), hx + yi \ Soc(R), hyi \ Soc(R), Soc(R) \ {0}*



GR(2 , 2) F2 [x] hx4 i Z4 [x] hx2 −2i Z4 [x] hx2 −2x−2i Z4 [x] hx3 −2,2xi



Z16 F2 [u,v] hu2 ,v 2 i F2 [u,v] hu2 +v 2 ,uvi Z4 [x] hx2 i Z4 [x] hx2 −2xi Z4 [x,y] hx2 ,xy−2,y 2 ,2x,2yi Z4 [x,y] hx2 −2,xy−2,y 2 ,2x,2yi Z8 [x] hx2 −4,2xi



S5 {0}, U (R), hxi \ Soc(R), h2i \ Soc(R), hx + 2i \ Soc(R), Soc(R) \ {0} * Note the ordering of the classes is slightly different. This is so that the S matrix is the same Z4 [x,y] as others over similar rings. The classes could be left the same if we use hx2 −2,xy,y 2 −2,2x,2yi as the representation of the same ring.
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Conclusions



Two main aspects of the study of codes over rings were studied: generator matrices and MacWillams relations. This was done in the context of rings that may not be chain rings. In the case of finding generator matrices, working over non-chain rings pose quite a problem where as producing the MacWilliams relations is a simple process.
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