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On different variants of Self-Organizing Feature Map and their properties Arijit Laha and Nikhil R. Pal*



Electronics and Communication Sciences Unit, Indian Statistical Institute, 203 B. T. Road, Calcutta 35, INDIA E-mail: [email protected] *Author for correspondence Abstract Several variants of Kohonen’s SOFM are possible. They differ in their performance for different data sets. However, keeping in view a specific goal suitable variants can be chosen which can perform better in that specific context and also are computationally cheaper. In this paper two families of variants are investigated, one with different forms of lateral feedback functions like Gaussian without explicit neighborhood function, linear and quadratic functions and other with different neighborhood definitions such as trees. Their performances are measured with respect to two most important properties of SOFM, prototype extraction and topology preservation. The visual display of the SOFM after training is used for determining the performance with respect to prototype extraction and two numerical indices, topographic product and rank correlation co-efficient are used to measure the performances with respect to topology preservation.



1 Introduction Kohonen’s self-organizing feature map (SOFM) [1] is a sheet-like artificial neural network, whose cells become spatially tuned through an unsupervised learning procedure to respond to various input signal patterns or classes of patterns. The architecture is motivated by the fact that similar sheet-like structure is observed in the cerebral cortex of mammals . In cerebral cortex different areas are organized according to different sensory modalities and specialized tasks (e.g. speech control). More recent experimental research indicates topographical order in the cortex between the response signal generated and the input signal received at the sensory organs [2]. SOFM is characterized by various interesting properties [3]. A brief description of the architecture and the al-



gorithm as well as these characteristics are given in the next subsection. Apart from having a number of novel characteristics it has found application in various diverse fields including statistical pattern recognition (especially recognition of speech), robotics, industrial process control, image compression, adaptive telecommunication devices, optimization problems, sentence understanding, financial data visualization, ocean color classification etc. Many variants of Kohonen’s original SOFM algorithm have been studied and found suitable for specific tasks. However, the hardware implementation of SOFM that could exploit the high degree of parallelism inherent in the architecture and the algorithm is hindered by the notion of a neighborhood boundary and a complex form of lateral feedback function used in the algorithm. In this paper we try to assess the usefulness of the neighborhood boundary concept and performance of SOFM using some simpler forms of lateral feedback functions. Enhanced performance of SOFM using the neighborhood on a minimal spanning tree (MST) on the weight vectors for non-uniform input data has been reported in [7]. We also investigate the performance of SOFM for several variants of tree neighborhood. Our results show that different variants of SOFM performs differently with respect to the character of the data set. So depending on the system requirements a suitable variant of SOFM can be chosen leading to lower computational cost and easier hardware realization. 1.1 The Self-Organizing Feature Map The self-organizing feature map (SOFM) is an algorithmic transformation denoted here by AD SOF M : Rp → V (Rq ) that is often advocated for visualization of metric-topological relationships and distri-



butional density properties of feature vectors (signals) X = {x1 , ..., xN } in Rp . SOFM is implemented through a neural-like network architecture that is believed to be similar in some ways to the biological neural network. The visual display produced by AD SOF M presumably helps one form hypotheses about topological structure in X. In principle X can be transformed onto a display lattice in Rq for any q; in practice, visual display can be made only for q ≤ 3 and are usually made on a linear or planar configuration arranged as a rectangular or hexagonal lattice. In this article we concentrate on (m × n) displays in R2 . Input vectors x ∈ Rp are distributed by a fan-out layer to each of the (m × n) output nodes in the competitive layer. Each node in this layer has a weight vector prototype wij attached to it. We let Op = {wij } ⊂ Rp denote the set of m × n weight vectors. Op is (logically) connected to a display grid O2 ⊂ V (R2 ). (i, j) in the index set {1, 2, . . . , m} × {1, 2, . . . , n} is the logical address of the cell. There is a one-to-one correspondence between the m × n p-vectors wij and the m × n cells ({i, j}),i.e., Op ←→ O2 . In the literature display cells are sometimes called nodes, or even neurons, in deference to possible biological analogues. SOFM begins with a (usually) random initialization of the weight vectors wij . For notational clarity we suppress the double subscripts. Now let x ∈ Rp enter the network and let t denote the current iteration number. Find wr,t−1 , that best matches x in the sense of minimum Euclidian distance in Rp . This vector has a (logical) ”image” which is the cell in O2 with subscript r. Next a topological (spatial) neighborhood Nr (t) centered at r is defined in O2 , and its display cell neighbors are located. A 3 × 3 window, N (r), centered at r corresponds to updating nine prototypes in Rp . Finally, wr,t−1 and the other weight vectors associated with cells in the spatial neighborhood Nt (r) are updated using the rule wi,t = wi,t−1 + hri (t)(x − wi,t−1 ).



from cell r to cell i increases. hri (t) is usually expressed as the product of a learning parameter αt and a lateral feedback function gt (dist(r, i)) . A com2 2 mon choice for gt is gt (dist(r, i)) = exp−dist (r,i)/σt . αt and σt both decrease with time t. The topological neighborhood Nt (r) also decreases with time. This scheme when repeated long enough, usually preserves spatial order in the sense that weight vectors which are metrically close in Rp generally have, at termination of the learning procedure, visually close images in the viewing plane. In the present paper performance of several variants of Kohonen’s SOFM algorithm are studied. Their performances for different data sets are compared using traditional visual display of the result and two quantitative indices topographic product [4] and rank correlation [5]. The result of the study reveals the power and generality of the Kohonen’s SOFM algorithm. There are two things that need attention. How good are the prototypes and how good is the topology preservation. The former can be assessed by the performance of a classifier designed by the prototypes obtained from the SOFM while the second property can be evaluated by topographic product and rank correlation coefficient. 1.2 Topographic Product The topographic product [4] is a measure of the preservation of neighborhood relations in maps between spaces of possibly different dimensionality. The concept is briefly introduced here. For notational convenience we shall denote the output space Rq and input space (i.e., weight space) Rp as U and V respectively in the following discussion. The Euclidian distance in U is denoted as 0
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dU (j, j ) = kj − j k



(3)



dV (wj , wj 0 ) = kwj − wj 0 k



(4)



and in V



(1) 0



where j, j ∈ {1, 2, . . . , m × n}



Here r is the index of the ”winner” prototype r = arg min{kx − wi,t−1 k} | {z }



(2)



i



and k ∗ k is the Euclidian norm on Rp . The function hri (t) which expresses the strength of interaction between cells r and i in O2 , usually decreases with t, and for a fixed t it decreases as the distance (in O2 )



The notation of nearest neighbor indices is as follows: Let nU k (j) denote the k-th nearest neighbor of node j with the distance measured in output space, i.e., U U nU 1 (j) : d (j, n1 (j)) = U U nU 2 (j) : d (j, n2 (j)) =



0



min



j ∈U \{j}



min



0



dU (j, j )



j 0 ∈U \{j,nU 1 (j)}



0



dU (j, j )



.. .



we combine P1 and P2 multiplicatively in order to find



In the same way let nVk (j) denote the kth neighbor of j but with the distance measured in the input space between wj and wj0 :



P3 (j, k) = (



k Y



Q1 (j, l)Q2 (j, l))1/2k ).



(9)
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nV1 (j) : dV (wj , wnV1 (j) ) = nV1 (j) : dV (wj , wnV1 (j) ) =
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.. . Using the nearest neighbor indexing, define the ratios Q1 (j, k) =



dV (wj , wnU ) k



dV (wj , wnV )



(5)
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and Q2 (j, k) =



dU (j, nU k) . dU (j, nVk )



This problem can be overcome by multiplying the Qν (j, k) for all orders of k. Authors in [4] defined two new indices (7)



l=1



and P2 (j, k) = (



k Y



Q2 (j, l))1/k .



A simple averaging of logarithm of P3 (j, k) by summing over all nodes and all neighborhood orders gives the full-blown formula for the topographic product P:



(6)



From these definitions we have Q1 (j, k) = Q2 (j, k) = 1 only if the nearest neighbors of order k in the weight space and output space coincide. But this is highly sensitive to local stretching of the map induced by a gradient in the input stimulus density.



k Y P1 (j, k) = ( Q1 (j, l))1/k



As a consequence of the inverse nature of P1 and P2 , the contributions of curvature are suppressed while the violations of neighborhoods are detected by P3 6= 1. Also, since P1 > 1/P2 if the input space folds itself into the output space, and P1 < 1/P2 if the output space folds itself into the input space, deviation of P3 above or below indicates whether the embedding dimension DU is too large or too small, respectively [4].



(8)



l=1



For these indices P1 and P2 we have P1 (j, k) ≥ 1 and P2 (j, k) ≤ 1. In P1 and P2 a different ordering of nearest neighbors is canceled, as long as first k nearest neighbors in U and in V coincide (not regarding their order). The products P1 and P2 have the important property of being insensitive to constant gradients of the map and remains close to 1 as long as the second order contributions average out locally [4]. For the case where second derivatives do not average out locally,



P =



N N −1 X X 1 log(P3 (j, k)) N (N − 1) j=1



(10)
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P is a numerical estimate of overall topology preservation and P = 0 for perfect preservation of the topology. 1.3 Rank Correlation When objects are arranged in order according to some quality which they all possess to a varying degree, they are said to be ranked with respect to that quality. The arrangement as a whole is called a ranking. If the objects possess another such quality another ranking of the same objects can be obtained. Thus several rankings of same set of objects are possible depending on different qualities they possess. Naturally, if there is any relationship among the possession of different qualities, it will be reflected in the comparison of corresponding rankings and is called rank correlation. Kendall’s τ [5] coefficient is a measure of the intensity of rank correlation between two rankings. Kendall’s τ coefficient is computed as follows: Let R1 and R2 be two rankings of a set of n objects. Define the natural order 1,2,... as direct order (i.e., the pair, say, 2,3 is said to be in direct order and 3,2 is said to be in inverse order). Now for every distinct pair of objects from the set of n objects, set the value v1 = +1 if they are in direct order in R1 , set v1 = −1 if they are in inverse order. Similarly set v2 according to the order in R2 . Multiply v1 and v2 to obtain the score for the pair of the objects. Let S



be the sum of the scores for all pairs of objects (total n(n−1) pairs). Then τ is defined as, 2 τ=



2S n(n − 1)



(11)



τ has the following properties: (a) if the rankings are in perfect agreement, i.e., every object has the same rank in both, τ is +1, indicating perfect positive correlation. (b) if the rankings are in perfect disagreement, i.e., one ranking is the inverse of other, τ is -1, indicating perfect negative correlation. (c) for other arrangements τ should lie between these limiting values. Increase of values from -1 to +1 corresponds to increasing agreements between the ranks. However, it may happen that several objects possess a quality to same degree. This is the case of tied rank. The common practice is to mark such objects in the rankings and make their contribution to the score 0 (thus, the score due to a tied pair in any of the ranking becomes 0). If there are u objects tied among themselves in R1 , then u(u−1) pairs will 2 contribute to zero to the score S. Similarly v tied pairs to contribute 0 objects in R2 will cause v(v−1) 2 to S. So total number of tied pairs in R1 is U=



1X u(u − 1) 2



V =



1X v(v − 1) 2



and in R2 is



P where the the summation id over all tied scores in respective ranking. Thus τ for tied rankings is defined as τ=q



S [ 12 n(n − 1) − U ][ 12 n(n − 1) − V ]



(12)



Now we try to apply the above concept to our problem at hand. Here we have m × n nodes. Each node j has (m × n − 1) neighbors, which can be ranked according their distance from j in output space and in weight space. The neighborhood indices nU k (j) and nVk (j) defined in previous section gives us the rankings for j. However, due to the lattice structure of the output space several of the neighbors of node j are equi-distant from j in the output space. We treat such pairs of such nodes as tied pairs. Kendall’s τ is computed for each of m × n nodes. The average of τ



over all the nodes can be used as a reliable measure of topology preservation. 2 Variants of SOFM In this section we describe different variants of SOFM and their performances. We divide the variants into two broad classes. The first one consists of SOFM-s with different forms of lateral feedback functions which are detailed in subsection 2.1, the other has the SOFMs with several variation of tree neighborhoods and these are described in subsection 2.2. We call the former class simplified SOFM (SSOFM) and the later tree SOFM (TSOFM). The topographic product and the rank correlation coefficient (τ ) are used as measures of the topology preservation. The data sets used include (1) uniform square (uniform distribution of 2-D points over a square), (2) Y-data (2-d points randomly distributed on a Y), (3) iris data (150 4-d points), (4) two spheres (3-D points distributed uniformly over two spheres) and (5) Tdata (2-d points randomly distributed on a T). 2.1 Simplified SOFMs Though the possibility of several different lateral feedback functions for Kohonen’s SOFM is mentioned in [6], no detailed studies of these possibilities have come to the notice of the authors. Here we explore three lateral feedback functions. The first one is the Gaussian lateral feedback function 2 2 gt (d) = expd /σt , σt being the standard deviation of the Gaussian distribution. But the update of neighbors are not limited by the explicit neighborhood Nt (r). All the nodes are updated. The extent of update depends on the value of gt (d) where d = dist(r, i), r being the winner node. We call this one as SSOFM with pure Gaussian neighborhood. We call it simplified as we abandon the use of any explicit neighborhood limit. Other two SOFMs explored here employ quadratic and linear feedback functions as follows: The quadratic function: gt (d) = 1 − The linear function: gt (d) = 1 −



d2 b2t



d bt



where d is the distance of the node from the winner and bt is the radius of the circle centered at the winner beyond which gt (d) = 0. bt decreases with time. The visual display of the SOFM and the three SSOFMs trained with the Uniform-square data and plot of their topographic products are shown in Fig.1. Table 1 shows their performance with respect to the topology preservation (measured by both indices P



and τ ) for several training data sets. In all cases the net is trained for the same number of iterations with same computational protocols. The visual display shows, the simplified versions are at least as good as, if not better than, the usual SOFM. This is also confirmed by the results obtained on topology preservation. In this respect SOFM is quite robust with respect to lateral feedback function and choice of neighborhood. 2.2 SOFM with tree neighborhood Several tree structures can be used to define an unambiguous neighborhood on the set of weight vectors. The effect of the neighborhood defined over a minimal spanning tree (MST) constructed on the set of weight vectors is studied in [7]. It was found to be more efficient in terms of prototype placement for non-uniform data. In [7] it is not clearly written on which graph MST was constructed. To construct an MST we can use different graphs consisting of different subsets of the SOFM nodes chosen in several ways. Here we study two possibilities,(1) a complete graph on the weight vectors and (2) a graph on the weight vectors in which each node is connected to its immediate neighbors in the logical output space. We call the MST constructed over the former as complete MST (CMST) and the later as restricted MST (RMST). We investigate the performance of both in terms of prototype placement as well as topology preservation. Authors of [7] suggested re-computation of the MST once in every 200500 iterations. Since computation of MST is very expensive, we study a computationally inexpensive tree neighborhood also. Here a complete graph is assumed, a list of available nodes are kept, from which nodes are deleted as soon as they are included in the tree. Initially the list contains all nodes. A starting node is picked at random and then on each step an available node is picked at random and added to the tree as a neighbor of a node randomly picked from those already on the tree. This is continued till all the available nodes are exhausted. This tree is used to define the neighborhood all throughout the training, i.e., the tree is not recomputed during the training. We call this one arbitrary tree neighborhood (ATN). Fig 2 shows the visual displays of SOFM and three TSOFMs trained with Y-data and respective topographic products. For Y-data prototype placement is better for the SOFMs with tree neighborhood. When the data has linear structure, tree neighborhood is expected to be better for prototype generation. The performances of the TSOFMs for several input data sets with respect to topological



preservation are summarized in the Table 2. Table 2 includes the results for SOFM also for ease of comparison. As expected, topology preservation is not good with tree neighborhood. It is evident from the results obtained that SOFM and three variants of SSOFM performs equally well in terms of prototype placement as well as topology preservation. Three TSOFMs studied show better performance than SOFM for non-uniform data in terms of prototype placement but their performances degrades when topology preservation is considered. Among the TSOFMs studied the TSOFM with RMST neighborhood shows best performance in topology preservation. 3 Conclusion and Discussion We have investigated different variants of SOFM. The first class of the variants uses different lateral feedback mechanisms while the second family of variants deals with different neighborhood structures. We tested the different SOFMs on several data sets. For hardware realization of SOFM, of the concept of the explicit neighborhood limit Nt (r) is a major bottleneck. Our study on SSOFMs shows that there is no absolute necessity for Nt (r). Also while implementing the lateral feedback function several simpler functions can be opted for. The study on TSOFMs show that when we are interested only in good prototype placements for non-uniform data, a suitable computationally inexpensive tree structure can be used to define a neighborhood. A simple tree structure like the arbitrary tree studied here is easily implementable in hardware also.
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Figure 1: (a)Visual display of SOFM trained with Uniform square data and the plot of P1 , P2 and P3 against the degree of neighborhood k. (b),(c) and (d) are visual displys for SSOFM(Gaussian), SSOFM(Quadratic) and SSOFM(Linear) respectively [5] M. Kendall and J. D. Gibbons, Rank Correlation Coefficient, Edward Arnold, 1990. [6] S. Heykin, Neural networks-a comprehensive foundation, Macmillan College, Proc. Con. Inc, NY, 1994. [7] J. A. Kangas, T. K. Kohonen and J. T. Laaksonen, ”Variants of Self-Organizing Maps” IEEE Trans. on Neural Networks, vol. 1, no. 1, pp. 93-99, 1990.



Figure 2: (a)Visual display of SOFM trained with of Y-data and the plot of P1 , P2 and P3 against the degree of neighborhood k. (b),(c) and (d) are visual displays for TSOFMs using complete tree, restricted tree and arbitrary tree neighborhood respectively.



SOFM Original SSOFM Gaussian SSOFM Quadratic SSOFM Linear



Uniform Square p τ 0.0015 0.3210



Two Spheres p τ 0.0023 0.0341



Iris p τ 0.0141 0.3061



Y-Data p τ 0.0286 0.1838



0.0014



0.3608



0.0050



0.0748



0.0134



0.2842



0.0303



0.1562



0.0011



0.3672



0.0028



0.0727



0.0272



0.3070



0.0290



0.1520



0.0011



0.3675



0.0034



0.0643



0.0220



0.2799



0.0245



0.1108



Table 1: Performance measure of the SOFM and SSOFMs with respect to topology preservation.



SOFM Original TSOFM Comp. MST TSOFM Rest. MST TSOFM Arb. Tree



Uniform Square p τ 0.0015 o.3210



Two Spheres p τ 0.0023 0.0341



Y-Data p τ 0.0286 0.1838



T-Data p τ 0.0305 0.1653



0.0113



0.0490



0.0330



0.1269



0.1182



0.0055



0.1068



0.0228



0.0032



0.2001



0.0210



0.2152



0.0515



0.0965



0.0464



0.1266



0.0223



0.0121



0.0503



0.0316



0.1231



0.0292



0.1289



0.0026



Table 2: Performance measure of the SOFM and TSOFMs with respect to topology preservation.
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