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ABSTRACT



Recently, multi-hop communication has been widely considered in newly-developed cellular standards (LTE-advanced and IEEE 802.16j) as a promising technology that would be potentially favored over its wider-range single-hop counterpart. Motivated by the currently overcrowded cellular spectrum bands, new higher frequency bands (3.5 GHz - 5 GHz) are allocated to support the data rate surge envisioned by fourth generation cellular systems. However, wireless signals experience severe attenuation over high frequencies, which leads to shorter base station (BS) coverage ranges. Instead of a more dense deployment of BSs, enabling multihop communication through relay stations (RSs) could offer a promising solution to radio coverage extension. An RS is a newly introduced network element whose main role is to wirelessly relay traffic between a BS and a number of mobile stations (MSs) at the cell-edge. With much less complicated equipments than those of a BS, in addition to the unnecessary wireline connections to existing infrastructure, an RS represents a cost-effective solution to cellular coverage extension and cell-edge throughput enhancement. We address the problem of multiuser multiple-input multiple-output (MIMO) twoway relaying (TWR) problem in cellular networks for a network segment that is composed of a MIMO BS, a MIMO RS and a set of single-antenna MSs. We study this multiuser MIMO TWR problem in both finite and infinite signal-to-noise (SNR) regimes. In finite SNR, we propose a novel power allocation and beamforming design iv



algorithm that is shown to outperform existing schemes in the literature. On the other hand, for infinite SNR regimes, we characterize the maximum achievable degrees of freedom (DoF) within the considered network segment for arbitrary number of antennas and MSs for both cases when the BS-MSs direct link is active or down. Finally, we show that a widely used two-phase multiple access/broadcast (MABC) two-way relaying scenario is DoF-optimum in certain channel settings, yet, it can be DoF-limiting in others due to its inherent inability to exploit the possibly available BS-MSs direct-link.
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CHAPTER 1



INTRODUCTION



1.1



Motivation



Over the past decades, the vast and rapid evolution of cellular systems has been widely witnessed. While earlier cellular system generations could only support basic voice calls and plain text messages, newer ones enabled multimedia messaging and visual communications, heading towards rich data-centric applications that make a mobile set an all-in-one device for business activities, precise navigation, online video gaming and even medical care solutions. This giant surge in data rates introduces additional demands for more wireless spectrum resources to be allocated to cellular networks. Meanwhile, the 2 GHz band used by third generation (3G) cellular systems is overcrowded, which in turn represents a bottleneck for data rates of fourth generation (4G) systems that are envisioned to be two orders of magnitude higher. As a result, new spectrum bands that exist in higher frequency ranges (3.5 GHz and 5 GHz) are allocated to support the prospective evolution. However, wireless signals encounter severe attenuation over these high frequency bands leading to shorter coverage areas of base stations (BSs). A natural approach to offer the necessary coverage for network subscribers is to adopt a more dense BS deployment strategy. However, 1



the implementation of additional BSs would require massive investments whose revenue cannot be guaranteed. Also, interconnecting the newly deployed BSs to existing network infrastructure would call for extensive backhaul operations which introduce additional implementation costs. Consequently, this solution does not seem to be economically justifiable. As an alternative cost-effective solution, new multihop communication trends have been recently adopted in the Long Term Evolution-Advanced (LTE-Advanced) standard and the IEEE 802.16j working group [1, 2]. These trends can offer the necessary coverage solutions through the introduction of intermediate network elements called relay stations (RSs). The basic role of a RS is to assist the transmission of information between a BS and a mobile station (MS), which enables the extension of a BS coverage area and enhances quality of service (QoS) levels for cell-edge users. Since only information relaying is sought, RS equipments are much less complicated than those of a BS leading to significant reduction in deployment costs. Also, since an RS primarily communicates with a BS wirelessly, a network operator can overcome unnecessary cabling and backhaul operations which cuts down further costs. In this work, we address the relaying problem of bidirectional traffic between a BS and a set of MSs. This multiuser bidirectional relaying problem encounters the following challenges. First, relaying suffers from a rate limitation in half duplex networks due to the required time-orthogonal RS listening/forwarding periods, leading to inefficient utilization of the radio resources. Second, supporting multiple BS-MS sessions necessitates the employment of efficient interference management techniques in order to maintain reliable communication.



2



In order to solve the spectrum inefficiency introduced by unidirectional relaying, recently proposed network-coding based two-way relaying techniques [3, 4, 5] are employed to support both uplink (UL) and downlink (DL) traffic over the same channel. Also, to manage cross-pair interference, network elements are equipped with multiple antennas to allow for space division multiple access (SDMA). Since it is always desirable to keep the complexity at the network side rather than that of mobile users, only the BS and RS are equipped with multiple antennas while MSs are kept as single-antenna nodes.



1.2



Thesis Contribution



The contribution in this thesis is two-fold: • First, assuming a BS-MSs direct link is not available, we seek an efficient twophase two-way relaying scheme that can be employed in the given setting to efficiently utilize the available network degrees of freedom in moderate SNR regimes, and attain higher performance compared to existing schemes. • Second, we follow an information theoretic approach to characterize the degrees of freedom (DoF) in the network in the asymptotics of high signal-to-noise ratio (SNR), and investigate whether the introduction of a RS with arbitrary number of antennas can increase the system DoF for different channel scenarios. We highlight the thesis contribution more specifically through the following lines. In the first part, in moderate SNR regimes, we tackle the joint design problem of transmit/receive beamforming matrices at the MIMO BS/RS and the power allocation at the MSs. In this problem, we address scenarios where BS-MS direct 3



link is not available, which in turn motivates a two-phase multiple access/broadcast (MABC) communication protocol. In this protocol, the BS and MSs are allowed to simultaneously transmit to the RS in the first phase, while they both receive from it in the second. Unlike earlier approaches which adopted cross-pair interferencenulling solutions at the different nodes, we formulate a minimum mean-square error (MMSE) optimization problem that does not impose unnecessary interference-nulling constraints. Instead, signal vectors are placed by the proposed algorithm in the signal space to aid the adopted pairwise physical-layer network coding scheme to distill the joint messages of different pairs more efficiently. This approach is shown to outperform existing schemes in terms of average uplink and downlink bit-error rate (BER). Also, it is shown through simulations that the performance gap between the proposed scheme and earlier ones increases as we scale up the signal space dimensionality and number of accommodated signal pairs. In the second part, in the high SNR regime, the maximum achievable number of DoF in the given cellular two-way relay channel is characterized, in both cases when the BS and MSs are separated or connected via a direct link, i.e., also called separated and non-separated two-way relay channel (s-TWRC/ns-TWRC). Our results show that an introduced MIMO RS cannot increase the degrees of freedom in the system for ns-TWRC regardless of the number of RS antennas. Moreover, the use of inefficient communication protocol can be DoF-limiting in certain cases. More specifically, the adoption of a two-phase MABC protocol can cause a DoF loss when the RS antennas are less than both the number of MSs and number of BS antennas. On the other hand, for a s-TWRC, it is directly shown that a RS increases the system DoF, compared to no DoF in its absence due to the complete isolation of the BS from the MSs. As 4



the BS-MSs communication is only enabled through the RS, the maximum attainable degrees of freedom is shown to be a function of the number of RS antennas.



1.3



Thesis Outline



The remaining part is organized as follows. In chapter 2, an overview is presented for the necessary background on network-coding based two-way relaying, in addition to the use of multiple antennas in interference management. In chapter 3, a proposed scheme is presented for joint power allocation and beamforming in moderate SNR regimes, with comparison to earlier proposed schemes in the literature. The degrees of freedom for the given setting are characterized for both MIMO s-TWRC and nsTWRC in chapter 4. Finally, conclusions are drawn in chapter 5, with highlights to possible future research directions.
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CHAPTER 2



BACKGROUND



As mentioned in the introduction section, the system under consideration is a cellular setting, where bidirectional communication is sought between a number of single-antenna MSs and a MIMO BS, and this can be further assisted by a MIMO RS. In order to proceed with our discussion in the rest of the chapters, we highlight the use of multiple antennas for interference management and power allocation in multiuser scenarios. Also, we briefly introduce relay assisted communication. In this sequel, we present and contrast well-known one-way relaying strategies used at the RS for unidirectional communication with newer two-way relaying ones. This also includes brief discussions on the application of some inherent network coding notions in two-way (bidirectional) relaying.



2.1



Multiple Antenna Communications



It is well known that multiple antenna systems can offer significant gains over their single-antenna counterparts. These gains can be in general classified into diversity, spatial multiplexing, array and multiple-access gains (or interference management capabilities in multiuser scenarios) [6]. Also, there exists a fundamental tradeoff between the maximum achievable level of one gain given certain levels of others [7, 8]. 6



In the following part, we focus on the interference management capabilities introduced by multiple antennas in multiuser scenarios.



2.1.1



Beamforming



The deployment of multiple antennas at wireless transmitters/receivers can offer additional processing capabilities that can significantly contribute to efficient resource allocation and interference management in wireless channels. This extra processing, known as beamforming, allows multiple antenna transmitters/receivers through the employment of pre-processing/post-processing matrices to place/distill a specific signal vector in/from the available signal space. Receive beamforming (Rx-BF) can be explained through the following simple example. Consider a MIMO MAC channel, where Nt independent signals, each originating from a single-antenna source, are simultaneously received by an Nr antenna t destination. We denote the transmitted signals by {xi ∈ C}N i=1 , while the Nr × 1



channel between the ith source and the destination is denoted by hi ∈ CNr . Thus, the destination receives a superposition of the Nt simultaneously transmitted signals. The Nr × 1 received signal vector at the MIMO destination, y, is then given by



y =



PNt



i=1



hi xi + n = Hx + n



(2.1)



where H = [h1 h2 . . . hNt ], x = [x1 x2 . . . xNt ]T and n ∈ CNr is the additive white Gaussian noise (AWGN) vector at the destination. We further assume that Nr ≥ Nt , and the communication occurs in a rich-scattering environment in which all channel
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coefficients are independent with the proper selection of antenna spacing with respect to the incident wavelength. The previous assumptions would guarantee channel t vectors {hi }N i=1 to be linearly independent, leading to full rank channel matrix H.



The destination attempts to estimate x by post-processing the received signal using the beamforming matrix W .



ˆ = W y = W Hx + W n x



(2.2)



Neglecting the noise component, one can distill xi by projecting y in an orthogonal direction to the space spanned by the columns of H i , the channel matrix H with the column hi eliminated. Thus, a possible beamformer design can be



W = H†



(2.3)



This is a celebrated beamforming technique known as receive zero forcing beamforming (Rx-ZFBF). It should be noted here that the magnitude of the desired signal after projection depends on its relative direction with respect to interfering signals, whose spanned space define the direction of projection. Although ZFBF forces the contribution of interference to be nulled out, it can cause severe degradation of desired signal power if the desired signal vector falls in the close vicinity of interference vectors within the signal space. In this case, ZFBF leads to relative noise amplification, and hence, very low received signal-to-noise ratio (SNR). Thus, ZFBF is typically used in interference-limited scenarios where the noise power is negligible compared to the received signal power, whereas it is undesirable in the noise-limited ones.
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Alternatively, transmit beamforming (Tx-BF) can be explained by a reciprocal example. Consider a BC channel, where an Nt -antenna source simultanously transmits Nr signals, each to one of Nr single-antenna destinations. Now, we consider r Nt ≥ Nr , and the transmitted signals {si ∈ C}N i=1 are stacked in vector s. The



1 × Nt MISO channel between the source and the ith destination is denoted by hTi . H = [h1 h2 . . . hNr ]T ∈ CNr ×Nt . If transmit channel state information (CSIT) is available at the source, preprocessing can be employed using a transmit beamforming matrix W ∈ CNt ×Nr to properly place the different signals in the signal space, in order to guarantee interference nulling at each destination. Thus, the transmitted signal at the source and the received signal vector at the Nr destinations are given, respectively, by



x = Ws



(2.4)



y = Hx = HW s + n



(2.5)



Similarly, to decouple each of the received components from interfering signals, it is straight forward to see that W = H † . This is known as transmit zero forcing beamforming (Tx-ZFBF). ZFBF is only one technique for beamforming, and as mentioned before, it is not necessarily optimal for all performance metrics and over all SNR ranges. Other techniques include beamformers with closed form expressions, e.g., minimum meansquare error beamformers (MMSE-BF), and others that can be obtained numerically according to the system under consideration and its formulated optimization problem.
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2.1.2



Power Allocation



In the mentioned BC example, BS Tx-ZFBF did not consider any power allocation policy among the signals transmitted to each MS. The primary objective was to properly place the different signals in the signal space so that interference nulling is guaranteed at each MS. However, dividing the power budget among the MSs govern the received SNR levels, and hence the QoS, at each MS in the ZF case. Also, in other beamforming techniques that do not dictate interference nulling, relative power levels can also affect interference levels at each MS. Thus, increasing the power level for one MS while keeping others fixed leads to a higher signal-to-interference-plusnoise ratio (SINR) for the MS under consideration, but at the expense of lower SINR levels for other MSs due to the higher introduced interference. Consequently, the selection of a power allocation policy is crucial for satisfying system QoS demands, and achieving the best utilization of the available resources. However, power allocation policies depend on the sought optimization objective, whether to optimize on the worst performance in the system, the aggregate system performance or to consider something in-between such as proportional fairness. In all cases, after casting and solving a joint power allocation and beamforming problem, the resulting matrix can be expressed as two cascaded operations, in which a diagonal power allocation matrix operates on a beamforming matrix with unit norm columns. This offers the necessary weighing of the power allocated to different channel dimensions and hence controls the different SINR levels at the destinations.
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2.2



Half- vs. Full-duplex nodes



Full-duplex nodes are those allowed to transmit and receive simultaneously at the same frequency. In practice, this represents a real challenge for the following reason. Owing to the higher intensity of the transmitted signal near field compared to the far field of the received singal, current technologies cannot offer efficient management of the introduced distortion to the received signal. Thus, full duplex nodes may not be practically feasible and hence a half-duplex assumption is more realistic. Halfduplex nodes can also transmit and receive at the same frequency, yet they can not do both simultaneously. This in turn mandates a time-orthogonal scheduling between transmission and reception periods of half-duplex nodes. Throughout the remaining parts, all nodes are assumed to operate in the half-duplex mode.



2.3



Relay-assisted communication



Relay channels, also called three terminal communication channels, were first introduced by Van Der Meulen in 1971 [9]. In the following subsections, we compare and contrast one- versus two-way relaying strategies.



2.3.1



One-way Relaying (OWR)



We mean by one-way relaying the assistance of a RS to a unidirectional session between a set of sources to a set of destinations. Three well-known relaying strategies are amplify-and-forward (AF), decode-and-forward (DF) and Compress-and-Forward (CF).
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Amplify-and-Forward (AF) For an NR -antenna RS employing AF relaying, an N × 1 vector transmitted from the source side is processed using a linear processing matrix W [R] ∈ CNR ×NR subject to a RS transmit power constraint P [R] . When NR ≥ N , this processing matrix can be further expanded as W [R] = U ΛV



(2.6)



where V ∈ CN ×NR and U ∈ CNR ×N are Rx-BF and Tx-BF matrices with unit norm columns while Λ ∈ CN ×N is a diagonal power allocation matrix that takes the RS transmit power budget into account. This can be interpreted as a coupled three stage processing, where Rx-BF is first employed to distill the individual signals from the superimposed ones in the reception phase, followed by scaling the different signals relative to each other and finally, Tx-BF is applied to manage the interference in the forwarding phase. Decode-and-Forward (DF) On the other hand, DF relaying decouples the relaying process into two separate N ×NR phases. First, the RS employs a Rx-BF matrix, W [R] , to distill the N × 1 r ∈ C



transmitted vector, followed by decoding estimates of the vector elements. Second, a [R]



Tx-BF matrix, W t ∈ CNR ×N , is applied to the estimated vector taking the RS power budget into account. This technique have merits over the AF in which, instead of forwarding the amplified RS noise in AF, DF regenerates a signal estimate to forward, and hence DF falls under the class of regenerative relaying. However, error can still occur in decoding, in addition to the added complexity due to signal decoding.
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Compress-and-Forward (CF) Compress-and-Forward (CF) is a relaying strategy that was first introduced in [10]. Unlike DF where the RS needs to individually decode the message which in turn requires comparing the received signal to each code in the transmission codebooks, CF compares its received signal to a compressed codebook. This compressed codebook can be constructed in different ways. One variant of CF is Quantize-andForward (QF). In QF, the received signal at the RS is mapped to one of a number of quantization levels that covers the dynamic range of signal reception, then forwarded to the distination to use this compression index as side information. At the destination, successive decoding is done to first decode the compression index then utilize it in decoding the message. Some other variants do joint decoding instead, where a codeword is selected as estimate when it is jointly typical with the received (compression index, message) pair.



2.3.2



Two-way Relaying (TWR)



Bidirectional relaying can be sought for multiple communicating node pairs in general. In the following part, we first discuss bidirectional relaying techniques for a single pair of communicating nodes, then generalize to the multi-pair scenarios afterwards. Single-pair scenarios Here, bidirectional communication is sought between a MS and a BS through a RS, denoted by M, B and R, respectively. If a direct link is available between M and B, a natural approach was to schedule uplink and downlink transmissions, i.e.,
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M → B and M ← B. However, transmissions can only pass through R if a direct link does not exist.
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Figure 2.1: Reduction of necessary phases via network coding techniques



One straightforward extension to relay bidirectional traffic is to employ one of the previously mentioned one-way relaying strategies, along with traditional time scheduling as shown in Fig. 2.1(a). In time scheduling, four transmissions, M → R, R → B, R ← B and M ← R, are considered to convey the two messages. However, with a quick dimension counting, this naive approach manages to convey two messages in four time slots leading to



1 2



message per time slot.



More efficient utilization of the channel can be attained with lessons learnt from network coding [11, 12]. Instead of separately forwarding to M and B, R can exploit the overhearing caused by the broadcast nature of the wireless channel as shown in Fig. 2.1(b) to reduce one slot. After decoding both messages sent by M and B in the first two slots, R can perform an exclusive-or (XOR) operation over the two estimates on the bit-level then re-encode and forward in the third time slot. Similar to network coding techniques, each destination receives the same message, decodes an estimate 14



of the XOR-ed signals then performs self-interference cancellation via XOR-ing back with its previously transmitted bit-level signal. Thus, the broadcast nature of wireless medium along with side information at the communicating nodes could successfully reduce the required time slots leading to



2 3



message transmission per time slot.



Further reduction of the time slots is also possible by considering a multiple access phase as shown in Fig. 2.1(c) instead of the time-orthogonal transmission periods of M and B. The key idea of two-way relaying here that leads to further time slot reduction lies in the fact that R is only an intermediate node, and thus, it is not necessary for it to explicitly decode the separate messages as long as the final destination can distill its desired messages from the forwarded signal. Hence, instead of explicitly forwarding the separate messages, R attempts to forward an estimated function of the superimposed signals, either in the bit-level domain or the analog domain. With the destination knowledge of its own previously transmitted messages, M and B can successfully cancel the back-propagated self-interference in order to capture the desired message. This in turn leads to the more efficient exchange of two messages in two time slots, or 1 message per slot. It is worth mentioning that even if a direct link is available between M and B, it cannot be exploited through this two-phase communication scenario. Similar to one-way relaying, two-way relaying strategies can be also either nonregenerative or regenerative. Two popular two-phase two-way relaying strategies are widely considered in the literature as counterparts of the one-way AF and DF. The first one is known as analog network coding (ANC)[5] or two-way AF [3, 13], while the second one is called physical-layer network coding (PNC) [4] or denoise-and-forward



15



(DNF) [13]1 . These strategies differ mainly in two aspects; the processing/forwarding at the RS, and the self-interference cancellation at the destinations. Next, we discuss the two strategies and their forwarding/self-interference cancellation techniques. Analog Network Coding This two-phase technique was first introduced in [3]. ANC employs a non-regenerative AF strategy, where the RS only forwards a scaled version of the noisy superimposed signal it received. Consequently, with the knowledge of this scaling factor at the destination, subtraction of the back-propagated self-interference should precede decoding in order to receive the desired message. Physical Network Coding Here, the mentioned PNC precisely denotes the sub-class of TWR strategies that employs regenerative forwarding. In such forwarding, the received noisy superposition of the pair’s encoded/modulated signals is mapped to finite-field addition of the original finite-field messages, which is then re-encoded/modulated and broadcasted to both nodes. This type of RS processing motivates the following self-interference cancellation mechanism at the terminal nodes. After decoding the forwarded finitefield sum of messages, self-interference is cancelled at the terminal nodes via finite field subtraction of their messages. This can be more clear through the following example from [4]. Suppose the two nodes, M and B, exchange bidirectional traffic through node R in a two-phase scenario as in Fig. 2.1(c). The original finite-field messages of M and B are denoted by m and



1 It is worth mentioning here that PNC is sometimes used in the literature, e.g. [13], to address the broader class of TWR strategies including all the previously mentioned ones.
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Original bits m b 0 0 0 1 1 0 1 1



BPSK Modulated f (m) f (b) 1 1 1 −1 −1 1 −1 −1



Superimposed f (m) + f (b) 2 0 0 −2



Original bits XOR m⊕b 0 1 1 0



PNC mapping g (f (m) + f (b)) g(2) = 1 g(0) = −1 g(0) = −1 g(−2) = 1



Table 2.1: Physical-layer network coding example



b, respectively, where both take binary value, i.e., either 0 or 1. Further, the employed modulation scheme is binary phase shift keying (BPSK). We use f (.) to denote the BPSK one-to-one mapping function, where f (0) = 1 and f (1) = −1. Furthermore, we consider for now that communication is noiseless over all source-relay links. Bidirectional communication occurs as follows. Both m and b are BPSK modulated, then simultaneously transmitted to R, at which they are superimposed. The four possible bit pairs are summarized in Table 2.1 with the corresponding BPSK modulation. Now, the objective is to map the superimposed signal (sum in the analog domain) to a signal that corresponds to the BPSK modulation of the original bits XOR. It is easy to notice that this is possible through the employment of a PNC mapping function g(.) on the superimposed signal f (m) + f (b) as shown in Table 2.1, where g(2) = g(−2) = 1 and g(0) = −1 to declare whether the two signals are alike or different. In the next phase, R forwards g (f (m) + f (b)) to both destinations. M (B) now demodulates the received signal, then XORs back with the previously transmitted m (b) to obtain the desired message b (m). Similar PNC mapping can be also applied between higher modulation schemes and more general finite-field additions. The key idea of PNC mapping is to possibly exploit many-to-one mappings at R to decrease the cardinality of the reception codebook from which meaningful joint information of the two messages can be distilled from 17



the limited reception dimensions. Although the two messages cannot be explicitly known from such mapping, if one message is provided as side information then the other one can be known unambiguously. Further PNC mapping examples can be found in [4]. For a noisy binary case, decision thresholds should be imposed to detect whether the received signal is 2, 0 or −2 for PNC mapping to take place. In [14], thresholds were derived also for a noisy scenario with known constant fading coefficients. Multi-pair scenarios In multiuser scenarios, the problem becomes more complicated. An additional challenge is to manage the cross-pair interference in order to apply pairwise twoway relaying techniques. This cross-pair interference management can be done using known multiplexing techniques such as FDMA, TDMA, or CDMA. In the following chapters, we rather consider space-division multiple access (SDMA), in which beamforming at the multiple antennas RS and BS is exploited to manage cross-pair interference.
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CHAPTER 3



RESOURCE ALLOCATION IN CELLULAR TWO-WAY RELAY NETWORKS



3.1



Introduction



In this chapter, a multiuser cellular two-way relaying scenario is considered where multiple single-antenna MSs and one multiple-antenna BS communicate, bidirectionally, via one half-duplex multiple-antenna RS. Further, we consider a communication scenario where direct link is not available between the BS and the set of MSs. Furthermore, we address the case when the number of antennas at the RS is not sufficient to decode the individual messages. For this case, a two-phase two-way relaying scenario is considered, in which we tackle the problem of joint power allocation and beamforming for the different interfering signals. In the first phase, the multiple access, a minimum Mean Square Error (MSE) optimization problem is formulated which is found to be non-convex. Thus, an iterative scheme is proposed to compute the MS transmit powers, the BS beamforming vectors, and the corresponding RS linear receivers to minimize the maximum MSE for multiple pairs subject to power constraints on the transmitting terminals. In the second phase, the broadcast phase, the beamforming vectors at the RS are designed to minimize the maximum MSE at 19



the MSs subject to relay power constraints, and the receivers at the BS are designed accordingly. In a two-pair scenario, simulation results are provided showing the superior performance of the proposed methods compared to earlier approaches in terms of the bit-error rate. Also, it is shown that as the system scales up in terms of signal space dimensions and number of accommodated pairs, the performance gap between the proposed scheme and the earlier approaches increases. This work has been accepted for publication in the 22nd Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Commuications (IEEE PIMRC’11).



3.1.1



Related Work



Multiuser bidirectional relaying in cellular settings has received considerable attention in the recent literature [15, 16, 17, 18]. In this setting, a MIMO BS seeks bidirectional relay-aided communication with N MSs via a MIMO RS. In [15], just like OWR approaches, the RS spatially separates the 2N exchanged messages in the MAC phase, where the number of antennas at the RS is assumed to be large enough, i.e., greater than 2N , to support separate message decoding. However, when the RS antennas are less than 2N , this scheme cannot support bidirectional communication between the BS and N MSs because of the limited signal space dimensionality. The case where the number of RS antennas is less than 2N , but greater than N , has also received recent attention from the community. Motivated by the lessons learnt from single-pair TWR, employing multiple antennas can target pair-wise spatial separation, where TWR techniques are employed for each message pair. This approach requires only N RS antennas to separate the N message pairs. However,
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efficient techniques for power allocation and transmit/receive beamforming are required to manage cross-pair interference. In [16], via non-regenerative relaying, space alignment (SA) beamforming was proposed for the BS in the MAC phase. With SA beamforming, each of the N BS signals is aligned with that of its partner MS in the RS signal space. Accordingly, the RS employs zero forcing (ZF) beamforming to null cross-pair interference at each of the MSs. In the BC phase, the BS also employs simple ZF reception to separate the N pairs. The SA scheme verified that cross-pair interference can be managed in cellular settings to allow for TWR when the RS antennas are not sufficient to deal with individual messages. However, no optimization was considered in the design of beamforming matrices or power allocation among the different pairs, and all nodes used their maximum available power for transmission. In [17], the authors targeted an optimized design of the RS and BS beamforming matrices, where they formulated an UL-DL sum rate maximization problem that takes cross-pair interference nulling as a constraint. Motivated by the non-convexity of the problem, designs for unilateral maximization of UL and DL rates were considered, then a heuristic solution was proposed to balance the two designs and offer higher bidirectional sum-rate. The balanced scheme was shown to uniformly dominate SA in terms of sum rate for different numbers of RS antennas. However, both the BS and RS employed simple equal power allocation among message pairs, which does not necessarily optimize the overall system performance.



3.1.2



Contribution



Unlike earlier schemes which tackled the same resource allocation problem in the cellular setting, we target the joint optimization of power allocation, beamforming and
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receive filters at different network nodes. We do not impose cross-pair interference nulling constraints. Instead, we formulate the problem as that of minimizing the maximum Mean Square Error (MSE) between the desired signal at different nodes and the output of the receivers at these nodes. Motivated by the non-convexity of the formulated problem, we propose a low-complexity iterative algorithm, that can be used at the RS in the MAC phase. It calculates the MS gains, BS beamforming vectors and RS linear receivers such that the maximum MSE is minimized, subject to power constraints at all source nodes. In the BC phase, we design the beamforming vectors at the RS to minimize the maximum MSE at the MSs subject to power constraints at the RS, and design the receivers at the BS accordingly. We show, through bit-error rate (BER) simulation, that the proposed scheme outperforms the schemes proposed in [16, 17] for the given setting in terms of UL and DL BER. The rest of the chapter is organized as follows. In Section 3.2, we introduce the system model and notation. The problem is formulated and solved via the proposed iterative scheme in Section 3.3. Simulation results are presented in Section 3.4. Conclusions are drawn in Section 3.5. Finally, in Section 3.6 we discuss further directions that motivated our research work included in the following chapter.



3.2



System Model



Unlike earlier approaches in [16, 17, 18] which employed ANC, we use PNC as the underlying TWR strategy in this work. However, we show in the simulation results that the performance improvements achieved by the proposed scheme are not due to the use of PNC, but due to the proposed power allocation and beamforming scheme.
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Figure 3.1: System Model



3.2.1



Transmission scheme



We consider a cellular TWR network as shown in Fig. 3.1 where N single-antenna MSs communicate bidirectionally with an NB -antenna BS with the aid of an NR antenna RS, where NB , NR ≥ N . MSs-BS direct link is assumed to be unavailable. All channels are assumed to be quasi-static, i.e., constant over the duration of the two communication phases of interest. Also, channel reciprocity is assumed. This follows from the time-division duplexing of MAC/BC phases over quasi-static channel conditions. Next, we formally describe the transmission scheme employed in this chapter. Phase I: Multiple Access In this phase, each node modulates its own message with a modulation scheme that satisfies the PNC requirement in [4], then all the nodes transmit simultaneously
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to the RS. The received signal at the RS is given by y



[R]



=



N X



H



[B]



[B] [B] ω i si



+



i=1 [M]



where hi



N X



[M] [M]



αi hi si



+ n[R]



(3.1)



i=1



∈ CNR and H [B] ∈ CNR ×NB contain the coefficients of the SIMO channel



from the ith MS to the RS, and the MIMO channel from the BS to the RS, respec[M]



[B]



represent the MS and BS transmitted symbols for the ith stream,  [M]  [B] 2  [B]  [M] = 0 and E |si |2 = E |si | = 1, E{·} = E si respectively, with E si



tively, si



and si



[B]



denotes the statistical expectation, αi ∈ C and ω i



∈ CNB are the MS transmitter



gain and the BS beamforming vector for the ith stream, respectively, and n[R] ∈ CNR denotes the noise vector at the relay, with independent and identically distributed 2 (i.i.d.) circular complex AWGN components of variance σ[R] .



The RS employs N linear receivers {cj ∈ CNR }N j=1 to extract the desired superimposed signal of each pair and mitigate the multiple access interference where the [R]



output of the j th receiver is given by yj



[R] N = cH j y . The RS estimates {sj }j=1 , the [R]



physical-layer network coded signal of each pair, by comparing yj to a set of thresholds that depend on the employed modulation scheme. For BPSK modulation, this can be done in a way similar to that proposed in [14] as follows  ( [R] 1 if < yj ≤ γj sj = −1 otherwise



(3.2)



where < {·} denotes the real part of a complex number and the decision threshold γj is selected as n   o [B] [B] H H [M] γj = max < cj H ω j , < αj cj hj .



(3.3)



Note that the proposed algorithms are not limited to the case of BPSK modulation, and only the decision thresholds have to be changed in the case of higher modulation schemes [4]. 24



Phase II: Broadcast In the broadcast phase, the RS forwards the estimated si to each of the two partners of the ith pair, i.e., the BS and the ith MS. The RS transmit signal is then given by x[R] =



N X



[R]



ω i si = W [R] s



(3.4)



i=1 [R]



where W [R] is the NR × N RS beamforming matrix whose ith column is ω i ∈ CNR , which is the beamforming vector for the ith stream and s is a column vector with si as the ith element. Assuming channel reciprocity, the received signals at the j th MS and the BS are given, respectively, by [M]



yj



[M] H



= hj



[M]



W [R] s + nj



(3.5)



H



y [B] = H [B] W [R] s + n[B] [M]



where nj



(3.6)



and n[B] represent the circular complex additive white Gaussian noise



2 (AWGN) at the j th MS with variance σ[M],j , and the NB × 1 circular complex AWGN 2 , respectively. vector at the BS with i.i.d. components of variance σ[B]



The BS employs an NB × N linear receiver matrix F to decode the N symbol streams sent by the RS, where the ith column of F , denoted as f j ∈ CNB , is used to [B]



[B] decode the ith stream. The output of the j th receiver is given by yj = f H j y . As in



the MAC phase, the decision thresholds depend on the used modulation scheme. For a BPSK modulation where {si }N i=1 take values from {-1,+1} with equal probability, using maximum likelihood detection, each received signal is compared to the zero threshold to yield an estimate of the transmitted bits. Each node XORs the received bit sequence with its own previously transmitted bit sequence to obtain its partner’s bit stream. 25



3.3



Proposed Algorithm



Our objective is to find the transmit powers, beamforming vectors and linear receivers that minimize the MSE between the detected and transmitted symbols, subject to individual power constraints on each transmitting terminal in the two communication phases. We use the MSE as the design criterion in this problem in order to make the problem mathematically tractable. Over the two communication phases in the given multi-pair setting, we formulate min-max MSE problems targeted to attain the min-max fairness among the different nodes.



3.3.1



MAC phase



We assume that the modulation scheme satisfies the PNC mapping principle in [4], and hence, the sum of the modulated signals can be mapped to finite field addition of the original messages. Therefore, the optimization variables need to be designed to minimize the error between the RS received signal and the sum of the original modulated signals. The MSE between the output of the estimator for the ith pair at the RS and the [M]



sum of the transmitted symbols sj (MAC) MSEj



[B]



and sj is given by



 2  [R] [M] [B] = E yj − (sj + sj ) 2 2 [B] [B] H H [M] 2 = 1 − cj H ω j + 1 − αj cj hj + kcj k2 σ[R] +



N N X H [B] [B] 2 X H [M] 2 cj H ω i + αi cj hi . i=1 i6=j



i=1 i6=j
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(3.7)



Thus, the min-max problem can be formulated as min {αi ,



[B] ωi ,



(MAC)



max



ci }N i=1



j=1,...N



MSEj



N 



X



[B] 2 [B] ,



ω i ≤ Pmax



s.t.



(3.8)



i=1 [M]



0 < |αi |2 ≤ Pmax , ∀i = 1, . . . , N [B]



[M]



where Pmax and Pmax are the maximum power that can be transmitted from the BS and every MS, respectively. Proposed Iterative Solution: The optimization problem in (3.8) is non-convex due to the fourth order terms in (3.7), which appear in the objective function. Hence, we propose the iterative algorithm in Table 3.1 that divides the optimization process into two stages. In the first one, the minimization is done over the RS receivers, {ci }N i=1 , while in the second stage, it is done over the MS gains and BS beamforming vectors, [B]



namely, {αi , ω i }N i=1 as follows. Stage 1: Given initial values for the beamforming vectors at the BS, and the gains of the MSs, which satisfy the power constraints in (3.8), we first solve the following sub-problem min



{ci }N i=1 (MAC)



Since MSEj



(MAC)



max



MSEj



j=1,...N



(3.9)



is a function of the vector cj only, the problem can be decoupled into (MAC)



N parallel problems where cj is chosen to minimize MSEj



. The receiver of the



ith stream at the RS is given by the well-known MMSE solution [19] cj = R
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and I K is the identity matrix of size K × K. 27







2 + σ[R] IK



(3.11)



Table 3.1: Proposed MAC phase iterative algorithm [B]



Initialize: {αi , ω i }N i=1 taking the power constraints into account [B] N Repeat: Compute {ci }N i=1 from (3.10) with {αi , ω i }i=1 fixed. [B] Compute {αi , ω i }N i=1 by solving the SOCP in (3.12) N with {ci }i=1 kept fixed. Until: Convergence of the MSE.



Stage 2: Using the auxiliary variable τ , the minmax optimization problem can be transformed to a minimization problem, i.e., given the linear receivers determined in Stage 1, we solve min



τ



[B]



τ,{αi , ω i }N i=1



s.t.



(MAC)



MSEj ≤ τ, ∀j = 1, . . . , N N 



X [B] 2 [B] ,



ω i ≤ Pmax



(3.12)



i=1 [M]



0 < |αi |2 ≤ Pmax , ∀i = 1, . . . , N which is a second-order cone program (SOCP) that can be solved using solvers like   √ CVX [20] with a worst-case complexity of this stage is of O NB2 N 3 N (N + NB ) [21]. The convergence of the iterative algorithm is declared when the difference between the MSE of two successive iterations falls below a pre-specified tolerance. Since the algorithm minimizes the same objective function in each stage using the optimization parameters obtained from the previous stage, convergence to a minimum is guaranteed. Yet, convergence to the global optimum is governed by the initialization step and cannot be guaranteed. In the simulations section, we provide an initialization technique through which the proposed algorithm yields results that outperform existing TWR schemes. 28



3.3.2



Broadcast Phase



In the broadcast phase, the expressions for the MSE of the ith MS and the BS ith signal are given, respectively, by n 2 o (BC) [M] MSE[M],j = E yj − sj 



2



[M] H [R] T 2 = hj W − ej + σ[M],j (BC) MSE[B],j



n 2 o  [B] 2 F H F ej = E yj − sj = ej T XX H + σ[B]



(3.13) (3.14)



H



where X = F H H [B] W [R] − I N and ej denotes a selection column vector that has only the ith element with the value of one, and all the other elements as zeros. In order to minimize the MSE at the BS, the BS receiver F is given, as a function of W [R] , by the MMSE solution



 −1 H H H 2 F = H [B] W [R] W [R] H [B] +σ[B] I M H [B] W [R] .



(3.15)



Therefore, the problem in the BC phase can be formulated in terms of the RS beamforming matrix W [R] as follows min



τ



τ,W [R]



s.t.



(BC)



MSE[M],i ≤ τ, ∀i = 1, . . . , N (BC) MSE[B],i ≤ τ, ∀i = 1, . . . , N  H [R] tr W [R] W [R] ≤ Pmax



(3.16)



[R]



where Pmax is the maximum power constraint of the RS, and tr{A} denotes the trace of matrix A. Proposed Solution: We note that the objective function and constraints in (3.16) are all convex in W [R] except for the BS MSE constraint, and hence, the problem is non-convex. Motivated by the fact that the BS has higher detection capabilities 29



through having multiple antennas, as opposed to only one antenna at the MSs, we relax the problem and design the RS beamforming matrix to minimize the maximum MSE for the MSs only by solving the following SOCP min



τ



τ,W [R]



s.t.
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MSE[M],i ≤ τ, ∀i = 1, . . . , N tr{W [R] W



(3.17)



[R] H



[R] } ≤ Pmax .   √ The worst-case complexity of this SOCP is O NR2 N 3 N (N + NR ) . Since the RS



is the only transmitter in this phase, there is no incentive to transmit with lower power than the available power budget. Therefore, the RS beamforming matrix is [R]



scaled afterwards to meet the RS power constraint Pmax , in order to offer better BER performance at the different terminals. Afterwards, we get the BS receivers from (3.15) to minimize the MSE at the BS given the designed beamforming matrix.



3.4



Simulation Results



In this section, we analyze the performance of the proposed scheme through BER simulations. All the channels used throughout the simulations have circular complex Gaussian components of unit variance, with frequency-flat block Rayleigh-fading envelope. In order to employ the proposed MAC phase iterative algorithm, we need to select initial values for the MS gains and BS beamforming vectors. As intuition suggests, it is preferable that received signals at the RS due to the transmission of each pair (MS-BS stream) to be in the close vicinity of each other, and hence, the interference due to this pair would be mainly concentrated in one signal space direction. The interference in this direction can be then easily mitigated by the RS receivers of other pairs. Since we cannot change the channel directions of the single-antenna MSs, we 30



propose to initially select the BS beamforming vectors to align the BS signal received at the RS with its associated MS channel. We also initially divide the BS power budget equally between the beamforming vectors. Thus, the initial values of the BS beamforming vectors are selected to employ SA with equal power allocation as follows s [M] [B] [B] Pmax (H )† hj [B]



ωj = (3.18) † [M] 



N 



H [B] hj where (.)† denotes the pseudo-inverse of a matrix. Also, we set the initial values q [M] N for {αj }j=1 to Pmax . As a stopping criterion, we set the tolerance factor for the iterative scheme convergence to 10−4 . [M]



We first simulate a 2-pair scenario where N = NR = NB = 2. The parameters Pmax , [B]



[R]



Pmax and Pmax are selected as 1, 2, and 4 respectively. These system resources are fixed over all compared schemes. In the MAC phase, four different bit sequences of length 105 are generated to simulate the messages at the three source nodes (MS1, MS2, BS). Each sequence is modulated using BPSK modulation. The BPSK signals are transmitted using the power levels and beamforming vectors obtained from the iterative algorithm in Table 3.1, along with the previously mentioned initial values. The RS first employs the linear receivers obtained from the proposed iterative algorithm to mitigate the multiple access interference, then jointly demodulates the superimposed signal of each pair using the thresholds in (3.3). In the BC phase, the estimated sequences are BPSK modulated, then the designed RS beamforming matrix is used to superimpose the two signals as in (3.4) to form the RS transmit signal. The BS employs the receivers in (3.15) to extract the desired signal, then each node demodulates the received signal by comparison to the zero threshold. Finally, each node XORs the received bit stream with its own previously transmitted one to 31



get the partner’s stream. We run the simulations for 1000 channel realizations and take the average over the resulting BER values. For each channel realization, we run 2 2 2 2 = σ[M],1 = σ[M],2 = σ 2 . We define the = σ[B] the simulations for noise variances, σ[R]



average transmit SNR as the ratio between the sum of the maximum transmit power of all terminals and the sum of the noise power at all the receiving terminals in the MAC and BC phases, i.e., [M]



SNRav =



[B]



[R]



N Pmax + Pmax + Pmax , 2N σ 2



(3.19)



and hence, the average SNR is given by 2/σ 2 . We vary the transmit SNR from 0 to 30 dB by varying σ 2 . We compare the proposed scheme with two schemes proposed earlier in the literature for the same cellular setting. The first one is the space alignment (SA) scheme presented in [16]. The second one is the scheme proposed in [17], which balances the UL and DL rate optimization. Here, the UL denotes transmission from the MSs to the BS while the DL denotes transmission from the BS to the MSs. To the best of our knowledge, [16] and [17] are the closest to the proposed scheme despite the fact that they employ ANC instead of PNC. Accordingly, we do not only compare the proposed scheme to [16, 17] but we also compare it to a third scheme (denoted SA/PNC in Fig. 3.2 and 3.4), in an attempt to distill the major contributor to the performance enhancement. In the introduced SA/PNC scheme, SA with equal power allocation is employed at the BS along with PNC relaying. Specifically, in the MAC phase, the BS transmit beamforming matrix follows the same SA design in [16] with equal power allocation among the different messages. The RS then employs ZF receivers to extract the desired signals, followed by PNC employment to decode the joint messages. In
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the BC phase, the RS applies transmit ZF beamforming in order to cancel the interference at the MSs, and divides the available power equally among pairs as well. The BS employs ZF reception followed by decoding, then self-interference cancellation is employed at all nodes.
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Figure 3.2: Average BER versus SNRav



In order to evaluate the overall system performance, we plot in Fig. 3.2 the end-to-end BER curves that were calculated after the two communication phases of an uncoded system. For the four schemes, we show the average BER of the UL and DL streams. As shown in Fig. 3.2, the iterative algorithm outperforms the existing schemes for the given scenario, in terms of BER. Also, as expected from the
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results shown in [17] for the case when NR = N = 2, the results of the SA and the balanced schemes are very similar to each other due to the limited signal space dimensionality. Yet, the proposed scheme yields better results even in this limited signal space scenario. As shown for the proposed scheme, the DL performance is better than that of the UL for the following reason. As mentioned earlier due to the non-convexity of the problem in the BC phase, the joint design of the RS beamforming matrix and the BS receiver was not possible. As a result, we have designed the RS beamformers such that the maximum MSE of the MSs is minimized which leads to improving the performance of the DL streams. For the SA/PNC scheme, the shown BER performance is very close to that of the two previous schemes in [16, 17]. In fact, this confirms the main result, that is, PNC is not the major contributor to the performance gains, instead it is the proposed novel iterative power control and resource allocation algorithm. In Fig. 3.3, as a measure of complexity, we show the resulting average number of iterations for the proposed algorithm in the MAC phase over a range of noise variance values for tolerance factor of 10−4 . The shown non-decreasing trend is attributed to the fact that a lower noise variance leads to a lower residual MSE, and hence, more iterations are needed for convergence. Note that the complexity of the SA scheme of [16] and the balanced scheme of [17] does not depend on SNR and is of O (N 3 ), and O (N 5 ), respectively, for the case of N = NR = NB . Next, we simulate the system when supporting different number of pairs. While scaling the system to accommodate more pairs, we fix all system resources per pair, namely, the available power at all nodes, and the number of antennas at both the [B]
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RS and BS. Thus, we scale Pmax and Pmax to be equal to N and 2N , respectively, 34
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Figure 3.3: Average number of iterations vs. SNRav
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while keeping Pmax fixed to 1. Also, we set NB = NR = N . In Fig. 3.4, we show the average BER versus the number of pairs at SNRav = 20 dB. For the SA and the balanced schemes, the average BER degrades as the number of pairs increases. It is also the case when SA with equal power allocation is employed with PNC. This shows that, despite the use of ANC/PNC relaying, SA with equal power allocation limits the system performance due to the inefficient allocation of the available power and spatial resources. On the other hand, the capability of the proposed scheme to manage the interference increases as the dimension of the signal space increases. This leads us to conclude that the proposed scheme efficiently allocates the available system power



35



−1



Average BER



10



DL (balanced) UL (balanced) DL (SA/ANC) UL (SA/ANC) DL (SA/PNC) UL (SA/PNC) DL (proposed) UL (proposed)



−2



10



−3



10



2



4



6 Number of pairs



8



10



Figure 3.4: Average BER vs. number of pairs for SNRav = 20 dB



and beamforming directions to minimize the interference caused by each pair to the others, leading to higher overall system performance.



3.5



Conclusion



We have studied the problem of resource allocation in multi-user MIMO cellular networks using TWR in the case when the number of RS antennas is not sufficient to employ OWR. The existing schemes for this scenario employed analog network coding and equal power allocation among pairs. We have proposed a novel algorithm that employs PNC as the underlying relaying strategy. Unlike the existing schemes, the
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proposed algorithm also addresses the allocation of the available power budgets to different terminals. We have formulated the problem as a minimum MSE problem which turned out to be non-convex. As a result, we have developed an iterative scheme to solve the problem efficiently using second-order cone programming. Simulation results have been presented that show the superior performance of the proposed scheme compared to two schemes, proposed earlier in the literature, in terms of average UL and DL BER.



3.6



Discussion



Throughout the chapter, a novel joint power allocation and beamforming design algorithm was proposed which was shown to outperform existing schemes in finite SNR regimes in terms of BER performance. Through simple dimension counting, it is also straightforward to see that the SA scheme proposed in [16, 22] can achieve N degrees of freedom (DoF) in infinite SNR regimes, by successfully conveying 2N messages in 2 time slots. However, this was coupled to some inherent assumptions that were considered in the work done here as well as that in the earlier literature. First, it was always assumed that no direct link was available between the BS and the set of MSs. Second, a two-phase communication scenario was considered, which is not necessarily the optimum communication setup. Third, number of RS antennas, NR , was assumed to be greater than both N and NB . At this point, we ask ourselves in the first place whether SA is DoF-optimum with the previous assumptions being active. In other words, is it possible to get another scheme that can achieve more DoF? If SA is DoF-optimum then a converse proof would be needed to show that N represents an upper bound to the system DoF. On the other hand, how would the
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system DoF change if one or all of the previous assumptions were relaxed? i.e., with direct link, general T -phase scenario and arbitrary N , NB and NR . This motivates studying the whole problem from an information theoretic perspective, which will be our focus in the following chapter.
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CHAPTER 4



TWO-WAY RELAYING IN CELLULAR SETTINGS: AN INFORMATION-THEORETIC APPROACH



In this chapter, the two-way relaying problem is studied for the considered halfduplex cellular setting from an information-theoretic perspective. Within the considered network segment, i.e., a BS and multiple served MSs, keeping in mind the questions raised in the previous chapter, we study the effect of a MIMO RS introduction on the channel throughput and coverage. Since a RS can be used to either boost channel throughput or extend coverage, both scenarios with and without BSMS direct link should be investigated. In other words, we need to study the case when a RS assistance is complementary in the sense that it enhances an ongoing communication that could still exist in its absence. Also, we can face another case where the existence of a RS is crucial for communication to take place, given the two sides are physically separated. The aforementioned cases are recently known in the literature as the non-separated [23] and separated [24] two-way relay channels (or ns-TWRC and s-TWRC for short), respectively. In the following section, related work in the recent literature is covered, then further research questions are stated for which recent work has not answered explicitly. This in turn motivates the further research contribution reported in the rest of the chapter. Through the entire chapter, 39



we mean half-duplex multiple-antenna nodes unless otherwise stated and thus, we omit the prefixes “half-duplex” and “multiple-antenna” henceforth for brevity.



4.1



Related Work



In this part, we briefly discuss the work done so far in the literature in terms of achievable rate regions and diversity-multiplexing treadeoff (DMT) for the MIMO TWR problem. However, the closest recent information-theoretic approaches addressed the scenario where the two sides of the RS are both single MIMO nodes that seek bidirectional communication. This corresponds to a setting similar to our cellular one, but with full cooperation introduced among the single-antenna MSs to form a single MIMO node. We briefly survey the work addressing single MIMO pair, then investigate the possible extensions to our cellular setting and the gained insights which might facilitate answering the raised questions.



4.1.1



Achievable-rate regions



In the s-TWRC case, one-way (unidirectional) relaying suffers from a prelog factor of



1 2



in the rate expressions, due to the two hops needed for a relay to receive the mes-



sage from the source then forward to the destination. These two hops are dictated by the half-duplex RS assumption, in which reception and transmission periods should be time-orthogonal. In [3], a two-phase two-way relaying protocol was proposed, in which the bidirectional traffic of the two terminal nodes could be simultanuously supported by the RS. In this two-phase protocol, the two sides simultaneously transmit to the RS in the first phase, while they both receive from it in the second. Thus, while the



1 2



prelog factor still exists for each unidirectional rate, the channel sum-



rate is doubled compared to one-way relaying. This two-phase scenario was suitable 40



for the s-TWRC as the direct link between the two sides is not available, but it is not necessarily optimal for the ns-TWRC as direct links can possibly enhance sum rates when exploited through a more general communication scenario. Thus, achievable rate regions are protocol-dependent, and a protocol that captures and optimally tradeoffs all desirable characteristics, i.e., throughput and diversity, is not known in general. Also, rate regions are dependent of the employed relaying strategies, and it is not straightforward to claim that a relaying strategy dominates the rate region of another. In the following part, we get acquainted with the work done for the different combinations of relaying strategies and protocols. Amplify-and-Forward In [3], achievable rate region expressions for two-phase two-way AF were presented. It was shown that the sum rate of half-duplex two-way AF achieves the rate of fullduplex one-way AF. Thus, two-way relaying could solve the inefficiency introduced by the half-duplex nodes in terms of sum rate. However, this two-phase scenario does not necessarily utilize all the degrees of freedom in the system if a direct link was present between the two communicating sides, as the direct link cannot be exploited when half-duplex nodes are employed. Decode-and-Forward Achievable rate regions for DF were also considered in [3, 25, 26]. In [25], upper bounds and achievable rate regions were derived for three protocols which assumed two-, three- and four-phase communication protocols as shown in Fig. 4.1.1. The two, three- and four-phase protocols where called multiple access/broadcast (MABC), time-division/broadcast (TDBC), and hybrid broadcast (HBC). In MABC, shown in 41



Fig. 4.1(a), the two terminal nodes transmit to the RS in the first phase, while they simultaneously receive in the second phase. In 4.1(b), TDBC keeps the last broadcast phase of MABC as it is, but schedules the transmissions to the RS into two timeorthogonal slots, where a terminal transmits to the RS in the first phase, while the second terminal transmits in the second. Thus, this scenario allows terminal nodes to exploit the direct link between them. Finally, in 4.1(c), HBC captures the unique characteristics of the two, in terms of the separate and simultaneous transmissions of the source nodes, making it a more general scenario where MABC and TDBC are special cases. For MABC, the outerbound and achievable rate regions were found to meet, leading to the characterization of the capacity. Unlike MABC, the outer bounds of TDBC and HBC did not meet the achievable rate regions of the proposed schemes. It was noted that for the higher-phase scenarios, there exist achievable rates that lie outside the rate regions of the less-phase ones.
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Figure 4.1: MABC, TDBC and HBC communication scenarios



Although outer bounds for capacity regions in addition to achievable rate regions were derived for different two-way relaying strategies as previously mentioned, the
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previous work gave sets of expressions in terms of phase durations whose closure define the rate regions. As a result, despite the differences with our cellular setting, the maximum degrees of freedom in this half-duplex scenario was not explicitly given in terms of arbitrary N , NR and NB for ns-TWRC and s-TWRC for a general phase scenario.



4.1.2



Diversity-Multiplexing Tradeoff



In very recently published work [27, 23], diversity-multiplexing tradeoff (DMT) was considered in three-phase and four-phase communication scenarios, respectively. In [27], a DMT upper bound was derived for the three phase TDBC protocol for a general relaying strategy. Also, it was shown that CF achieves this upperbound only under some conditions. In [23], the authors derived optimal DMT expressions for the more general 4-phase HBC protocol, and a more general Nakagami-m fading direct link (which includes Rayleigh when m = 1). They showed that for certain ranges of m (when the direct link is less-stable than the source-relay links), TDBC cannot attain the optimal DMT, and that the MAC phase in HBC is necessary to achieve the optimal tradeoff. However, even for the four-phase HBC, there is no evidence that it models the most general DMT. For example, further tradeoff can be taken into account if two additional phases are added after the MAC phase. In these phases, the relay can consider fowarding to only one side while the other side assists it by transmitting redundant information. This could further tradeoff throughput with diversity by splitting the broadcast phase into a number of sub-phases. After the previous discussion, it follows that in order to characterize an upper bound on the degrees of freedom of our cellular setting, the approach should be
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independent of both the relaying strategy and communication protocol. Also, the derived expressions have to be in terms of phase durations, where optimization over them should follow to get the upperbound.



4.2



Open Questions and Chapter Contribution



4.2.1



Open Questions



1. Our original question is still valid, which is stated as follows. For the considered cellular setting, what are the maximum DoF that can be attained in general T phase scenarios for arbitrary N , NR and NB and arbitrary relaying strategy in both separated and non-separated cases. This would require finding expressions in terms of phase durations followed by the optimization over these duration to maximize the DoF. 2. As mentioned in the related work section, the surveyed results considered the bidirectional communication of a single MIMO pair with the possible assistance of a MIMO RS. A natural question is whether these rate regions and DMT results can be directly extended to the considered cellular setting, where full cooperation between antennas of one side is broken to form a number of singleantenna MSs instead. This introduced distributed nature would prevent any possible coding accross antennas (MSs), which could alter the results. 3. If we consider a more general T -phase scenario instead of the four-phase HBC one, another question is whether it is possible to attain higher optimal DMT points that dominate their TDBC and HBC counterparts for the single MIMO pair scenario, as well as to generalize to the cellular one.
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4.2.2



Contribution



In the rest of the chapter, we address the first question regarding the system DoF. We start from a more general six-phase scenario, that we will discuss shortly, and attempt to answer the questions which arose through the previous chapter. On the one hand, we investigate whether an introduced MIMO RS can increase the maximum DoF over another case when it is absent. This question was tackled before in the work done by Cadambe and Jafar in [28] in the context of the K-user interference channel and the S × R × D X-channel. It was shown that a RS cannot increase the DoF in these scenarios. Following the same trend, we answer this question in the context of cellular two-way channels. On the other hand, we analyze the DoF-optimality of the two-phase space alignment (SA) protocol in [16, 22] in both s-TWRC and ns-TWRC for arbitrary number of RS and BS antennas and number of MSs in the system. Finally, we show that the maximum achievable DoF in the ns-TWRC can be attained by its s-TWRC counterpart only for certain configurations of antenna numbers.



4.3 4.3.1



System Model Assumptions



We consider a cellular MIMO TWR setting as depicted in Fig. 4.2. As the previous chapter, N MSs, each equipped with single-antenna, seek bidirectional communication with a MIMO BS. Thus, the BS has N messages to deliver each to one of the N MSs, while each MS has a message to send to the BS. These N bidirectional sessions can be possibly assisted by a MIMO RS. The BS and RS are equipped with NB and NR antennas, respectively. All network nodes are assumed to operate in the half-duplex 45
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Figure 4.2: System Model



mode, i.e., each node can either transmit or receive at any time instant but cannot do both simultaneously. Throughout the following chapters, we will refer to the set of MSs, RS and BS by the letters M, R and B. H [R,B] ∈ CNR ×NB and H [R,M] ∈ CNR ×N are the MIMO channel matrices from B and M to R, respectively, with circular complex Gaussian components of unit variance. Similarly, H [B,R] ∈ CNB ×NR and H [M,R] ∈ CN ×NR are the channel matrices from R to B and M. In general, a direct link may or may not exist between the BS and each of the MSs, i.e., channel can be either separated or non-separated. In this chapter, we address the two extreme cases; either all MSs have direct link with the BS, or the direct link is not available for all of them. At the beginning of each chapter/section, we will mention the status of the direct channel either being active or down. In case a direct link is available, H [B,M] ∈ CNB ×N and H [M,B] ∈ CN ×NB denote the direct uplink and downlink MIMO channels, respectively. All channels 46



are assumed to be quasi-static, i.e., constant over the period through which the N message pairs are exchanged. Global channel state information (CSI) is available at both the RS and BS, while each MS knows only its own channel. Next, we formally describe the communication scenario employed throughout the chapter.



4.3.2



Communication scenario



We assume the communication period over which all the 2N messages are exchanged is of unit time duration. We further assume it is split into T communication phases, where each phase t has a time duration ∆t that hosts a proportional numPT ber of channel uses, and t=1 ∆t = 1. Since half-duplex nodes are assumed, we will have to determine for each node whether it is allowed to transmit or receive at each communication phase. In this chapter, we approach the given scenario in the asymptotics of high SNR rather than sufficiently large block lengths. Hence, we keep only the phase index, consider the phase duration and drop the channel use index for simplicity of notation. At each channel use for a given communication phase t, [M]



[B]



the encoded symbols of the ith signal pair are denoted by st,i and st,i , respectively, [B]



[M]



N that are drawn from unit variance codebooks. {st,i }N i=1 and {st,i }i=1 are stacked, [B]



respectively, into the N × 1 vectors st



[M]



and st .



An average transmit power constraint per channel use, SNR, is imposed on each of M and B. Since we primarily focus on asymptotics of high SNR, any non-zero transmit power portion would go to infinity as SNR tends to infinity. Thus, the definition of a precise power allocation scheme among the multiple communication sessions originating from each transmitting side, i.e., M or B, is not of significant impact on our approach in case interference nulling is guaranteed at each receiving
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node. For simplicity of notation, we assume simple equal power allocation among the individual signals, i.e., the transmit signal power per each of the N sessions is equal to



SNR . N



Since the BS has multiple antennas, and assuming the knowledge of global CSI, transmit beamforming can be employed with the power budget taken into account. Thus, if allowed to transmit at the tth communication phase, the BS transmit signal would be given by
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xt =



N X
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[B] [B]



ω i st,i = W [B] st



(4.1)



i=1



where W



[B]



[B]



∈ CNB ×N is the BS transmit beamforming matrix, with ω i



as its ith



column. Also, if allowed to transmit at phase t, the MSs transmit signal would be given by, [M]



where p[M]



[M]



xt = p[M] st q is a scalar that is set to SNR to satisfy the power constraint. N



(4.2)



The RS can only assist the bidirectional communication of the two sides, and does not have any own messages to transmit. Thus, transmit signal of R at phase t, denoted [R]



by xt , is obtained through general processing of its received signals in phases prior to t. As R has multiple antennas, this processing may include the employment of receive/transmit beamforming, depending on the adopted relaying strategy. Also, a transmit power constraint, SNR, is imposed on R. In respective sections, we will formally define the employed processing at R. We consider scheduling the transmissions among three groups; M, R and B. For instance, if M is said to transmit at a given communication phase, we mean that all 48



MSs are allowed to transmit simultaneously in this phase. Further scheduling can be employed inside each group when necessary. At a given communication phase, either one or two groups are allowed to transmit simultaneously, but not the three of them. This is due to the half-duplex assumption, as having all groups to transmit at the same time would prevent any successful reception, leading to wasting the time slot. When only one group, I ∈ {M, R, B}, is allowed to transmit at phase t, the received signal at group K ∈ {M, R, B} \ {I} is given by [K]



yt [M]



where nt



[R]



[I]



[K]



= H [K,I] xt + nt



(4.3)



[B]



∈ CN , nt ∈ CNR , and nt ∈ CNB are the noise vectors at the M, R and



B, respectively, with independent and identically distributed (i.i.d.) circular complex AWGN components of unit variance. Further, if two groups transmit, the received signal would be given by [K]



yt



[I]



[J]



[K]



= H [K,I] xt + H [K,J] xt + nt



(4.4)



where I ∈ {M, R, B}, J ∈ {M, R, B} \ {I} and K ∈ {M, R, B} \ {I, J}.



4.3.3



Degrees of Freedom



In a given channel that supports a sum rate, R(SNR), which scales with SNR, it is said to attain a maximum multiplexing gain, or degrees of freedom, d, that is given by d =



R(SNR) SNR→∞ log(SNR) lim



(4.5)



and thus, the asymptotic capacity of the channel in the high SNR regime can be written as C = d log(SNR) + o (log(SNR)) 49



(4.6)



This definition of the degrees of freedom follows that in [7, 8].



4.4



DoF in non-separated Two-Way Relay Channels
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Figure 4.3: 6-phase communication model for ns-TWRC



In this section, we consider the cellular TWR setting shown in Fig. 4.2 in the presence of the BS-MSs direct link, i.e., BS and MSs are not physically separated. Thus, we consider both the direct link signal component between the terminal nodes, and the relayed component through the RS. For this setting, we introduce the following theorem. Theorem 1 For the complex Gaussian half-duplex ns-TWRC setting shown in Fig. 4.2, the total system DoF is given by min {N, NB }, regardless of the number of RS antennas, NR . Next, we present the converse and achievability proofs for Theorem 1.
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4.4.1



Converse Proof for Theorem 1



In this part, we show that min {N, NB } forms an upper bound to the system DoF. First, we allow full cooperation among the N single-antenna MSs to form a single N -antenna node, M. Thus, we consider a single-pair MIMO TWR scenario where two MIMO nodes, M and B, establish a bidirectional communication session in the presence of a MIMO relay node R. Nodes M, B and R are equipped with N , NB and NR antennas, respectively. Since cooperation cannot decrease the degrees of freedom, an upper bound in this setting will also serve as an upper bound to another cellular setting where node M is split into N single-antenna nodes. To get an upper bound for the single-pair MIMO ns-TWRC, we assume a general 6-phase communication scenario as shown in Fig. 4.3. Each phase t has a duration of P ∆t , where 6t=1 ∆t = 1. In the first three phases, R is said to operate in the listening mode, where either one of the two sides or both transmit. In the next three phases, R enters the assistance mode, in which it forwards functions of the signals it received to one or both sides. More specifically, in the first (second) phase, M (B) transmits, while both R and B (M) listen. In the third phase, both M and B are allowed to transmit to R. R enters the assistance mode in the fourth (fifth) phase by forwarding to M (B) with the simultaneous new transmissions from B (M). Finally, R forwards to both sides in the sixth phase. Received signals in phases 1, 2 and 6 are given by (4.3), while they are given by (4.4) in phases 3, 4 and 5. This general scenario can model any arbitrary half-duplex single-pair MIMO two-way communication scenario between B and M in the presence of R. Here, we get a simple upper bound to the total degrees of freedom in the system by considering the sum of upper bounds of the unidirectional sessions that can be 51



supported through this 6-phase scenario. We denote the rate from M to B, the uplink channel, by RM→B . Similarly, the rate from B to M, downlink channel, is denoted by RB→M . Further, we denote the rate originating from node J and arriving at node J by RJ→ and R→J , respectively, where J ∈ {M, B}. Similar notations are used for the degrees of freedom after applying the definition in (4.5). From the cut-set theorem in [29], we can get the following upper bounds on the unidirectional sessions:



dM→B ≤ min {dM→ , d→B }



(4.7)



dB→M ≤ min {dB→ , d→M }



(4.8)



In the following lines, we derive an upper bound to each of dM→ , d→B , dB→ and d→M in terms of phase durations {∆t }6t=1 and arbitrary number of antennas N , NB and NR . We start by dM→ . From the 6-phase communication scenario, we notice that M is able to transmit only in phases 1, 3 and 5. Thus, the rate originating from M should be bounded as follows:



    [M] [R] [B] [M] [R] [B] RM→ ≤ ∆1 I x1 ; y 1 , y 1 + ∆3 I x3 ; y 3 | x3   [M] [B] [R] +∆5 I x5 ; y 5 | x5



(4.9)



where the number in the subscript denotes the phase index. For the first mutual information expression, lumping the nodes R and B together ˜ with NR + NB antennas, we get the following upper bound into one MIMO node B 52
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 (4.10)



This corresponds to an N × (NR + NB ) MIMO point-to-point channel, where the maximum number of degrees of freedom is known to be min {N, NR + NB }. Also, for the remaining two conditional mutual information expressions in (4.9), we can cancel the given interference term from (4.4) with the knowledge of global CSI.



  [M] [M] [R] I x3 ; H [R,M] x3 + n3   [M] [M] [B] I x5 ; H [B,M] x5 + n5



  [M] [R] [B] I x3 ; y 3 | x3 =   [M] [B] [R] I x5 ; y 5 | x5 =



(4.11) (4.12)



It is clear that the mutual information expressions in (4.11) and (4.12) are of N × NR and N × NB MIMO point-to-point channels, respectively. Hence, substituting with (4.10), (4.11) and (4.12) in (4.9), and applying the degrees of freedom definition in (4.5), an upper bound to the degrees of freedom originating from M can be given by



dM→ ≤ ∆1 min {N, NR + NB } + ∆3 min {N, NR } +∆5 min {N, NB }



(4.13)



Similarly, we can get upper bounds for d→B , dB→ and d→M to be as follows,
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d→B ≤ ∆1 min {N, NB } + ∆5 min {N + NR , NB } +∆6 min {NR , NB }



(4.14)



dB→ ≤ ∆2 min {NB , N + NR } + ∆3 min {NB , NR } +∆4 min {NB , N }



(4.15)



d→M ≤ ∆2 min {NB , N } + ∆4 min {NB + NR , N } +∆6 min {NR , N }



(4.16)



Each of the previous upperbounds can be expressed as a single min expression with 8 arguments, resulting from the available 23 addition combinations. Now, an upper bound to the total degrees of freedom can be put as follows



dM→B + dB→M ≤ min {dM→ , d→B } + min {dB→ , d→M } = min {dM→ + dB→ , dM→ + d→M , d→B + dB→ , d→B + d→M }



(4.17)



Each of the previous four upperbound arguments contains 82 = 64 terms resulting from the addition of each of the 8 arguments of the first min expression to each of the 8 arguments of the second. Now, we have 4(82 ) = 256 upper bounds that are functions of phase durations and number of antennas. To get the tightest upper bound, we need to optimize over the phase durations to maximize the least term. However, we can get around this complex task through the following observation. From the upper bounds of dM→ + d→M , we
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 P6 observe that we can get a term that is equal to i=1 ∆i N = N . Also, from  P6 d→B + dB→ , we get i=1 ∆i NB = NB . Thus, the following upper bound is true



dM→B + dB→M ≤ min {N, NB , S}



(4.18)



where S is a set that holds the remaining 254 upper bounds. Now, if we prove that min {N, NB } is achievable, this proves that min {N, NB } represent the total DoF. We discuss the achievability through the next section.



4.4.2



Achievability Proof for Theorem 1



We move back to the distributed scenario of MSs, and mention a simple proof sketch for the achievability of min {N, NB } DoF. Since a direct link is available between B and M, we can actually achieve min {N, NB } DoF by ignoring the RS assistance, i.e., by considering only phases 1 and 2, where ∆1 + ∆2 = 1. In this scenario, neglecting the signal overheard by R, the direct uplink channel in phase 1 is a MIMO MAC channel [8]. With the employment of simple receive zeroforcing beamforming at B, and as the channel coefficients are drawn randomly, it is easy to show that min {N, NB } DoF are achievable in the high SNR regime due to the fact that H [B,M] ∈ CNB ×N is full rank almost surely. In a similar way, the direct downlink channel is a vector BC channel [30, 31, 32], with H [M,B] ∈ CN ×NB full rank. Using global CSI, transmit zeroforcing beamforming can be applied to guarantee interference nulling at the MSs based on the available number of BS antennas, and thus, min {N, NB } DoF are achievable. Accordingly, any time sharing policy between the uplink and downlink would also lead to the achievability of min {N, NB } DoF, and this completes the sketch of the proof. 55



4.5



DoF in separated Two-Way Relay Channels



In this section, we consider the same scenario but when the BS and the MSs are separated, i.e., direct link is not available. From a DoF perspective, there is no incentive in this case to let only one side transmit while keeping the other side idle. This leads to ignoring phases 1 and 2, while keeping phase 3 in the 6-phase scenario of Fig. 4.3. Also, due to the half-duplex assumption in addition to the absence of the direct link, a source node can neither tranmit to R, nor assist it while it is forwarding to the other side. Thus, it naturally stays in the reception mode, leading to ignoring phases 4 and 5, and keeping phase 6. This leads us to the well-known two-phase communication scenario, where ∆1 = ∆2 = ∆4 = ∆5 = 0, ∆3 = ∆ and ∆6 = 1 − ∆. In the multiple access (MAC) phase, the BS and the MSs are allowed to transmit simultaneously to the RS. In the following broadcast (BC) phase, the RS forwards to both sides. In this two-phase scenario, we introduce the following theorem. Theorem 2 For the complex Gaussian half-duplex s-TWRC setting shown in Fig. 4.2, with direct links ignored between M and B, the total system DoF is given by min {N, NR , NB }.



4.5.1



Converse Proof for Theorem 2



In this proof, we follow a similar approach to that in the ns-TWRC. Also, it is worth mentioning that this derivation follows similar footsteps to those of [22]. Thus, we introduce full cooperation among the N single-antenna MSs to form a single N antenna node, M. Now the system boils down to only two multiple antenna nodes, M and B, where bidirectional communication is sought among them only through R.
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We first find upper bounds on the uplink and downlink sum-rates. Next, we apply the DoF definition in 4.5 to the obtained upper bound expressions in order to get an upper bound to the DoF of the uplink and downlink traffic. From the cut-set theorem in [29], and assuming the M-B direct links cannot be exploited, the following upper bounds can be imposed on the downlink sum-rate and uplink sum-rate, respectively. n    o [B] [R] [M] [R] [M] min ∆3 I x3 ; y 3 | x3 , ∆6 I x6 ; y 6 n    o [M] [R] [B] [R] [B] min ∆3 I x3 ; y 3 | x3 , ∆6 I x6 ; y 6



RB→M ≤ RM→B ≤



(4.19) (4.20)



Due to symmetry in both expressions, we will only consider the downlink sumrate inequality in the following steps. Similar expressions for uplink can be deduced accordingly. First, with knowledge of global CSI, the first mutual information term can be written as follows,



    [B] [B] [R] [B] [R] [M] = I x3 ; H [R,B] x3 + n3 I x3 ; y 3 | x3



(4.21)



At this point, we apply the definition of the DoF in the asymptotics of high SNR to the obtained upper bounds. For downlink, the total DoF can be expressed as dB→M ≤ max min {∆ min {NB , NR } , (1 − ∆) min {N, NR }} ∆



(4.22)



In a similar way, the degrees of freedom for the uplink communication can be shown as 57



dM→B ≤ max min {∆ min {N, NR } , (1 − ∆) min {NB , NR }} ∆



(4.23)



From the individual upper bounds on the downlink and uplink degrees of freedom in (4.22) and (4.23), we can get an upper bound on the total system degrees of freedom, dtot = dB→M + dM→B , to be dtot ≤ max min {∆ min{NB , NR }, (1 − ∆) min{N, NR }} ∆



+ min {∆ min{N, NR }, (1 − ∆) min{NB , NR }} = max min {∆A, (1 − ∆) A, N, NB , NR } ∆



(4.24)



where A = min {NB , NR } + min {N, NR } = min {NB + N, NB + NR , N + NR , 2NR } It is clear from the last expression that at ∆ = 12 ,



A 2



(4.25)



is not a limiting term in the



minimum expression, and thus the expression is not a function of A. Thus, the upper bound boils down to



dB→M + dM→B ≤ min {N, NB , NR }



4.5.2



(4.26)



Acievability Proof for 2



Without loss of generality, we take the special case when NB = NR = N = min {N, NB , NR }. If min {N, NB , NR } degrees of freedom are achievable in this scenario, then a greater or equal number of degrees of freedom can be achieved for 58



NB , NR , N ≥ min {N, NB , NR }. From the converse proof, since the maximum number of degrees of freedom in this scenario is equal to min {N, NB , NR } for arbitrary NB , NR , N , the achievable degrees of freedom will be then exactly equal to min {N, NB , NR }. We also assume that ∆3 = ∆6 = 12 . To prove achievability, we show that ∀i ∈ {1, 2, . . . , N }, the ith pair uplink and downlink DoF di→B = di←B =



1 2



can be simultaneously achieved via space align-



ment for network coding MAC followed by network-coding-aware interference nulling beamforming BC [22]. For min {N, NB , NR } = N degrees of freedom to be achievable, taking into account the prelog factor of



1 2



introduced by the two channel hops needed,



the 2N signals have to be simultaneously transmitted and forwarded in the MAC and BC phases, respectively. However, since the RS signal space is N -dimensional, the 2N signals cannot be spatially separated. This motivates the use of network-coding based two-way relaying techniques such as physical layer network-coding [4], analog network coding [5] or compute-and-forward [33], which allow for the following. Instead of separating 2N individual signals at the RS, one can attempt to separate N linear equations, where the ith equation is only a function of the two encoded messages for the ith pair, i ∈ {1, 2, . . . , N }. At this point, the mentioned two-way relaying techniques can be used to map each linear function to an encoded message to be forwarded to the two pair partners. Leveraging the side information at the terminal node, which is its own previously transmitted message in the MAC phase, the received message can be mapped back to the desired one sent by its partner. If the RS forwarded message is received with arbitrarily small probability of error, one can guarantee a small overall probability of error that can be brought down to zero by increasing SNR. This will be explained in the following sections. 59



MAC phase We go back to our distributed scenario, where we have N single-antenna MSs. Thus, beamforming is allowed at the BS, but not the MSs. Since the elements of H [R,B] are randomly drawn from a continuous distribution, n o H [R,B] is almost surely full rank. Consequently, span H [R,B] is the whole complex N -dimensional space. On the other hand, as each MS is equipped with single-antenna, oN n [R,M] beamforming is not possible in the uplink and hence the directions of hi i=1



cannot be adjusted. In order to accommodate the 2N signals in the N -dimensional signal space, space-alignment [22, 16] is employed. With our assumption of equal transmit power allocation among N BS beamforming vectors, the ith BS beamforming vector can be expressed as



[B] ωi



=



[B] βi







H



[R,B]



−1



[R,M]



hi



∀i ∈ {1, 2, . . . , N }



(4.27)



[R,M]



is the ith column of H [R,M] , which corresponds to the SIMO channel n oN [B] between the ith MS and the RS. Also, βi are scalars that we adjust such that



where hi



i=1



equal power allocation is maintained among all BS beamforming vectors. Thus, for [B]



the ith beamforming vector, βi



is given by, √



[B] βi



=√



SNR







−1 



[R,M] [R,B]



N hi



H 



The RS received signal is then given by y



[R]



=



N X



[R,M]



hi



i=1 [R,M]



=H







[B] [B]



[M]



βi si + p[M] si



s + n[R] 60







+ n[R]



(4.28)



[B] [B]



where s ∈ CN is a column vector with βi si



[M]



+ p[M] si



as its ith element, i ∈



{1, 2, . . . , N }. Here, a regenerative relaying strategy is assumed at the RS. At high SNR, zeroforcing reception is optimal. Therefore, Rx-ZFBF matrix C [R] ∈ CN ×K is employed  −1 at the RS to distill s, where C [R] = H [R,M] . [B]



[M]



Using lattice coded {si , si }N i=1 , or with the employment of modulation schemes [R]



that satisfy the PNC mapping principle in [4], a set of streams {si }N i=1 can be [R]



[B]



obtained. The ith element in the mentioned set, si , is a function of both si



and



[M]



si . BC phase Tx-ZFBF is employed at the RS such that all cross-pair interference is eliminated at each MS, taking into account the power constraint. Thus, the RS beamforming matrix is given by, r W [R] =



−1 [M,R] H SNR 



[M,R] N H 







(4.29)



F



At this point, Rx-ZFBF is employed at the BS to distill s[R] . Thus,  −1 C [B] = H [B,R] W [R]



(4.30)



ZF is optimal at infinite SNR, which guarantees perfect reception. It is straightforward to notice that each MS managed to exploit a half DoF by successfully transmitting over half of the unit duration communication period, while its message is forwarded in the second half. It is also the case for downlink. Thus,



2N 2



= N DoF



are achievable via SA. Since N was assumed to be equal to min {N, NR , NB }, this meets with the upper bound derived in the converse proof, and hence proves that 61



the maximum achievable DoF in s-TWRC is exactly equal to min {N, NR , NB }. It is worth mentioning here that if NR 6= min {N, NR , NB } then the maximum achievable DoF of the ns-TWRC counterpart can be attained via SA as well. Same results could have been obtained if a non-regenerative relaying strategy was employed instead. In this case, a processing matrix W [R] ∈ CNR ×NR would have been applied directly at the received vector y [R] to obtain x[R] . This W [R] has the special structure U ΣV , where V and U are receive and transmit ZFBF matrices like those mentioned before, while Σ is a diagonal equal power allocation matrix that takes the RS transmit power budget into account.



4.6



Discussion



Through our findings in this chapter, we can conclude the following 1. For ns-TWRC: • Max supported DoF in the proposed six-phase scenario for a general relaying strategy is given by min {N, NB }. • A two-phase MABC scenario can be DoF-limiting, where [min {N, NB } − NR ]+ DoF can go unutilized compared to a time-scheduled uplink-downlink scenario. 2. For s-TWRC: • Max supported DoF is given by min {N, NB , NR }. • The max supported DoF in ns-TWRC can be attained when NR ≥ min {N, NB } using the two-phase SA scheme.
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CHAPTER 5



CONCLUSION AND FUTURE WORK



5.1



Conclusion



In this thesis, multiuser MIMO two-way relaying was studied in the context of half-duplex cellular settings. This setting is composed of N single-antenna MSs, an NB -antenna BS and an NR -antenna RS that can possibly assist the bidirectional communication. In infinite SNR regimes, it was shown that the two-phase space alignment (SA) scheme in [16, 22] can achieve the maximum degrees of freedom (DoF) of the channel in certain channel settings. More specifically, SA is shown to be DoFoptimum in two cases. The first one is when there is no direct link between the BS and the set of MSs, where all traffic can only pass through the RS, and in this case SA is DoF-optimum for all possible values of NR . As a second case, SA is DoFoptimum when a direct link is available provided that the RS is not the bottleneck of the channel DoF, i.e., NR ≥ min {N, NB }. However, when NR < min {N, NB } in the presence of a BS-MSs direct link, this two-phase MABC scenario limits the achievable DoF to NR , leading to a min {N, NB } − NR DoF loss. Also, it was shown that in ns-TWRC, an introduced MIMO RS cannot increase the DoF over a scenario that time schedules uplink/downlink traffic regardless of the number of RS antennas. 63



On the other hand, the introduction of a MIMO RS definitely increases the DoF when a a direct link is not available. In finite SNR regimes, we proposed a novel power allocation and beamforming design algorithm for the two-phase communication scenario that outperforms the SA technique in terms of BER given the same number of channel degrees of freedom.



5.2



Potential Directions for Future Work



• Through the proposed 6-phase scenario, we can seek more generalization of the single MIMO pair achievable rate regions and DMT results. Also, the generalization to our cellular setting would be of significant interest. • In addition, in finite SNR regimes with higher linear modulation schemes, PNC mappings can follow from [4]. However, it would be interesting to investigate the decision rules required for these many-to-one mappings in fading channels. Also, we can consider the design of optimized constellations for PNC-based TWR following the footsteps of [34]
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NOTATION



x x X XT XH X† tr{X} |x| kxk R C Rn Rm×n Cn Cm×n E {.} < {.} = {.} In max {x, y} min {x, y} [x]+ ⊕



scalar vector matrix matrix transpose of X complex conjugate transpose of X pseudo inverse of X Trace of X absolute value of x Euclidean norm of vector x set of real numbers set of complex numbers set of real n-vectors set of real m × n matrices set of complex n-vectors set of complex m × n matrices Expected value real part imaginary part n × n identity matrix maximum of x and y minimum of x and y max {x, 0} exclusive OR
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ACRONYMS



AF ANC AWGN BC BER BF BS CDMA CF CSIR CSIT CSI DF DL DMT DNF DoF FDMA HBC MABC MAC MIMO MISO MMSE MSE MS NC OWR PNC QF QoS RS Rx-ZFBF SA



Amplify-and-Forward Analog Network Coding Additive White Gaussian Noise Broadcast Bit Error Rate Beamforming Base Station Code Division Multiple Access Compress-and-Forward Receive Channel State Information Transmit Channel State Information Channel State Information Decode-and-Forward Downlink Diversity Multiplexing Trade-off Denoise-and-Forward Degrees of Freedom Frequency Division Multiple Access Hybrid Broadcast Multiple Access Broadcast Multiple Access Multiple-Input Multiple-Output Multiple-Input Single-Output Minimum Mean Square Error Mean Square Error Mobile Station Network Coding One-way Relaying Physical-layer Network Coding Quantize-and-Forward Quality of Service Relay Station Receive Zero Forcing Beamforming Space Alignment 67



SDMA SINR SNR SOCP TDBC TDMA TWRC TWR Tx-ZFBF UL XOR ZF i.i.d. ns-TWRC s-TWRC



Space Division Multiple Access Signal-to-Interference plus Noise Ratio Signal-to-Noise Ratio Second Order Cone Programming Time Division Broadcast Time Division Multiple Access Two-way Relay Channel Two-way Relaying Transmit Zero Forcing Beamforming Uplink Exclusive OR Zero Forcing Independent and Identically distributed non-separated Two-way Relay Channel separated Two-way Relay Channel
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