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Abstract. The IEEE standardized Property Specification Language, PSL for short, extends the well-known linear-time temporal logic LTL with so-called semi-extended regular expressions. PSL and the closely related SystemVerilog Assertions, SVA for short, are increasingly used in many phases of the hardware design cycle, from specification to verification. In this paper, we extend the common core of these specification languages with past operators. We name this extension RTL. Although all ω-regular properties are expressible in PSL, SVA, and RTL, past operators often allow one to specify properties more naturally and concisely. In fact, we show that RTL is exponentially more succinct than the cores of PSL and SVA. Furthermore, we present a translation of RTL into language-equivalent nondeterministic B¨ uchi automata, which is based on novel constructions for 2-way alternating automata. Our translation has almost the same worst-case complexity in terms of the size of the resulting nondeterministic B¨ uchi automata as the existing translations for PSL and SVA. Consequently, the satisfiability and the model-checking problem for RTL fall into the same complexity classes as the corresponding problems for PSL and SVA. From the translation it also follows that the blowup of translating RTL formulas into initially equivalent PSL/SVA formulas is at most triply exponential.
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Introduction



The industry standardized temporal logics PSL [1] and SVA (the assertion language of SystemVerilog [2]) are increasingly used in the hardware industry to formally express, validate, and verify the requirements of circuit designs. The linear-time core of PSL extends the well-known linear-time temporal logic LTL with semi-extended regular expressions (SEREs), which are essentially regular expressions with an additional operator for expressing the intersection of languages. The core of SVA can be seen as a subset of PSL.3 The prominence of PSL and SVA in industry over other specification languages like LTL [23], µLTL [4], and ETL [28] is that PSL and SVA balance well the competing needs ? ??
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Partly supported by the Swiss National Science Foundation (SNF). Due to space limitations, most proofs have been omitted. These can be found in an extended version of the paper, which is available from the authors’ webpages. For the ease of exposition, we identify, similar to [5, 7, 9, 24], PSL and SVA with their respective cores. In particular, the cores are “unclocked,” they do not contain local variables (which are not part of the PSL standard), and their semantics is only defined over infinite words.
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of a specification language like expressiveness, usability, and implementability [3]: all ω-regular languages are expressible in PSL/SVA, specifications in PSL/SVA are fairly easy to read and write, and relevant verification problems (e.g. model checking) for PSL/SVA are automatically solvable in practice. Although temporal operators that refer to the past have been found natural and useful when expressing temporal properties [9, 10, 16, 20, 21], the PSL and SVA standards support temporal past operators only in a restrictive way. This design choice has already been made for the predecessor ForSpec [3] of PSL/SVA and has been justified by the argument that handling “arbitrary mixing of past and future operators results in nonnegligible implementation cost” [3]. One reason for this belief is that in the automata-theoretic approach to model checking [27], one uses 2-way automata to deal with past and future operators rather than 1-way automata when only future operators are present. The nowadays used automata constructions for 2-way automata are more involved than the corresponding ones for 1-way automata. For instance, with the state-of-the-art construction in [16], we can translate a 2-way alternating B¨ uchi automaton with n states into a language-equivalent nondeterministic B¨ uchi automaton (NBA) 2 uchi automaton, we obtain with 2O(n ) states. For a given 1-way alternating B¨ with the Miyano-Hayashi construction [22] an NBA with only 2O(n) states. Nevertheless, in this paper, we give arguments in favor of extending PSL and SVA with past operators and we argue against this assumed additional implementation cost. In particular, one of our results shows that a restricted class of 2-way automata suffices and the additional cost for this class is small. In more detail, the content of the paper is as follows. We first propose an extension of PSL with past operators, which we name Regular Temporal Logic, RTL for short. RTL extends PSL by the standard past operators from lineartime temporal logic and by the corresponding past operators of the PSL/SVAspecific operators for SEREs. For example, the PSL/SVA-specific operator α„ϕ describes that a system trace fulfills from the current time point the pattern given by the SERE α and at the end the post-condition ϕ holds, where ϕ is a PSL/SVA formula. RTL additionally contains the corresponding counterpart α− „ ϕ. This describes that the pre-condition ϕ holds at some time point in the past and at that time point the system trace fulfills up to the current time point the pattern α. Note that the temporal operator α „ ϕ is closely related to the modality hαiϕ in dynamic logic [15]. However, PSL/SVA uses SEREs over state predicates and in dynamic logic, the expressions are over program statements. PSL, SVA, and RTL have the same expressive power: they all describe the class of ω-regular languages. However, RTL allows one to describe ω-regular languages more concisely than PSL and SVA. To show this, we establish a lower bound on the succinctness of RTL and SVA. We define a family of ω-regular languages and prove that these languages can be described in RTL exponentially more succinctly than in SVA. For the LTL-expressible properties, i.e, the ωregular languages that are star-free, we obtain as a byproduct that RTL is double exponentially more succinct than LTL, even when extended with the classical temporal past operators Y (yesterday) and S (since).
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Furthermore, we investigate the additional computational cost for solving the satisfiability problem and the model-checking problem for RTL. As for PSL and SVA, these problems are EXPSPACE-complete for RTL. In practice, the satisfiability problem and the model-checking problem for PSL and SVA are solved by using an automata-theoretic approach [5, 7, 9], translating a given formula into an NBA. With the standard automata constructions for PSL and 2n SVA, one obtains for a PSL/SVA formula of size n an NBA of size O(22·2 ) [5,7]. We present a novel construction for RTL that translates an RTL formula of size 2n n into an NBA of size O(23·2 ). Note that the upper bounds of the sizes of the resulting automata for PSL/SVA and RTL only differ by a small constant in the exponent despite the richer structure of RTL. Our translation is based on alternation-elimination constructions for restricted classes of 2-way alternating automata that were recently presented in [12] and which we further improve in this paper for the alternating automata that we obtain from our translation of RTL formulas into alternating automata. This construction can also be used to translate a given RTL formula into an initially equivalent SVA formula whose size is triple exponentially larger, not quite matching the lower bound mentioned above. One of these three exponentials is due to the fact that the resulting SVA formulas do not contain SEREs anymore, but only regular expressions. We point out that our translation for RTL into NBAs significantly improves over translations that we obtain when utilizing automata constructions that do not take the given special class of alternating automata into account. For instance, when using the state-of-the-art construction [16] for translating 2-way 4n 2n alternating automata into NBAs, one obtains an NBA of size O(24·2 +2 ), where n is again the size of the given RTL formula. Overall, the presented translation indicates that extensions of temporal logics with past operators can be handled with only a minor overhead in the automata-theoretic model-checking approach when adequate constructions for 2-way alternating automata are used.
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Preliminaries



Words and Trees. We denote the set of finite words over the alphabet Σ by Σ ∗ and the set of infinite words over Σ by Σ ω . The length of a word w ∈ Σ ∗ is written as |w| and ε denotes the empty word. For a finite or infinite word w, wi denotes the symbol of w at position i ∈ N, where we assume that i < |w| if w is finite. We write v  w if v is a prefix of the word w. For i, j < |w|, we write wi.. for the suffix wi wi+1 . . . and wi..j for the subword wi wi+1 . . . wj . A (Σ-labeled) tree is a function t : T → Σ, where T ⊆ N∗ satisfies the conditions: (i) T is prefix-closed (i.e., if v ∈ T and u  v then u ∈ T ) and (ii) if vi ∈ T and i > 0 then v(i − 1) ∈ T . The elements in T are called the nodes of t and the empty word ε is called the root of t. A node vi ∈ T with i ∈ N is called a child of the node v ∈ T . An (infinite) path in t is a word π ∈ Nω such that v ∈ T , for every prefix v of π. We write t(π) for the word t(π0 )t(π1 ) . . . ∈ Σ ω . Propositional Logic. We denote the set of Boolean formulas over the set P of propositions by B(P ), i.e., B(P ) consists of the formulas that are inductively
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built from the propositions in P and the connectives ∨, ∧, and ¬. For M ⊆ P and b ∈ B(P ), we write M |= b iff b evaluates to true when assigning true to the propositions in M and false to the propositions in P \ M . We write B + (P ) for the set of Boolean formulas in which the connective ¬ does not occur. Regular Expressions. The syntax of semi-extended regular expressions (SEREs) over the proposition set P is defined by the grammar α ::= ε | b | α ? α | α∗ , where b ∈ B(P ) and ? ∈ {∪, ∩, ;, :}. The language of an SERE over the proposition set P is inductively defined: (i) L(ε) := {ε}, (ii) L(b) := {w ∈ (2P )∗ | |w| = 1 and w |= α}, for b ∈ B(P ), (iii) L(β ? γ) := L(β) ? L(γ), for ? ∈ {∪, ∩, ;, :}, where L ; L0 := {uv | u ∈ L and v ∈ L0 } is the concatenation of L and L0 , and S L : L0 := {ubv | ub ∈ L and bv ∈ L0 with b ∈ 2P } the fusion, and ∗ (iv) L(β ) := n∈N Ln (β), where L0 := {ε} and Li+1 := L ; Li , for all i ∈ N. The size of an SERE is its syntactic length, i.e., ||ε|| := 1, ||b|| := 1, for b ∈ B(P ), ||β ? γ|| := 1 + ||β|| + ||γ||, for ? ∈ {∪, ∩, ;, :}, and ||β ∗ || := 1 + ||β||. Automata. In the following, we define 2-way alternating automata, which scan input words letter by letter with their read-only head. Let D := {−1, 0, 1} be the set of directions in which the read-only head can move. A 2-way alternating B¨ uchi automaton (2ABA) A is a tuple (Q, Σ, δ, qI , F ), where Q is a finite set of states, Σ is a finite nonempty alphabet, δ : Q × Σ → B + (Q × D) is the transition function, qI ∈ Q is the initial state, and F ⊆ Q is the acceptance condition. The size ||A|| of the automaton A is |Q|. A configuration of A is a pair (q, i) ∈ Q × N. Intuitively, q is the current state and the read-only head is at position i of the input word. A run of A on w ∈ Σ ω is a tree r : T → Q × N such that r(ε) = (qI , 0) and  0 0 (q , j − j) ∈ Q × D | r(y) = (q 0 , j 0 ), where y is a child of x in r |= δ(q, wj ) , for each node x ∈ T with r(x) = (q, j). For π := (q0 , i0 )(q1 , i1 ) . . . ∈ (Q × N)ω , we define Inf (π) := {q | q occurs infinitely often in q0 q1 . . . ∈ Qω }. A path π ∈ T in a run r is accepting if Inf (r(π)) ∩ F 6= ∅. The run r is accepting if every path in r is accepting. The language of A is the set L(A) := {w ∈ Σ ω | there is an accepting run of A on w}. The automaton A is 1-way if δ(q, a) ∈ B + (Q × {1}), for all q ∈ Q and a ∈ Σ. That means, A can only move the read-only head to the right. If A is 1-way, we assume that δ is of the form δ : Q × Σ → B + (Q). We call a 1-way automaton a nondeterministic B¨ uchi automaton (NBA) if its transition function returns a disjunction of states for all inputs. We view the transition function δ of an NBA as a function of the form δ : Q × Σ → 2Q . This means that clauses are written as sets. Note that a run r : T → Q × N of an NBA A on w ∈ Σ ω can be reduced to a single path π in r that is consistent with the transition function. Using standard terminology, we also call r(π) ∈ (Q × N)ω a run of A on w.
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Temporal Logics with Expressions and Past Operators



In this section, we extend LTL with SEREs and past operators. We call the extension Regular Temporal Logic, RTL for short. The cores of the two industrialstandard property-specification languages PSL [1] and SVA [2] are fragments of



On Regular Temporal Logics with Past w, i |= p w, i |= cl(α) w, i |= ϕ ∧ ψ w, i |= ¬ϕ w, i |= Xϕ w, i |= ϕ U ψ w, i |= α „ ϕ w, i |= Yϕ w, i |= ϕ S ψ w, i |= α − „ϕ



iff iff iff iff iff iff iff iff iff iff
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p ∈ wi ∃k ≥ i : wi..k ∈ L(α), or ∀k ≥ i : ∃v ∈ L(α) : wi..k  v w, i |= ϕ and w, i |= ψ w, i 6|= ϕ w, i + 1 |= ϕ ∃k ≥ i : w, k |= ψ and ∀j : if i ≤ j < k then w, j |= ϕ ∃k ≥ i : wi..k ∈ L(α) and w, k |= ϕ i > 0 and w, i − 1 |= ϕ ∃k ≤ i : w, k |= ψ and ∀j : if k < j ≤ i then w, j |= ϕ ∃k ≤ i : wk..i ∈ L(α) and w, k |= ϕ



Fig. 1. Interpretation of an RTL formula over P at a position i ≥ 0 of a word w ∈ (2P )ω .



RTL. The syntax of RTL over the set P of propositions is given by the grammar ϕ ::= p | cl(α) | ¬ϕ | ϕ ∧ ϕ | Xϕ | ϕ U ϕ | α „ ϕ | Yϕ | ϕ S ϕ | α − „ ϕ, where p ∈ P and α is an SERE over P . The semantics of RTL is given in Figure 1. A word w ∈ (2P )ω is a model of an RTL formula ϕ if w, 0 |= ϕ. The language of an RTL formula ϕ is L(ϕ) := {w ∈ (2P )ω | w, 0 |= ϕ}. The RTL formulas ϕ and ψ are initially equivalent if L(ϕ) = L(ψ). They are logically equivalent, written as ϕ ≡ ψ, if w, i |= ϕ ⇔ w, i |= ψ, for all i ∈ N and w ∈ (2P )ω . As for SEREs, we define the size ||ϕ|| of an RTL formula ϕ as its syntactic length. We define the following fragments of RTL. We call an RTL formula a PSL formula if it does not contain the operators Y, S, and − „. An LTL formula is a PSL formula that does not contain the operators cl and „. An SVA formula is a PSL formula that does not contain the operators cl, X, and U. The fragments PLTL and PSVA, which extend LTL and SVA, respectively, with past operators, are defined as expected. Note that RTL and PSL extended with the past operators Y, S, and − „ coincide. We use standard syntactic sugar, like the Boolean constants and connectives ff, tt, ∨, →, and we define ϕ R ψ := ¬(¬ϕ U ¬ψ), ϕ T ψ := ¬(¬ϕ S ¬ψ), Zϕ := Ytt → Yϕ. Moreover, for an RTL formula ϕ and an SERE α, we write α € ϕ for − − ¬(α „ ¬ϕ) and α− € ϕ for ¬(α− „ ¬ϕ). Note that the standard unary temporal operators can easily be defined in the respective fragment. For instance, for PSVA we define Gϕ := tt∗ € ϕ, Fϕ := tt∗ „ ϕ, Hϕ := tt∗ − € ϕ, and Oϕ := tt∗ − „ ϕ. Remark 1. In the PSL standard [1], we also have atomic formulas of the form ended(α) and prev(α), where α is an SERE. For instance, the word w satisfies ended(α) at position i iff there is a subword u of w that ends at i and u ∈ L(α). The operators ended and prev can be seen as restricted variants of the past operator − „. For instance, in RTL, if ε 6∈ L(α), ended(α) is syntactic sugar for α − „ tt, and tt otherwise. Observe that ended and prev can only be applied to SEREs, and in contrast to − „, it is not possible to define the classical past operators Y, H, and O with them. We also remark that the literature, e.g. [5, 7, 9, 17, 24] usually considers the essential core of the PSL standard to which the operators ended and prev do not belong. We follow this convention, i.e., the formulas in our fragment PSL of RTL do not contain ended(α) and prev(α). Finally, we remark that the automata constructions [5, 7] for PSL and SVA cannot cope with the operators ended and prev, which are handled by our construction in Section 4 for RTL.
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Example 2. A standard example for showing that the past operators of PLTL can lead to more intuitive specifications is G(grant → Orequest), i.e., every grant is preceded by a request [20]. An initially equivalent LTL formula is request R (¬grant ∨ request). Let us now illustrate the beneficial use of SEREs and past operators. Suppose that a request is not a single event but a sequence of events, e.g., a request consists of a start event followed eventually by an end event and no cancel event happens between the start and the end event. Such sequences are naturally described by the SERE (start ; tt∗ ; end ) ∩ (¬cancel )∗ . Using this SERE and the new past operator − „, we can easily express in RTL the property that every grant is preceded by a request:  G grant → ((start ; tt∗ ; end ) ∩ (¬cancel )∗ ) ; tt∗ − „ tt . (1) Note that according to the semantics of the operator − „, the end event has to happen before or at the same time as the grant event. Alternatively, we can express the property in PLTL as  G grant → O end ∧ ¬cancel ∧ Y(¬cancel S (start ∧ ¬cancel )) . (2) Although debatable, we consider that the RTL formula (1) is easier to understand than the PLTL formula (2). In SVA, we can express the property as norequest € ¬grant, where the SERE norequest describes  the complement of the language L tt∗ ; ((start ; tt∗ ; end ) ∩ (¬cancel )∗ ) ; tt∗ , that is, norequest := (a ∪ b ; d∗ ; c)∗ ; (c∗ ∪ b ; d), where a, b, c, and d are the Boolean formulas ¬start ∨ cancel , start ∧ ¬cancel , cancel , and ¬cancel ∧ ¬end , respectively. Note that in general, complementation of SEREs is difficult and can result in an exponential blowup with respect to the size of the given SERE. Example 3. Let us give another example to illustrate the usefulness of past operators, in particular, the operator − „. For N ≥ 1 and i ∈ {0, . . . , N − 1},consider the RTL formula ΦN,i := G send i → switch i ∩ (init ; (¬init)∗ ) − „ tt , where switch i counts the number of switch events modulo N , i.e., ∗ switch i := (¬switch)∗ ; switch ; . . . ; (¬switch)∗ ; switch ; {z } | N times (3) (¬switch)∗ ; switch ; . . . ; (¬switch)∗ ; switch ; (¬switch)∗ . {z } | i times



Intuitively, ΦN,i expresses the property that the process i is only allowed to send a data item if it possesses the token. The process i possesses the token iff i ≡ 0 mod N switch events occurred previously since the last init event. Note that this property is not expressible in LTL since it is not star-free. The negation of the PSL formula   S (¬init)∗ „ send i ∨ F init ∧ (tt ; (¬init)∗ ) ∩ ( j6=i switch j ) „ send i (4) is initially equivalent to ΦN,i . Note that the size of the formula (4) is quadratic in N , whereas the size of the formula (3) is only linear in N . In Section 5, we prove that PSVA is exponentially more succinct than PSL. In general, for writing specifications, RTL possesses the advantage of PLTL over LTL and the advantage of PSL/SVA over LTL, namely, additional operators for referring to the past and SEREs for describing sequences of events.
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From RTL to Nondeterministic Automata



In this section, we present a translation from RTL formulas into language-equivalent NBAs. Similar to the well-known translation for LTL formulas into NBAs, our translation comprises two steps: for a given RTL formula, we first construct an alternating automaton, which we then translate into an NBA. Throughout this section, we fix a finite set P of propositions. 4.1



From RTL to Loop-free and Locally 1-Way 2ABAs



In this subsection, we assume that ϕ is an RTL formula over P and ϕ is in negation normal form, i.e., the negation symbol ¬ only occurs directly in front of the atomic subformulas of ϕ. Note that every RTL formula ψ can be rewritten into a logically equivalent RTL formula in negation normal form over an extended language, where we use the additional Boolean connective ∨ and the additional operators R, T, Z, €, and − € as primitives. The size of the resulting formula is at most 2||ψ||. For rewriting a formula into negation normal form, we use the logical equivalences ¬¬γ ≡ γ, ¬Xγ ≡ X¬γ, ¬Yγ ≡ Z¬γ, and ¬Zγ ≡ Y¬γ. Due to space limitations, we do not provide the construction of the 2ABA Aϕ for the RTL formula ϕ here. Instead, we only briefly highlight the similarities and the differences to the standard constructions for LTL, PLTL, SVA, and PSL [5, 7, 14, 26]. The construction in [7] additionally handles SEREs with local variables. Our construction can easily be extended by this feature. However, for the ease of exposition, we focus here on how to handle the temporal past and future operators of RTL efficiently. As the standard construction for PSL [5], the state space of the 2ABA Aϕ consists of the subformulas of the given RTL formula and the states of the automata for the SEREs. We introduce a special symbol # to mark the beginning of the input word. With this symbol, Aϕ checks in a run whether the read-only head is at the first position of the input word. We need some auxiliary states for such a check. The new operators − € and − „ are then easily handled since Aϕ is alternating and 2-way. From the construction, we obtain the following lemmas. Lemma 4. The 2ABA Aϕ accepts the language {#w | w ∈ L(ϕ)}. Lemma 5. The 2ABA Aϕ has size at most 4 + 2||ϕ|| . The 2ABA Aϕ has some additional properties, which we exploit in Section 4.2 for constructing the NBA. Namely, Aϕ is loop-free [12, 14] and locally 1-way. Intuitively speaking, loop-freeness means that an automaton cannot visit a configuration twice on the same computation branch. Formally, it is defined as follows for a 2ABA B = (S, Σ, η, sI , E). Let Π(B) be the set of words of the form (s0 , j0 )(s1 , j1 ) . . . ∈ (S × N)ω such that (s0 , j0 ) = (sI , 0) and for all i ∈ N, there is some a ∈ Σ and a set M ⊆ S × Z with (si+1 , ji+1 − ji ) ∈ M and M is a minimal model of η(si , a), i.e, M  η(si , a) and M \ {c}  6 η(si , a), for all c ∈ M . The automaton B is loop-free if for all words π ∈ Π(B), there are no integers i, j ∈ N with i 6= j such that πi = πj . Recall that πi and πj are configurations, which consist of the current state and the current position of the read-only head. Lemma 6. The 2ABA Aϕ is loop-free.
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A 2ABA B = (S, Σ, η, sI , E) is locally 1-way if η(s, b) ∈ B + (S × {0, 1}) ∪ B (S × {−1, 0}), for every s ∈ S and b ∈ Σ. We remark that any 2ABA can be transformed into a language-equivalent 2ABA that is locally 1-way by doubling the state space. However, such a transformation is not needed for Aϕ , since Aϕ is already constructed in such a way that it is locally 1-way. +



Lemma 7. The 2ABA Aϕ is locally 1-way. 4.2



From Loop-free and Locally 1-Way 2ABAs to NBAs



In the following, we show how the alternating automaton from the previous subsection for an RTL formula in negation normal form can be translated into an NBA. The presented construction is based on an improvement of an alternationelimination construction from [12]. Here, we additionally exploit the fact that the given 2ABA is locally 1-way. Overall, for an RTL formula ψ, the resulting 2||ψ|| language-equivalent NBA has size O(23·2 ). With the construction in [12], we 2||ψ|| would obtain an NBA of size O(24·2 ). Another advantage of the new construction is that it avoids the explicit representation of an extended alphabet, which is used in one of the intermediate construction steps in [12] and which is of exponential size. The presented construction also allows for a symbolic implementation [11], which can be used in tools like NuSMV [8] for satisfiability and finite-state model checking. See [6] for such implementations and an evaluation of constructions for the special case of 1-way alternating B¨ uchi automata. Theorem 8. For a loop-free and locally 1-way 2ABA A, there is a languageequivalent NBA B of size O(|Σ| · 22||A|| ), where Σ is the alphabet of A. The intuition for the construction of Theorem 8 is as follows. For an input word w, the NBA B guesses a run r of A = (Q, Σ, δ, qI , F ) on w and checks whether this run is accepting. For this, as in [12,25], B represents r as a sequence of state sets R0 R1 . . . ∈ (2Q )ω , where each Ri contains the state q iff there is a path in r that visits (q, i). In the case where A is 1-way, each Ri consists of the states that occur in the ith level of the run r. Note that in the general case where A is 2-way, Ri might contain states that occur in different levels of r. For instance, Ri contains the states q and q 0 from different levels if r contains a path of the form (qI , 0) . . . (q, i) . . . (q 0 , i) . . . . Since A is locally 1-way, we can locally check whether such a sequence R0 R1 . . . represents a run of A on w. For doing so, B stores the set Ri+1 and the letter wi+2 after reading the ith letter of w. For a state q ∈ Ri with δ(q, wi ) ∈ B + (Q×{0, 1}), the set (Ri ×{0})∪(Ri+1 ×{1}) must be a model of δ(q, wi ). B checks this when reading the letter wi . For δ(q, wi ) ∈ B + (Q×{−1, 0}) and i > 0, (Ri−1 × {−1}) ∪ (Ri × {0}) must be a model of δ(q, wi ). B already checks this when it reads the (i − 1)th input letter by using the guessed letter wi . Additionally, B must check that every path in r visits configurations with an accepting state infinitely often. Since A is loop-free the run r is accepting iff there are indexes i0 < i1 < . . . such that each path in r that visits a configuration (q, ij ) visits a configuration with an accepting state before visiting (q 0 , ij+1 ), for every j ∈ N. Similar to the alternation-elimination construction by Miyano and
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Hayashi [22] for 1-way alternating B¨ uchi automata, B checks this property with an additional component in the state space and its set of accepting states. We obtain the following result by putting the two constructions together. Theorem 9. For any RTL formula ψ, there is a language-equivalent NBA C of 2||ψ|| size O(23·2 ). Proof. First, we transform ψ into a logically equivalent formula ψ 0 that is in negation normal of size 2||ψ||. Let Aψ0 be the 2ABA that we obtain from ψ 0 by the construction in Section 4.1. By the Lemmas 5, 6, and 7, Aψ0 is loop-free, locally 1-way, and ||Aψ0 || ≤ 4 + 22||ψ|| . By Lemma 4, Aψ0 accepts the language {#w | w ∈ L(ψ)}. By Theorem 8, we translate Aψ0 into a language-equivalent 2||ψ|| NBA B with O(23·2 ) states. From B, it is easy to obtain an NBA C with 2||ψ|| L(C) = L(ψ) and ||C|| ∈ O(23·2 ). t u We remark that the upper bound of the NBA in Theorem 9 can be improved by taking the number of distinct subformulas into account instead of the syntactic length of the given RTL formula. We omit such a refined analysis here. 4.3 Consequences of the Translation We conclude this section by proving some facts that follow from Theorem 9. Since SVA can already express all ω-regular languages, we have that RTL describes exactly the ω-regular languages. Moreover, SVA, PSL, and RTL share the same computational complexity. In particular, the satisfiability and the modelchecking problem for RTL are EXPSPACE-complete in general and PSPACEcomplete for RTL formulas with a bounded number of intersection operators. Another similarity between the logics is that they all have the small model property of doubly exponential size. In particular, there is a constant c > 0 such that 2||ϕ|| a satisfiable RTL formula ϕ has a model of the form uv ω with |uv| ≤ c · 23·2 . Since PSL/SVA and RTL describe the same class of properties, the question arises of their relative succinctness. The next theorem states an upper bound on the translation from RTL to SVA. Roughly speaking, for the proof, we translate an RTL formula into an NBA and then into an ω-regular expression, which we finally translate into an SVA formula. Theorem 10. For any RTL formula ϕ, there is an initially equivalent SVA formula of size 2O(2



22||ϕ||+2



)



and in which the intersection operator does not occur.



It is fair to ask whether the upper bound in Theorem 10 is optimal, i.e., whether there is a family of RTL formulas such that every initially equivalent family of PSL formulas must be triply exponentially larger. The result on the small model property shows that such a lower bound cannot be proved by comparing the model sizes (see, e.g., the Gap Lemma in [18]). We were only able to establish an exponential lower bound. This result is presented in the next section.



5



Succinctness Gaps



In this section, we prove an exponential succinctness gap between RTL and PSL/SVA, i.e., there is a family (Φn )n>0 of RTL formulas such that for every
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family (Ψn )n>0 of PSL or SVA formulas, if Ψn is initially equivalent to Φn for all n > 0, then ||Ψn || is exponential in ||Φn ||. In fact, our result is stronger since the formulas Φn that we define are just PSVA formulas. The proof of this succinctness result can easily be adapted to show that PSVA and, hence, RTL, is double exponentially more succinct than PLTL. Our proof for the succinctness gap between PSVA and SVA has a similar flavor as the proof in [21], which shows that PLTL is exponentially more succinct than LTL. However, our proof is more involved since we must take SEREs into account. In fact, the formulas in the family of PLTL formulas that is used in [21] are initially equivalent to SVA formulas of linear size. From this observation, we conclude that SVA is exponentially more succinct than LTL. Lemma 11. For every n > 0, there is an SVA formula Θn such that for any LTL formula Ξn , if L(Ξn ) = L(Θn ) then ||Ξn || ∈ Ω(2||Θn || ). Let us now turn to the succinctness gap between PSVA and SVA. For this, we first introduce so-called n-counting words, which can be defined in SVA by formulas of size O(n). In the following, let n > 0, Pn be the set {c0 , . . . , cn−1 , p, q} Pn of propositions, n the alphabet 2 . The n-value of the letter b ∈ Σn is P and Σ c0i 0 val n (b) := 0≤i 0, there is an SVA formula count n of size O(n) such that L(count n ) ⊆ Σnω is the language of n-counting words. An n-segment of a word w ∈ Σnω is a subword v = wi . . . wi+2n −1 such that i ≡ 0 mod 2n , for some i ∈ N. The n-segment v is initial if i = 0. For a proposition r ∈ P , the words u, v ∈ Σn∗ are r-equal if |u| = |v| and r ∈ ui ⇔ r ∈ vi , for all i ∈ N with i < |v|. Let Ln and L0n be the following languages: – Ln consists of the n-counting words w ∈ Σnω such that if an n-segment of w is p-equal to the initial n-segment w then they are also q-equal. – L0n consists of the n-counting words w ∈ Σnω such that if the n-segments u and v of w are p-equal then they are also q-equal. Lemma 13. For every n > 0, there is a PSVA formula Φn of size O(n) such that L(Φn ) = Ln . 2n Lemma 14. For every n > 0, if B is an NBA with L(B) = L0n then ||B|| ≥ 22 . With the above lemmas we obtain our succinctness result for PSVA and SVA. Theorem 15. For every n > 0, there is a PSVA formula Φn such that L(Φn ) = Ln and for every SVA formula Ψn , if L(Ψn ) = Ln then ||Ψn || ∈ Ω(2||Φn || ). Proof. For a given n > 0, take the PSVA formula Φn from Lemma 13. Suppose that Ψn is an SVA formula that is initially equivalent to Φn . Let Ψn0 := count n ∧ G(¬c0 ∧ · · · ∧ ¬cn−1 → Ψn ). Note that Ψn0 expresses that a model is n-counting and each two p-equal n-segments in a model are also q-equal, i.e., L(Ψn0 ) = L0n . 0 ||) O(||Ψn and L(B) = L(Ψn0 ). By By Theorem 9, there is an NBA B of size 22 n 22 Lemma 14, we have that ||B|| ≥ 2 . It follows that ||Ψn0 || ∈ Ω(2||Φn || ). Since Ψn0 is linear in the size of Ψn , we conclude that ||Ψn || ∈ Ω(2||Φn || ). t u
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Note that Ln is a star-free language, i.e., there is an LTL formula ϕn such that L(ϕn ) = Ln . We can easily adapt the proof of Theorem 15 to obtain a double exponential succinctness gap between PSVA and PLTL. Corollary 16. For every n > 0, there is a PSVA formula Φn such that L(Φn ) = ||Φn || Ln and for any PLTL formula Ξn , if L(Ξn ) = Ln then ||Ξn || ∈ Ω(22 ). Remark 17. We conclude this section by stating some open problems related to the presented succinctness gaps. First, it remains open whether the exponential succinctness gap still holds between RTL and extensions of PSL/SVA with restricted variants of the past operators like the ones discussed in Remark 1. We did not succeeded in proving such a gap, neither did we succeed in expressing the languages Ln concisely in such an extension. Second, it remains open whether the succinctness gaps carry over to a fixed and finite proposition set. Note that the proposition sets Pn over which the PSVA formulas Φn are defined grow linearly in n. As shown in [13], we can encode any number of propositions by a single proposition. However, the sizes of the adapted formulas for Φn are no longer linear in n. In particular, the sizes of the adapted SEREs in Lemma 13 are quadratic in n. It is not obvious how to adapt these SEREs so that their sizes remain linear in n. Therefore, for a fixed and finite proposition set, we only obtain a superpolynomial succinctness gap between PSVA and SVA. Note that for similar reasons, the adapted proof of the succinctness gap between PLTL and LTL in [19, 21] for a fixed and finite proposition set also only shows that PLTL is superpolynomially more succinct than LTL.



6



Conclusion



In this paper, we have proposed the temporal logic RTL, which extends PSL and SVA with past operators. We have analyzed its complexity and our results show that RTL and PSL/SVA are similarly related as PLTL and LTL with respect to expressiveness, succinctness, and the computational complexities of the satisfiability and the model-checking problem. It remains to be seen whether the advantages of RTL over PSL and SVA pay off in practice. The presented translation for RTL into NBAs shows that the additional cost for handling past operators is small and should not be a burden in implementing RTL in system verification. Our preliminary experience with a prototype implementation for the model checker NuSMV are promising.4



References 1. IEEE standard for Property Specification Language (PSL). IEEE Std 1850TM, Oct. 2005. 2. IEEE standard for SystemVerilog—unified hardware design, specification, and verification language. IEEE Std 1800TM, Nov. 2005. 3. R. Armoni, L. Fix, A. Flaisher, R. Gerth, B. Ginsburg, T. Kanza, A. Landver, S. Mador-Haim, E. Singerman, A. Tiemeyer, M. Y. Vardi, and Y. Zbar. The ForSpec temporal logic: A new temporal property-specification language. In TACAS’02, vol. 2280 of LNCS, pp. 296–211. Springer. 4



See www.inf.ethz.ch/~daxc/rtl2ba for the most recent version of our tool.



12



Christian Dax, Felix Klaedtke, and Martin Lange



4. B. Banieqbal and H. Barringer. Temporal logic with fixed points. In Temporal Logic in Specification 1987, vol. 398 of LNCS, pp. 62–74. Springer. 5. S. Ben-David, R. Bloem, D. Fisman, A. Griesmayer, I. Pill, and S. Ruah. Automata construction algorithms optimized for PSL. Technical report, The Prosyd Project, http://www.prosyd.org, 2005. 6. R. Bloem, A. Cimatti, I. Pill, and M. Roveri. Symbolic implementation of alternating automata. Int. J. Found. Comput. Sci., 18(4):727–743, 2007. 7. D. Bustan and J. Havlicek. Some complexity results for SytemVerilog assertions. In CAV’06, vol. 4144 of LNCS, pp. 205–218. Springer. 8. A. Cimatti, E. M. Clarke, E. Giunchiglia, F. Giunchiglia, M. Pistore, M. Roveri, R. Sebastiani, and A. Tacchella. NuSMV 2: An opensource tool for symbolic model checking. In CAV’02, vol. 2404 of LNCS, pp. 359–364. Springer 9. A. Cimatti, M. Roveri, S. Semprini, and S. Tonetta. From PSL to NBA: a modular symbolic encoding. In FMCAD’06, pp. 125–133. IEEE Computer Society Press. 10. A. Cimatti, M. Roveri, and D. Sheridan. Bounded verification of Past LTL. In FMCAD’04, vol. 3312 of LNCS, pp. 245–259. Springer. 11. E. M. Clarke, O. Grumberg, and K. Hamaguchi. Another look at LTL model checking. Form. Method. Syst. Des., 10(1):47–71, 1997. 12. C. Dax and F. Klaedtke. Alternation elimination by complementation. In LPAR’08, vol. 5530 of LNCS, pp. 214–229. Springer. 13. S. Demri and P. Schnoebelen. The complexity of propositional linear temporal logics in simple cases. Inf. Comput., 174(1):84–103, 2002. 14. P. Gastin and D. Oddoux. LTL with past and two-way very-weak alternating automata. In MFCS’03, vol. 2747 of LNCS, pp. 439–448. Springer. 15. D. Harel, D. Kozen, and J. Tiuryn. Dynamic Logic. MIT Press, 2000. 16. O. Kupferman, N. Piterman, and M. Y. Vardi. Extended temporal logic revisited. In CONCUR’01, vol. 2154 of LNCS, pp. 519–535. Springer. 17. M. Lange. Linear time logics around PSL: Complexity, expressiveness, and a little bit of succinctness. In CONCUR’07, vol. 4703 of LNCS, pp. 90–104. Springer. 18. M. Lange. A purely model-theoretic proof of the exponential succinctness gap between CTL+ and CTL. Inform. Process. Lett., 108(5):308–312, 2008. 19. F. Laroussinie, N. Markey, and P. Schnoebelen. Temporal logic with forgettable past. In LICS’02, pp. 383–392. IEEE Computer Society Press. 20. O. Lichtenstein, A. Pnueli, and L. D. Zuck. The glory of the past. In Logics of Programs 1985, vol. 193 of LNCS, pp. 196–218, 1985. Springer. 21. N. Markey. Temporal logic with past is exponentially more succinct. Bulletin of the EATCS, 79:122–128, 2003. 22. S. Miyano and T. Hayashi. Alternating finite automata on ω-words. Theoret. Comput. Sci., 32(3):321–330, 1984. 23. A. Pnueli. The temporal logic of programs. In FOCS’77, pp. 46–57. IEEE Computer Society Press. 24. A. Pnueli and A. Zaks. PSL model checking and run-time verification via testers. In FM’06, vol. 4085 of LNCS, pp. 573–586. Springer. 25. M. Y. Vardi. A note on the reduction of two-way automata to one-way automata. Inform. Process. Lett., 30(5):261–264, 1989. 26. M. Y. Vardi. An automata-theoretic approach to linear temporal logic. In Banff Higher Order Workshop 1995, vol. 1043 of LNCS, pp. 238–266. Springer. 27. M. Y. Vardi and P. Wolper. An automata-theoretic approach to automatic program verification. In LICS’86, pp. 332–344. IEEE Computer Society Press. 28. P. Wolper. Temporal logic can be more expressive. Information and Control, 56(1/2):72–99, 1983.



























[image: On Regular Temporal Logics with Past - CiteSeerX]
On Regular Temporal Logics with Past - CiteSeerX












[image: On Regular Temporal Logics with Past]
On Regular Temporal Logics with Past












[image: Model Checking Temporal Logics of Knowledge Via ...]
Model Checking Temporal Logics of Knowledge Via ...












[image: Model Checking Temporal Logics of Knowledge in ...]
Model Checking Temporal Logics of Knowledge in ...












[image: On the Complexity of Explicit Modal Logics]
On the Complexity of Explicit Modal Logics












[image: Past Simple, Past continuous, Past perfect with answer key.pdf ...]
Past Simple, Past continuous, Past perfect with answer key.pdf ...












[image: Past Simple, Past continuous, Past perfect with answer key.pdf ...]
Past Simple, Past continuous, Past perfect with answer key.pdf ...












[image: Random walks on temporal networks]
Random walks on temporal networks












[image: Lectures on Probabilistic Logics and the Synthesis of ...]
Lectures on Probabilistic Logics and the Synthesis of ...












[image: A uniform framework for substructural logics with ...]
A uniform framework for substructural logics with ...












[image: Random walks on temporal networks]
Random walks on temporal networks












[image: On Completely regular ternary semirings]
On Completely regular ternary semirings












[image: Input-output logics - Semantic Scholar]
Input-output logics - Semantic Scholar












[image: A COMMENT ON DOREIAN'S REGULAR EQUIYALENCE IN ...]
A COMMENT ON DOREIAN'S REGULAR EQUIYALENCE IN ...












[image: Modulo Scheduling with Regular Unwinding]
Modulo Scheduling with Regular Unwinding












[image: MODULO SCHEDULING WITH REGULAR UNWINDING 1 Introduction]
MODULO SCHEDULING WITH REGULAR UNWINDING 1 Introduction












[image: Modulo Scheduling with Regular Unwinding]
Modulo Scheduling with Regular Unwinding












[image: Regular Expressions with .NET]
Regular Expressions with .NET












[image: Spatio-Temporal Tone Mapping Operator based on a ...]
Spatio-Temporal Tone Mapping Operator based on a ...












[image: On the Supposed Temporal Asymmetry of ...]
On the Supposed Temporal Asymmetry of ...















On Regular Temporal Logics with Past*, **






this section, we fix a finite set P of propositions. ..... ver, S. Mador-Haim, E. Singerman, A. Tiemeyer, M. Y. Vardi, and Y. Zbar. ... IEEE Computer Society Press. 10. 






 Download PDF 



















 225KB Sizes
 1 Downloads
 327 Views








 Report























Recommend Documents







[image: alt]





On Regular Temporal Logics with Past - CiteSeerX 

In fact, we show that RTL is exponentially more succinct than the cores of PSL and SVA. Furthermore, we present a translation of RTL into language-equivalent ...














[image: alt]





On Regular Temporal Logics with Past 

Christian Dax, Felix Klaedtke, and Martin Lange of a specification language like expressiveness, usability, and implementability [3]: all Ï‰-regular languages are expressible in PSL/SVA, specifications in PSL/SVA are fairly easy to read and write, an














[image: alt]





Model Checking Temporal Logics of Knowledge Via ... 

of knowledge, distributed AI. Received 14 ... the use of the technology in fields of AI such as planning ...... We directly use the MCK input file of this protocol in the.














[image: alt]





Model Checking Temporal Logics of Knowledge in ... 

As for future work, we are interested in providing au- tomated support for the analysis of knowledge in distributed system protocols and game theoretic examples, ...














[image: alt]





On the Complexity of Explicit Modal Logics 

Specification (CS) for the logic L. Namely, for the logics LP(K), LP(D), LP(T ) .... We describe the algorithm in details for the case of LP(S4) = LP and then point out the .... Of course, if Î“ âˆ© âˆ† = âˆ… or âŠ¥ âˆˆ Î“ then the counter-model in q














[image: alt]





Past Simple, Past continuous, Past perfect with answer key.pdf ... 

Page 1 of 4. CAMBODIAN MEKONG UNIVERSITY EN 104. Is the school that cares for the value of education New English File (Inter). Home Quiz1. Tutor: Vinh ...














[image: alt]





Past Simple, Past continuous, Past perfect with answer key.pdf ... 

Page 1 of 2. Stand 02/ 2000 MULTITESTER I Seite 1. RANGE MAX/MIN VoltSensor HOLD. MM 1-3. V. V. OFF. Hz A. A. Â°C. Â°F. Hz. A. MAX. 10A. FUSED.














[image: alt]





Random walks on temporal networks 

May 18, 2012 - in settings such as conferences, with high temporal resolution: For each contact .... contexts: the European Semantic Web Conference (â€œeswcâ€�),.














[image: alt]





Lectures on Probabilistic Logics and the Synthesis of ... 

7.1 Exemplification with the help of the memory unit......................... 21 ..... and the like) which represent a major class of dangers in modern logical systems. It.














[image: alt]





A uniform framework for substructural logics with ... 

way of constructing theorem provers for different logics, all of them based on the ..... We call each sequent in a linear nested sequent a component and we will ...... Advances in Modal Logic 9, papers from the ninth conference on â€�Advances in ...














[image: alt]





Random walks on temporal networks 

May 18, 2012 - relationships in social networks [2] are a static representation of a succession of ... its nearest neighbors, the most naive strategy is the random walk search, in .... of vertex i, Pr (i; t), as the probability that vertex i is visit














[image: alt]





On Completely regular ternary semirings 

Pawar Y. S.. Department of Mathematics,. Shivaji University, Kolhapur. [email protected]. Abstract :- Completely regular ternary semirings are introduced ...














[image: alt]





Input-output logics - Semantic Scholar 

25 May 2000 - performance of the stock-market today, and outputs an analyst's commentary; or facts about your date and place of birth, with output your horoscope readings. In these examples, the ...... Amsterdam: IOS Press, Series: Frontiers in Artif














[image: alt]





A COMMENT ON DOREIAN'S REGULAR EQUIYALENCE IN ... 

correspond closely with intuitive notions of role (Nadel 1957; Sailer. 1978; Faust 1985), for symmetric data this correspondence seems to break down. Doreian's solution, which I call the â€œDoreian Splitâ€�, is creative and practical, and yields intu














[image: alt]





Modulo Scheduling with Regular Unwinding 

Modulo Resource Constraints Each operation Oi requires bi â‰¥ 0 resources for all the time intervals. [Ïƒi + kÎ», Ïƒi + .... with renewable resources [Dinechin 2003]:.














[image: alt]





MODULO SCHEDULING WITH REGULAR UNWINDING 1 Introduction 

1 Introduction. 1.1 Modulo Scheduling .... In parallel machine scheduling problems, an opera- ... Ï€i = Î»i The processing period of operation Oi is Î»i, implying ...














[image: alt]





Modulo Scheduling with Regular Unwinding 

requires bi â‰¥ 0 resources for all the time inter- ..... Proof: We defined the modulo scheduling problem ... Definition 1 A q-stationary p-unwinded schedule is a.














[image: alt]





Regular Expressions with .NET 

Ignore Case Option. 21. SingleLine and MultiLine Options ...... This pattern will match several formats of U.S. phone numbers including the area code. Try it using the ..... The best way to learn Regular Expressions is through experimentation.














[image: alt]





Spatio-Temporal Tone Mapping Operator based on a ... 

Moreover, its non-separable spatio-temporal filter enhances HDR video content processing with an ... computer vision methods to the one inspired by the visual system, each TMO presents a different .... Right: effect on a HDR image (from: www.openexr.














[image: alt]





On the Supposed Temporal Asymmetry of ... 

the point which represents the state of W* â€œjumpsâ€� on a parallel trajectory, the trajectory of a world at which the ... The answer to this question partly hinges on the criteria one chooses to adopt to order A- worlds with ... adoption of the str


























×
Report On Regular Temporal Logics with Past*, **





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















