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Abstract This paper presents an extension of the theory of finite random sets to infinite random sets, that is useful for estimating the bounds of probability of events, when there is both aleatory and epistemic uncertainty in the representation of the basic variables. In particular, the basic variables can be modelled as CDFs, probability boxes, possibility distributions or as families of intervals provided by experts. These four representations are special cases of an infinite random set. The method introduces a new geometrical representation of the space of basic variables, where many of the methods for the estimation of probabilities using Monte Carlo simulation can be employed. This method is an appropriate technique to model the bounds of the probability of failure of structural systems when there is parameter uncertainty in the representation of the basic variables. A benchmark example is used to demonstrate the advantages and differences of the proposed method compared with the finite approach. Key words: random sets, Dempster-Shafer evidence theory, epistemic uncertainty, aleatory uncertainty, Monte Carlo simulation
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Introduction



The classical problem in reliability analysis of structures (see e.g. [1]) is the assessment of the probability of failure of a system. This probability is expressed as Z PX (F ) = fX˜ (x) dx (1) F
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where x is the vector of basic variables which represents the material, loads and geometric characteristics of the structure, F = { x : g(x) ≤ 0, x ∈ X } is the failure region, g : X → R is the so-called limit state function, which determines if a point x represents a safe (g(x) > 0) or unsafe (g(x) ≤ 0) condition for a structure, fX˜ is the probability density functions (PDF) of the implied random variables and X ⊆ Rd . Note: the tilde˜will be employed throughout this paper to denote random variables. In the last decades methods based on the evaluation of integral (1) have become popular and well developed to model and estimate the effect of uncertainties in engineering systems. These methods, although well founded theoretically, suffer the problem that in any given application the available information is usually incomplete and insufficient to define accurately the limit state function and the joint PDF fX˜ ; in consequence the methods in consideration lose applicability [2, 3]. For example, Oberguggenberger and Fellin [4, 5] showed that the probability of failure of a shallow foundation may fluctuate even by orders of magnitude (they were seen to range between 10−11 and 10−3 ) when different likely PDFs associated to the soil parameters, and estimated using a relatively large number of samples, were considered. In the case of soil mechanics, those PDFs cannot be estimated accurately because of the limited sampling, the discrepancy between different methods of laboratory, the uncertainties in soil models, among other reasons. In addition, sometimes information cannot be expressed in a probabilistic fashion, but in terms of intervals (for example in engineering manuals) or linguistic terms (like the ones expressed by an expert). Random set (RS), evidence and imprecise probability theories could be useful tools to model such kinds of uncertainty. RS theory appeared in the context of stochastic geometry theory thanks to the independent works of Kendall [6] and Matheron [7], while Dempster [8], and Shafer [9] developed what is known today as evidence theory. Walley [10] introduced in the 1990s the theory of imprecise probabilities, a generalization of the theory of fuzzy measures; in fact, belief and plausibility measures present in RS and evidence theory can be seen as special cases of imprecise probabilities. One advantage of these theories is that they enable the designer to assess both the most pessimistic and optimistic assumptions that can be expected. In addition, those theories are useful in the modelling of epistemic and aleatory uncertainty (see e.g. [11]) because they allow the designer engineer to use data in the format it appears. This is important because usually field observations are expressed by means of intervals, statistical data is expressed through histograms and when there is not enough information one must resort to experts who usually express their opinions either through intervals or in linguistic terms; note that an elicitation specialist may also be able to extract PDFs, though experts will almost always reach a point where they are indifferent between the possible alternatives. 2



Sentz and Ferson [12] provides a comprehensive review on the application of Dempster-Shafer evidence theory in several and diverging fields of research like cartography, classification, decision making, failure diagnosis, robotics, signal processing and risk and reliability analysis. In addition, several authors have already applied RS, evidence and imprecise probability theories in civil and structural engineering; among their publications we have [4, 5, 13–31]. The problem of structural reliability described by (1) is just a simple example of the calculation of the probability of an event F when all basic variables are random. We will deal in this document with the solution of the more general problem of estimating the bounds of the probability of an event F . Up to the best of the author’s knowledge, all of the work on risk and reliability analysis with random sets has been done in the framework of finite random sets. The main aim of this paper is to suggest a simulation method for the calculation of the belief and plausibility bounds in the case of infinite random sets and the application of the method to the computation of the bounds for the probability of an event F when the uncertainty is expressed by aleatory and epistemic parameters. Using RS theory, basic variables can be represented as a) possibility distributions, b) probability boxes, c) families of intervals or d) CDFs, which are in a posterior step converted to a finite RS representation. The drawback of the conversion to a finite RS lies in that some information is lost or modified in the process of conversion, and that coarser discretizations tend to alter more the information than finer discretizations. This is one strong motivation to represent a basic variable as an infinite RS because in this process there will be no loss or modification of the information. The plan of the document is as follows: the paper begins with a succinct presentation of RS and evidence theories and their relationship with other methods for the assessment of the uncertainty like probability boxes, interval analysis and possibility distributions. Sections 4 and 5 present in detail the proposed procedure, which is tested on a benchmark example. The obtained results are analyzed in Section 6. The document finishes in Section 7 with some conclusions, final remarks and open problems that could be useful to continue this research. An appendix is given where some statements made in Section 4 are proved.
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Evidence and random set theory



2.1 Random set theory



The following is a brief introduction to the RS theory, after [32, 33]. 3



2.1.1 Generalities on random variables Let (Ω, σΩ , PΩ ) be a probability space and (X, σX ) be a measurable space. A ˜ is a (σΩ − σX )-measurable mapping random variable X ˜ : Ω → X. X



(2)



This mapping can be used to generate a probability measure on (X, σX ) such that the probability space (X, σX , PX ) is the mathematical description of the experiment as well as of the original probability space (Ω, σΩ , PΩ ). This map˜ −1 . This means that an event F ∈ σX has the ping is given by PX = PΩ ◦ X probability ˜ −1 (F )) PX (F ) := PΩ (X ˜ = PΩ { ω : X(ω) ∈F}



(3) (4)



for ω ∈ Ω. The benefit of mapping (2) arises when (X, σX ) is a well characterized measurable space where mathematical tools such as Riemann integration are well defined. One of the most commonly used measurable spaces is (R, B), ˜ is called a numerical random where B is the Borel σ-algebra; in this case X variable. For example, according to the Kolmogorov axioms, the probability measure is additive, therefore, depending on whether we have a discrete or continuous random variables, it follows that, for F ∈ σX , X



PX (F ) :=



PΩ ({ω})



(discrete case)



(5)



(general case)



(6)



˜ −1 (F ) ω∈X



=



Z



˜ −1 (F ) X



dPΩ (ω)



2.1.2 Generalities on random sets Let us consider a universal non-empty set X and its power set P(X). Let (Ω, σΩ , PΩ ) be a probability space and (F , σF ) be a measurable space where ˜ is a (σΩ − σF )-measurable mapping Γ ˜ : Ω → F, F ⊆ P(X). A RS Γ ˜ ˜ ω 7→ Γ(ω). We will call every γ := Γ(ω) ∈ F a focal element while F will be called a focal set. In an analogous way to the definition of a random variable, this mapping can be used to generate a probability measure on (Γ, σΓ ) given by ˜ −1 . This means that an event R ∈ σF has the probability PΓ (R) = PΓ := PΩ ◦ Γ ˜ PΩ { ω : Γ(ω) ∈ R }. In short, a RS is a set-valued random variable. Note that ˜ will be called a finite or infinite depending on the cardinality of F . the RS Γ ˜ becomes a random When all elements of F are singletons (points), then Γ ˜ variable, and F is called specific; in other words, if F then is specific Γ(ω) = ˜ X(ω) and the value of the probability of occurrence of the event F , PX (F ), can be exactly captured by equation (4) for any F ∈ σX . In the case of random 4



sets, it is not possible to know the exact value of PX (F ) but upper and lower bounds of it. Dempster [8] defined those upper and lower probabilities by the belief and plausibility measures, ˜ Bel(F ,PΓ ) (F ) := PΩ { ω : Γ(ω) ⊆ F, Γ(ω) 6= ∅ } = PΓ { γ : γ ⊆ F, γ 6= ∅ } ˜ Pl(F ,P ) (F ) := PΩ { ω : Γ(ω) ∩ F 6= ∅ } Γ



= PΓ { γ : γ ∩ F 6= ∅ }



(7) (8) (9) (10)



where Bel(F ,PΓ ) (F ) ≤ PX (F ) ≤ Pl(F ,PΓ ) (F ).



(11)



The strict equality in (11) occurs when F is specific. It can be shown that belief and plausibility are dual fuzzy measures, that is Bel(F ,PΓ ) (F ) = 1 − Pl(F ,PΓ ) (F c ) and Pl(F ,PΓ ) (F ) = 1 − Bel(F ,PΓ ) (F c ) and also that belief is an ∞-monotone Choquet capacity and the plausibility is an ∞-alternately Choquet capacity (see e.g. [34, p.66]). 2.2 What is the relationship between Dempster-Shafer bodies of evidence and random sets? RS theory is closely related to Dempster-Shafer evidence theory (see e.g. [12, 35–38]). Indeed, when the cardinality of F is finite, random sets result to be mathematically isomorphic to Dempster-Shafer bodies of evidence, although with somewhat different semantics. That is, given a body of evidence (Fn , m) ˜ : Ω → F , then the following with Fn = { A1 , A2 , . . . , An } and a RS Γ relationships appear: F ≡ Fn , i.e., Aj ≡ γj for j = 1, 2, . . . , n and m(Aj ) ≡ PΓ (γj ). Recall that in evidence theory m is called the basic mass assignment. Also note that equations (8) and (10) become respectively Bel(Fn ,m) (F ) = Pl(Fn ,m) (F ) =



n X



j=1 n X



I [Aj ⊆ F ] m(Aj )



(12)



I [Aj ∩ F 6= ∅] m(Aj ).



(13)



j=1



where I stands for the indicator function. NOTE: In the remainder of this paper, we will generally refer to random sets, and will represent them in the infinite case as (F , PΓ ) or in the finite case either as (F , m) or as (Fn , m) when special emphasis in the cardinality of F is desired. In some cases the subindex i will be employed to denote the index of a marginal RS in a random relation (see Section 2.3). This should be clear from the context. In the finite RS representation, the focal elements will 5



be denoted as Aj for some j = 1, . . . , n, while in the infinite case, they will be denoted as γ, except when the RS represents a possibility distribution, in which case the notation will be Aα , to agree with the conventional notation of α-cut. The reader is referred to Section 3.1 for details.



2.3 Random relations on finite random sets In order to deal with functions of several variables, it is customary to introduce the definition of a random relation. Let X := ×di=1 Xi . A random relation on X is a RS (R, ρ) on the Cartesian product X given by the combination of the marginal random sets (F i , mi), where F i = { Aiji : ji = 1, . . . , ni } , i =  1, . . . , d by the formula 1 , (F , m) := Aj1 ,...,jd := ×di=1 Aiji , mj1 ,...,jd := f (m1 , . . . , md ) . The function f takes into account the dependence relation between the marginal random sets. For example, when the marginal random sets are independent, random set independence can be used (see Ref. [39]) and therefore basic mass Q assignment in the joint space can be obtained as m(Aj1 ,...,jd ) := di=1 mi (Aiji ), for all Aj1 ,...,jd ∈ F i.e, as the product of the basic mass assignments mi of the marginal random sets. When nothing is known about the dependence between the basic variables, unknown interaction (see Ref. [39]) is the most conservative method in reliability analysis, because it contains all possible answers that result from all possible dependency relationships. In this case f is defined as the solution of a linear optimization problem. The reader is referred to [39] for more information.



2.4 Extension principle on finite random sets Given a function g : X 7→ Y and a RS (F , m) one could be interested in the image of (F , m) through g, i.e. (R, ρ). This mapped RS can be obtained by the application of the extension principle ([35]): R := { Rj := g(Ai ) : Ai ∈ F } ρ(Rj ) :=



X



m(Ai )



(14) (15)



Ai :Rj =g(Ai )



Usually, X ⊆ Rd , and Ai ∈ F is a d-dimensional box with 2d vertexes obtained as a Cartesian product of finite intervals, i.e. Ai := I1 × · · · × Id . It must be noted that |R| ≤ |F | because some focal sets could have the same image through g. 1



Note that here i was employed as a index of the marginal RS, not as an exponent.
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The calculation of the image of the focal elements through the function g (equation (14)), when Y ⊆ R, is usually performed by one of the following techniques: the optimization method, the sampling methods, the vertex method and the function approximation method. Due to space constraints, I will introduce only the optimization method. The optimization method If the focal element Ai is connected and compact and g is continuous, then Rj can be calculated as [minx∈Ai g(x), maxx∈Ai g(x)]. This method is appropriate when g is a nonlinear function of the system parameters. The main drawback of this method is that it requires a high computational effort in a complex and large scale system.
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Relationship between random set theory and probability, possibility, probability boxes and families of intervals



Random sets can be understood as a generalization of probability, possibility, interval analysis and probability boxes theories. In the following these relationships will be clarified. 3.1 Relationship between random sets and possibility theory For details about fuzzy sets and possibility theory, the reader is referred elsewhere (see e.g. [40–42]). A normalized fuzzy set (possibility distribution) A of a set X is a mapping A : X → [0, 1], where supx∈X A(x) = 1. In this case, A(x), for x ∈ X, represents the degree to which x is compatible with the concept represented by A. The α-cut of a membership function is represented by the crisp set Aα = { x ∈ X : A(x) ≥ α } for α ∈ (0, 1]. Let (F , σF ) be a measurable space, where F ⊆ P(X); if for every B ∈ F there exists a family of subsets CB := { C : B ⊆ C ∈ F } such that CB ∈ σF , then the function ˜ ˜ cΓ (B) := PΓ (CB ) = PΩ { ω : Γ(ω) ∈ CB } = PΩ { ω : B ⊆ Γ(ω) }



(16)



provides a measure on X for every B ⊆ X called the subset coverage function. Here PΓ was defined in section 2.1.2. In the particular case when B = { x }, ˜ then Cx = C{ x } = { C : x ∈ C ∈ F } and (16) becomes cΓ (x) = PΩ { ω : x ∈ Γ(ω) } for every x ∈ X which defines the so called one point coverage function of the ˜ Note that according to (9), cΓ (x) = Pl{ x }. RS Γ. 7



Let A be a normalized fuzzy set of X, and let α ˜ : Ω → (0, 1] be a uniformly distributed random variable on some probability space (Ω, σΩ , P ), i.e., ˜ A (ω) = { x ∈ X : A(x) ≥ α P {ω : α ˜ (ω) ≤ z } = z for z ∈ [0, 1]. Then α ˜ induces a RS Γ ˜ (ω) }, which is simply the randomized α-cut set Aα(ω) . This is the way of represent˜ ing a particular membership function (or possibility distribution) using a RS [43]. The associated RS has the one point coverage function ˜ A (ω) } cΓA (x) = P { ω : x ∈ Γ = P { ω : A(x) ≥ α ˜ (ω) } = A(x)



(17) (18)



˜ A is a RS in X whose one point coverage function coincides with In words, Γ the membership function (possibility distribution) of the fuzzy set A. The one point coverage function in (18) defines the possibility measure PosA : X → [0, 1] given by PosA (K) := sup { cΓA (x) } ,



(19)



x∈K



= sup { A(x) }



(20)



x∈K



for K ⊆ X, since it follows from equation (18) that P { ω : α ˜ (ω) ≤ A(x) for some x ∈ K } = P {ω : α ˜ (ω) < sup { A(x) : x ∈ K } } = sup { A(x) : x ∈ K }. This is a good point to remember that the necessity measure NecA is defined by NecA (K) := 1 − PosA (K c ). It is important to observe that the associated (generated) RS is consonant, i.e. nested, in the sense that ΓA = { Aα : 0 < α ≤ 1 } is totally ordered by set inclusion and that the corresponding membership function (possibility distribution) must be unimodal.



3.2 Relationship between random sets and probability boxes A probability box or p-box (term coined by [44]) hF , F i is a class of cumulative distribution functions (CDFs) { F : F ≤ F ≤ F , F is a CDF } delimited by upper and lower CDF bounds F and F : R → [0, 1]. This class of CDFs collectively represents the epistemic uncertainty about the CDF of a random variable. There is a close relationship between probability boxes and random sets. Every RS generates a unique p-box whose constituent CDFs are all those consistent with the evidence. In turn, every p-box generates an equivalence class of random intervals consistent with it [45]. A p-box can always be discretized to obtain from it a RS that approximates it; this discretization is not unique, because it depends on the conditions applied; for example, Ferson et. al. [46] and Hall and Lawry [47] have proposed different techniques to obtain an equivalent RS from a probability box. When (F , m) is a finite RS defined 8



on R, each Ai ∈ F is an interval. In this case, the belief and plausibility of the set (∞, x] leads to two limit CDFs [46], F (x) := Pl(F ,m) ((−∞, x]) F (x) := Bel(F ,m) ((−∞, x])



(21) (22)



which define the probability box hF , F i associated with the RS. Given a probability box hF , F i such that F and F are piecewise continuous from the left, the quasi-inverses of F and F are defined respectively by, F (−1) (α) := inf { x : F (x) ≥ α } F



(−1)



(α) := inf { x : F (x) ≥ α }



(23) (24)



for α ∈ (0, 1]. Given a probability box hF , F i, a corresponding RS   is given by (−1) (−1) −1 (α) F (α), F the infinite RS with focal elements defined by [45] hF , F i (α) := for all α ∈ (0, 1]. Joslyn and Ferson [45] did not define the basic mass assignment associated to hF , F i−1 (α), but we will do so in Section 4.1.



3.3 Relationship between finite random sets and families of intervals



A single interval estimate can be regarded as RS with a unique element A with m(A) = 1. When a set of n intervals is available, every interval is considered to be a focal element Ai with a corresponding m(Ai ) = 1/n. In the case there is evidence that supports the fact that the occurrence of an interval is more probable than another, then the corresponding basic assignment might be modified accordingly.



3.4 Relationship between finite random sets and probability density functions



A PDF fX˜ (x) can be approximated by a histogram with n discrete intervals. R Every interval can be interpreted as a focal set Ai with m(Ai ) = Ai fX˜ (x) dx. When fX˜ has an unbounded domain, it is necessary to impose upper and lower bounds on the distribution, for instance, setting the bounds at the 0.005 and 0.995 percentiles of fX˜ (x). 9
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Simulation techniques applied to the evaluation of belief and plausibility measures of functionally propagated infinite random sets



Integral (1) defines the probability of an event F . Note that this integral can also be written as PX (F ) = = =



Z



ZX



ZX X



I[x ∈ F ]fX˜ (x) dx



(25)



I[x ∈ F ] dFX˜ (x)



(26)



I[x ∈ F ] dPX (x)



(27)



h



i



˜ ∈ F] = EX˜ I[X



(28) 







˜ ≤ x . It has been where FX˜ is the CDF associated to fX˜ , FX˜ (x) = PX X discussed the present document the advantages of the RS representation for the analysis of the uncertainty; this representation will allow to compute, subject to the limitations in the knowledge about the basic variables, the upper and lower bounds on the probability of the event F , PX (F ), which are provided by the plausibility and belief of the set F ⊆ X, that is using (11), Bel(F ,PΓ ) (F ) ≤ PX (F ) ≤ Pl(F ,PΓ ) (F ) where Bel(F ,PΓ ) (F ) = PΓ (γ : γ ⊆ F, γ ∈ F ) PX (F ) = PX (x : x ∈ F, x ∈ X)



= =



Pl(F ,PΓ ) (F ) = PΓ (γ : γ ∩ F 6= ∅, γ ∈ F ) =



Z



ZF ZX



F



I [γ ⊆ F ] dPΓ (γ),



(29)



I [x ∈ F ] dPX (x),



(30)



I [γ ∩ F 6= ∅] dPΓ (γ)



(31)



Here γ denotes a focal element of the joint RS (F , PΓ ), which contains the information about the basic variables. The evaluation of integrals (29) and (31) is not straightforward, so it is better to look for another representation of those integrals. If every RS could be represented as a single point, then the evaluation of (29) and (31) could be easier and in addition the available methods used to solve (30) could be employed. In the RS formulation, every basic variable is represented by a RS defined on the real line and each of those random sets is composed of intervals or even points. As will be shown in the following, to every focal element of an infinite RS defined on the real line and represented by possibility distributions, probability boxes, families of intervals or CDFs, one can associate a unique number α ∈ (0, 1] that represents exclusively that focal element, and that induces an ordering relation in the RS; for the sake of readability, all proofs will be presented in the appendix. 10



4.1 Indexation by α and sampling of the basic variables In this subsection, for the sake of simplicity in the notation, the subindex i corresponding to the i-th basic variable will be omitted (see Section 4.2).



4.1.0.1 Indexation by α of a normalized fuzzy set A normalized fuzzy set (possibility distribution) A with membership function A(x) on X ⊆ R can be represented as an infinite RS (F , PΓ ) where F is the family of all α-cuts Aα , i.e. F := { γ := Aα : α ∈ (0, 1] }. Let P be the probability measure on R corresponding to the uniform CDF on (0, 1], Fα˜ , that is Fα˜ (α) = P (˜ α≤ α) = α with α ∈ (0, 1], then the probability measure PΓ : σF → [0, 1] is induced as PΓ ({ Aα : Aα ∈ F , α ∈ G }) =



Z



G



dP (α) = P (G)



(32)



where σF is a σ-algebra on F , G ⊆ (0, 1] contains the subindexes α of the focal elements which will be evaluated by PΓ and { Aα : Aα ∈ F , α ∈ G } is an element of σF . For every α drawn at random from Fα˜ , there corresponds a unique α-cut Aα and viceversa; in other words, there is a one to one relationship between Aα and α. This is the reason why the subindex α of Aα must be preserved because there exist cases were several α-cuts contain the same collection of elements, and in consequence this α makes the distinction between them. Observe that in this case α induces an ordering in F such that, αi ≤ αj if Ai ⊇ Aj . Finally, it is shown in Appendix A, Lemma (2), that the belief and plausibility of any subset F of X with regard to the infinite RS (F , PΓ ) is equal to the necessity Nec and possibility Pos of the set F with respect to the normalized fuzzy set A, i.e., for all F ⊆ X, NecA (F ) = Bel(F ,PΓ ) (F ) and PosA (F ) = Pl(F ,PΓ ) (F ).



4.1.0.2 Sampling a focal element from a normalized fuzzy set The sampling of a focal element from a basic variable represented by a normalized fuzzy set consists in drawing a realization of α ˜ from Fα˜ and picking the corresponding α-cut Aα . This sampling method is valid because the belief and plausibility of a finite sample (Fn , m) will converge almost surely to the necessity Nec and possibility Pos of the set F with respect to the normalized fuzzy set A, as n → ∞ that is, NecA (F ) = limn→∞ Bel(Fn ,m) (F ) and PosA (F ) = limn→∞ Pl(Fn ,m) (F ) for all F ⊆ X. This is shown in Appendix A, Lemma 3. Figure 1 makes a graphical representation of this sampling. 11
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Fig. 1. Sampling of focal elements. a) from a probability box. b) from a normalized fuzzy set (possibility distribution). c) from a family of intervals. d) from a CDF.



4.1.0.3 Indexation by α of a probability box Ferson et. al. [46] proposed a method to approximate a probability box by a finite RS. Here, we want to propose a method to represent a probability box as an infinite RS; this suggestion is based on the definition of the inverse of a p-box proposed by Joslyn and Ferson [45] and summarized in Section 3.2. A probability box hF , F i on a subset of R can be represented as an infinite RS (F , PΓ ) where F =



n



o



γ := hF , F i−1 (α) : α ∈ (0, 1] ,



(33)



(−1)



(α) are given by (23) and (24) respectively, and PΓ is defined F (−1) (α) and F in an analogous way to the case of normalized fuzzy sets, by equation (32), i.e., Z PΓ ({ γ : γ ↔ α, γ ∈ F , α ∈ G }) = dP (α) = P (G) (34) G



where the symbol ↔ denotes the fact that γ is the corresponding focal set associated to that α. It must be noted that for every α drawn at random from Fα˜ , there corresponds a unique focal element hF , F i−1 (α). This relationship is one to one if the subindex h·, ·i−1 (α) is conserved. Observe that in this particular case, α induces a partial ordering in F such that if [a1 , b1 ]α1 and [a2 , b2 ]α2 are elements of F , then it follows that if α1 < α2 then a1 ≤ a2 and b1 ≤ b2 . In Appendix A, Lemma 4, it is shown that the belief and plausibility of (−∞, x] with respect to (F , PΓ ) is equal to F (x) and F (x) respectively, that is, F (x) = Bel(F ,PΓ ) ((−∞, x]) and F (x) = Pl(F ,PΓ ) ((−∞, x]) for all x ∈ X. 12



4.1.0.4 Sampling a focal element from a probability box Ferson et. al. [46] stated that it is required to develop techniques for sampling from a probability box. In the following, an algorithm is proposed based on the considerations given above. The inversion method (see e.g. [48]) allows to draw a number distributed according to a particular CDF. This method can be applied to sample from a probability box and consists in sampling an α from Fα˜ and then retrieve the associated interval hF , F i−1 (α). This interval will be considered as the drawn focal element inasmuch as it contains the samples for all the CDFs in the probability box, i.e., hF , F i−1 (α) = { x : F (x) = α, F ∈ hF , F i }. In Appendix A, Lemma 5, it is shown that when an infinite number of focal sets is sampled, the belief and plausibility of (−∞, x] with respect to the sampled RS will converge almost surely to F (α) and F (α) respectively, i.e., for all x ∈ X, F (x) = limn→∞ Bel(Fn ,m) ((−∞, x]) and F (x) = limn→∞ Pl(Fn ,m) ((−∞, x]). Figure 1 makes a graphical representation of the sampling from a probability box.



4.1.0.5 Indexation by α of a CDF When a basic variable is expressed as a random variable on X ⊆ R, the probability law of the random variable ˜ ≤ x) such that can be expressed using a CDF, and is given by FX˜ (x) = PΓ (X x ∈ X given some probability measure PΓ . The CDF function FX˜ has a quasi(−1) ˜ is a uniformly distributed inverse given by FX˜ . It is well known that if α (−1) ˜ := F ˜ (˜ random variable on (0, 1], then X α) is distributed according to FX˜ , X ˜ is a random variable with continuous CDF F ˜ , then or equivalently, if X X FX˜ (x) is a realization of a random variable uniformly distributed on (0, 1]. In consequence, this random variable can be represented by a RS (F , PΓ ) with (−1) the specific focal set F = { x | x := FX˜ (α), α ∈ (0, 1] }. Note that if αi has an associated xi for i = 1, 2 and if α1 < α2 , then x1 ≤ x2 . Observe also that this is a particular case of the probability box when F = F .



4.1.0.6 Sampling a focal element from a CDF As in the above cases, a focal element of a RS can be sampled by drawing an α from a uniform CDF on (0, 1], Fα˜ and selecting the associated focal element from F (see Figure 1).



4.1.0.7 Indexation by α of a finite family of intervals In practice, engineers only provide finite families of intervals with a corresponding a priori information about the confidence of their opinions on those intervals; in addition, a histogram belongs to this category. This information is contained in a finite RS (Fs , m′ ). 13



In order to define an indexation by α, we have to induce in (Fs , m′ ) an ordering. If { [ai , bi ] for i = 1, . . . , s } are the enumeration of the focal elements of Fs , this family of intervals can be sorted by the criteria: [ai , bi ] ≤ [aj , bj ] if ai < aj or (ai = aj and bi ≤ bj ). This can be performed using a standard sorting algorithm (e.g. the quicksort algorithm) by using the appropriate comparison function. The purpose of this sorting is to induce a unique and reproducible ordering in the family of intervals; this is required because sometimes families of intervals do not have a natural ordering structure. Therefore if two different analyzes employing different sortings are made using the algorithms explained in Section 5, the analyst will obtain the same bounds on PX (F ) but different FBel and FPl regions (see Section 4.3) and also different copulas C will be required to describe the dependence relationship between the basic variables. Other sortings, like for example sorting according to the basic mass assignment are possible, but this would alter the natural representation that for example, histograms have. Also, if several focal elements have the same basic mass assignment, it will be unclear how to sort them.



4.1.0.8 Sampling a focal element from a finite family of intervals Suppose that after applying the above criteria, the reordering of the family of focal sets is given by the subindexes i1 , i2 , . . . is . Similarly to the cases described before, a focal element of F can be sampled (to form the RS (Fn , m)) by drawing an α from Fα˜ , a uniformly distributed CDF on (0, 1] and then P P selecting the j-th focal element if j−1 m′ (Ak ) < α ≤ jk=1 m′ (Ak ) where k=1 P j = i1 , i2 , . . . is and by convention 0k=1 m′ (Ak ) = 0. An illustration of this kind of sampling is sketched in Figure 1d. Note that the ordering described in the last paragraph will not affect the computational efficiency of the algorithm, since the probability of sampling a focal element will not be changed inasmuch as α ˜ has a uniform CDF on (0, 1]. It is shown in Appendix A, Lemma 8, that the belief and plausibility with respect to the sampled RS (Fn , m) converges almost surely to the belief and plausibility with regard to the RS (Fs , m′ ) i.e., for all F ⊆ X, Bel(Fs ,m′ ) (F ) = limn→∞ Bel(Fn ,m) (F ) and Pl(Fs ,m′ ) (F ) = limn→∞ Pl(Fn ,m) (F ).



4.2 Combination of focal elements: random relations on infinite random sets After sampling each basic variable, a combination of the sampled focal elements is carried out. Usually, the joint focal elements are given by ×di=1 γi where γi are the sampled focal elements from every basic variable. Some of these γi are intervals, some other, points. Observe that each of those γi has an associated αi , which was used to sample γi . Inasmuch as every sample of a basic variable can be represented by γi or by the corresponding αi , the joint 14



focal element can be represented either by the hypercube γ := ×di=1 γi ⊆ X or by the point α := [α1 , α2 , . . . , αd ] ∈ (0, 1]d . Those two representations will be called the X- and the α-representation respectively, and (0, 1]d will be referred to as the space α. Note that this association γ ↔ α is unique and is sketched in Figure 2. Also observe that the joint focal elements γ in the space X are different because they are indexed by α.
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Fig. 2. Alternative and equivalent representations of a focal element a) in space X b) in space α



The collection n of all focal elements α will constitute the joint focal setoF . That is, F = γ : γ := ×di=1 γi , γi ↔ αi , for αi ∈ (0, 1] and i = 1, . . . , d in the X-representation and F := (0, 1]d in the α-representation. In the space α there exists a joint CDF Fα˜ 1 ,...,α˜ d which is defined according to the rules of probability of combination of CDFs, that is, Fα˜ 1 ,...,α˜ d (α1 , . . . , αd ) = C(Fα˜ 1 (α1 ), . . . , Fα˜ d (αd )) where d is the number of basic variables in consideration, Fα˜ i (αi ) = αi is the uniform CDF defined on (0, 1] associated to the RS representation of the i-th basic variable for i = 1, . . . , d, and C is a function that joins the marginal CDFs Fα˜ 1 , . . . Fα˜ d . Since they are uniform CDFs on the interval (0, 1], C is a copula. Recall that a copula is a probability distribution on a unit cube (0, 1]d all whose marginal distributions are uniform on the interval (0, 1]. The reader is referred to [49, 50], for more information about the theory of copulas. Observe that Fα˜ 1 ,...,α˜ d = C and in consequence Fα˜ 1 ,...,α˜ d is a copula. For instance, when it is assumed that all basic variables are independent, the Q product copula is used, C(α1 , . . . , αd ) = di=1 αi for αi ∈ (0, 1] and i = 1, . . . , d. To define the associated PΓ of the joint focal set F in the space X, we make use of the copula C on the space α. The associated PΓ : σF → [0, 1] is induced 15



as: PΓ ({ γ : γ ↔ α, γ ∈ F , α ∈ G }) =



Z



G



dC (α1 , . . . , αd )



(35)



where σF is a σ-algebra on F , G ⊆ (0, 1]d contains the points α corresponding to the focal elements which will be evaluated in the integral and { γ : γ ↔ α, γ ∈ F , α ∈ G } is an element of σF .



4.3 An alternative representation of the belief and plausibility integrals We must bear in mind that our objective is to develop an efficient method for the evaluation of Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ) according to equations (29) and (31) respectively. The computation of those integrals is not straightforward, however, using the proposed representation of the RS in space α, those integrals can be rewritten as the Stieltjes integrals, Bel(F ,PΓ ) (F ) =



Pl(F ,PΓ ) (F ) =



Z
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I [[α1 , . . . , αd ] ∈ FBel ] dC (α1 , . . . , αd )



(36)



I [[α1 , . . . , αd ] ∈ FPl ] dC (α1 , . . . , αd )



(37)



}



The meaning of FBel and FPl is described in the following. Remember that every element of F is a point in the space α, i.e. in (0, 1]d . In equation (29), I [γ ⊆ F ] takes the value 1 when the focal set is totally contained in the set F ; otherwise it takes 0. This is equivalent to say that there is a region of the space α called FBel which contains all points whose corresponding focal elements are completely contained in the failure region, that is, I [α ∈ FBel ] is equivalent to I [γ ⊆ F ] of equation (29). Similar considerations apply to the evaluation of the plausibility by means of integral (31), and therefore, I [α ∈ FPl ] ≡ I [γ ∩ F 6= ∅]. Since the set { γ : γ ⊆ F, γ ∈ F } is contained in the set { γ : γ ∩ F 6= ∅, γ ∈ F } it is clear that FBel ⊆ FPl . Now, with regard to the evaluation of the belief, since in the space α all focal sets of F are represented by a point, and since there is a region FBel in equation (1) which can be understood as a failure region, many of the algorithms developed to evaluate (1), and which only consider the sign of g(x) (like for example importance sampling) may be employed in the evaluation of Bel(F ,PΓ ) (F ) by means of (36). The same considerations hold for the evaluation of the plausibility Pl(F ,PΓ ) (F ) according to (37). The chosen algorithm will select some key points in (0, 1]d which must be examined whether they belong to FBel , FPl or not. This is verified using one of the traditional methods like the vertex, sampling, optimization or response surface method, already mentioned in section 2.4. 16



Observe that in the case that all basic variables are random, the representation in both spaces X and α is equivalent up to a transformation given by the copula C and also FBel is equal to FPl .



5



Sampling from an infinite random set



Since the analytical solution of equations (36) and (37) may be difficult or even impossible, Monte Carlo simulation (MCS) techniques can help us to approximate Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ). Given an infinite RS (F , PΓ ) which represents for example a probability box or a possibility distribution, MCS would just draw a representative sample from the it. This process is analogous to drawing a sample from a given CDF and can be done using the following algorithm: Algorithm 1: Procedure to sample n points from the infinite RS (F , PΓ ) • For j = 1 to n do · Sample a point αj ∈ (0, 1]d from the copula C. Nelsen [49] provides methods to perform sampling from copulas. · For every element of αj , namely αij for i = 1, . . . , d, use the methods explained in Section 4 to obtain the focal element γij associated to αij . · Form the joint focal element Aj := ×di=1 γij in the space X. • Form the finite RS (Fn , m) where Fn = { A1 , . . . , An } and m(Aj ) = 1/n for j = 1, . . . , n. Let (Fn , m) be a sample of (F , PΓ ) which contains n elements. In particular, Fn = { A1 , A2 , . . . , An }. The belief and plausibility functions of the sample are given by the equations (12) and (13). Since (Fn , m) was randomly sampled from (F , PΓ ), it happens that m has equal weight over the elements sampled, i.e. 1 1 m(Aj ) = = (38) |Fn | n P



for all j = 1, . . . , n. Notice that nj=1 m(Aj ) = 1. Now, rewriting equations (12) and (13) using (38), we have that n 1X I [Aj ⊆ F ] Bel(Fn ,m) (F ) = n j=1



Pl(Fn ,m) (F ) =



n 1X I [Aj ∩ F 6= ∅] n j=1



17



(39) (40)



Observe that Bel(Fn ,m) (F ) and Pl(Fn ,m) (F ) are unbiased estimators of Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ) respectively. If Aj is considered as a random variable A˜j , then Bel(Fn ,m) (F ) and Pl(Fn ,m) (F ) will be also random variables, and in consequence, h



i



E Bel(Fn ,m) (F ) =



n h h ii 1X E I A˜j ⊆ F n j=1



(41)



n Z h i 1X = I A˜j ⊆ F dPΓ (A˜j ) n j=1 F



(42)



n 1X Bel(F ,PΓ ) (F ) = n j=1



(43)



= Bel(F ,PΓ ) (F ).



(44)



A similar reasoning can be done with the plausibility and then, h



i



E Pl(Fn ,m) (F ) = Pl(F ,PΓ ) (F )



(45)



Now, we would like to show that when the number of random samples goes to infinity, n X



a.s.



I [Aj ∈ S ] m(Aj ) −−→ PΓ (S )



(46)



j=1



for all S ∈ σF as n → ∞. This follows directly from (38) and the Borel’s P a.s. strong law of large numbers (see e.g. [51]), i.e. nj=1 I [Aj ∈ S ] /n −−→ PΓ (S ) as n → ∞. Using the last result, we can state that Theorem 1 Let (F , PΓ ) be an infinite random set defined on X and (Fn , m) a sample from it. The belief (plausibility) of the RS (Fn , m) converges as n → ∞ almost surely to the belief (plausibility) of the RS (F , PΓ ), i.e. Bel(F ,PΓ ) (F ) = n→∞ lim Bel(Fn ,m) (F )



(47)



Pl(F ,PΓ ) (F ) = n→∞ lim Pl(Fn ,m) (F )



(48)



almost surely for all F ∈ P(X). In conclusion the following algorithm helps us to obtain an unbiased estimator of Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ) by means of direct MCS. Algorithm 2: Procedure to estimate Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ) from a finite sample • Use Algorithm 1 to obtain n samples from (F , PΓ ). • Using one of the methods explained in Section 2.4 (for example the optimization method), check if every focal element Aj , j = 1, . . . , n is totally 18



contained in F (Aj ⊆ F ) or Aj shares points with F (Aj ∩ F 6= ∅). In the first case αj ∈ FBel and in the second αj ∈ FPl . • Use equations (39) and (40) to estimate Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ).



6



Example



To test the proposed approach, the “Challenge Problem B” of the benchmark proposed by Oberkampf et. al. [52] was solved. For the sake of completeness, the formulation of this problem will be repeated here. Consider the linear massspring-damper system subjected to a forcing function Y cos(ωt) and depicted in Figure 3. The system has a mass m, a stiffness constant k, a damping



x, x˙ c Y cos(ωt)



m k



Fig. 3. Mass-spring-damper system acted on by an excitation function.



constant c and the load has an oscillation frequency ω. The task for this problem is to estimate the uncertainty in the steady-state magnification factor DS , which is defined as the ratio of the amplitude of the steady-state response of the system to the static displacement of the system, i.e. DS = q



k (k − mω 2 )2 + (cω)2



(49)



To solve the problem we have to use exclusively the information provided, and we have to avoid any extra supposition on the data given. If it is so, they must be clearly specified. The parameters m, k, c and ω are independent, that is, the knowledge about the value of one parameter implies nothing about the value of the other. The information for each parameter is as follows: • Parameter m. It is given by a triangular PDF defined on the interval [mmin , mmax ] = [10, 12] and with mode mmod = 11. • Parameter k. It is stated by three equally credible and independent sources of information. Sources agree on that k is given by a triangular PDF, however each of them gives a closed interval for the different parameters mmin , mmod and mmax , i.e.: · Source 1: mmin = [90, 100], mmod = [150, 160] and mmax = [200, 210]. 19



· Source 2: mmin = [80, 110], mmod = [140, 170] and mmax = [200, 220]. · Source 3: mmin = [60, 120], mmod = [120, 180] and mmax = [190, 230]. • Parameter c. Three equally credible and independent sources of information are available. Each source provided an interval for c, as follows: · Source 1: m = [5, 10]. · Source 2: m = [15, 20]. · Source 3: m = [25, 25]. • Parameter ω. It is modelled by a triangular PDF defined on the interval [mmin , mmax ] and with mode mmod . The values of mmin , mmod and mmax are given respectively by the intervals [2, 2.3], [2.5, 2.7] and [3.0, 3.5]. Note that the external amplitude Y does not appear on equation (49). Some remarks are necessary on the implementation of the proposed approach. The parameter m was modelled simply as a triangular CDF T (10, 11, 12); here T (a, b, c) stands for the formulation of a triangular CDF corresponding to the triangular PDF t(x1 , x2 , x3 ) with lower limit x1 , mode x2 and upper limit x3 . For modelling k, the information provided by every source was represented by a probability box and in a further step, they were combined using the intersection rule for aggregation of p-boxes (see Ref. [46]), i.e. intersection(hT (90, 150, 200), T (100, 160, 210)i, hT (80, 140, 200), T (110, 170, 220)i, hT (60, 120, 190), T (120, 180, 230)i), which turns to be hT (60, 120, 190), T (100, 160, 210)i. The parameter c was modelled as a finite RS with focal sets [5, 10], [15, 20] and [25, 25], every one of them with a basic mass assignment of 1/3. Finally, the parameter ω was modelled as a probability box hT (2, 2.5, 3.0), T (2.3, 2.7, 3.5)i. The image of all focal elements was calculated using the optimization method (see Section 2.4), inasmuch as this is the most accurate of the methods to estimate the image of the focal elements. Since the basic variables are considered to be independent, the product copula was employed to model dependence. For comparison reasons, the problem was solved using the same strategy employed in [53] for four different discretizations, namely 5, 10, 20 and 30 elements for each basic variable. The upper and lower CDFs of the system response Ds are shown in Figure 4, including a detail of the tails of the CDFs in Figures 5 and Figures 6. The proposed method can obtain these curves by means of a direct Monte Carlo simulation, however, in this case, only the belief and plausibility bounds for a given region F = [Ds , ∞) were estimated. For the sake of comparison, the values Ds = 2.0, 2.5 and 3.0 were chosen. In consequence, the failure regions (sets F ) were modelled by [2.0, ∞), [2.5, ∞), and [3.0, ∞). Tables 1 and 2 show the belief and plausibility bounds obtained by the methodology of [53] and by the proposed one respectively. The results show wide intervals containing PX (F ). This should not be taken as an argument against random set theory though. What it does show is the danger, even in simple problems, of assuming 20



precise parameters in order to obtain a unique value of PX (F ) at the end. The breadth of those intervals can be reduced if additional information about the basic variables is obtained. Notice that in the methodology of finite random sets the tails of the upper and lower CDFs of the system response are highly sensitive to the degree of the discretization of each random variable. Their precision increases largely increasing the number of focal elements to be evaluated. In this sense, methodologies like the one employed by [20–22] are not efficient when small “beliefs and plausibilities of the set F ” must be calculated. The results obtained with the proposed approach do not use a discretization of the basic variables, and so are free of the error that could be introduced by the discretization. Since Bel(F ,PΓ ) (F ) and Pl(F ,PΓ ) (F ) where estimated by MCS, the precision depends in this case on the number of simulations employed, which were 100000. Note also, that since the sources of information in the finite case for k were mixed using the Dempster combination rule, and in the infinite case with the intersection rule, the values of these cases are not comparable, but are similar in magnitude.
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Fig. 4. Upper and lower CDFs of the system response, for Ds = 2.0, 2.5 and 3.0.
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Fig. 5. Upper and lower CDFs of the system response, for Ds = 2.0, 2.5 and 3.0. Detail of the left tail of Figure 4 Table 1 Belief and plausibility bounds of the region F = [Ds , ∞) obtained by applying a methodology of finite random sets, following the same strategy employed in [53]. Here n corresponds to the number of discretizations for each basic variable and Nelem the number of focal elements evaluated.
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In relation to the proposed algorithm, according to Section 4.3, the region FBel is contained in the region FPl . This is graphically shown in Figure 7. This confirms the relation shown in Figure 2.
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Fig. 6. Upper and lower CDFs of the system response, for Ds = 2.0, 2.5 and 3.0. Detail of the right tail of Figure 4



Table 2 Belief and plausibility bounds of the region F = [Ds , ∞) obtained by applying the methodology of infinite random sets. The values shown were calculated using 100000 simulations (focal element evaluations) of a direct Monte Carlo simulation. Ds
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Conclusions and final remarks



In this document an extension of the method of finite random sets to infinite random sets was proposed. The method is suitable for the calculation of the bounds of the probability of events when there is either epistemic or aleatory uncertainty in the definition of the basic variables. The method allows to model the available information about the basic variables using probability boxes, possibility and probability distribution functions and families of intervals provided by experts. Since it takes in consideration all possible variation due to the uncertainty in the representation of the basic variables employed in the calculation of the probability of failure, it gives an interval as an answer, not a unique value of PX (F ). In addition techniques for sampling from a probability box, random set and possibility distributions were proposed; it was also shown that every one of those cases is just a particularization of an infinite random set. In comparison with the finite approach employed by other authors, the proposed method introduces a new geometrical interpretation of the space of basic variables, named in this paper the space α. The belief and plausibility bounds are given by integrals (36) and (37), which are defined in that space. Since the evaluation of those integrals is analytically difficult or even impossible, a direct Monte Carlo sampling strategy was proposed to estimate such integrals. It was shown that those estimators are unbiased. In the literature there are better methods than direct Monte Carlo for the evaluation of integrals on a particular region (in this case FBel and FPl ) that only require to know whether FBel
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Fig. 7. Regions FBel and FPl . These graphics, in the space α, were calculated from the example by means of 20000 Monte Carlo simulations, setting αm = 0.95 and αc = 0.20. In this case the failure region was defined by Ds = 2.8, and in consequence, Bel(F ) = 0.02015 and Pl(F ) = 0.45045.
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a simulation does or does not belong to the set; one of these methods is for example importance sampling. Additional research is required on understanding how to effectively incorporate such methodology in the evaluation of the integrals (36) and (37). Using other MCS methods, the computational cost required for estimating the belief and plausibility of the failure region could decrease notably. One great advantage of the proposed strategy in comparison with the discrete approach is that the estimated bound does not depend on the discretization of the basic variables. Using the proposed Monte Carlo approach, it depends however, on the number of simulations performed. Further research is required in understanding which copula should be used when there is no available information about relationship between the basic variables. Also, further investigation about efficient methods for the application of the extension principle of random sets is required.



Acknowledgements



This research was supported by the Programme Alßan, European Union Programme of High Level Scholarships for Latin America, identification number E03X17491CO. The helpful advice and the comments on the manuscript of Professors Michael Oberguggenberger, Thomas Fetz and the two anonymous reviewers is gratefully acknowledged.



A



Proofs



This appendix contains the demonstration of some results that where postulated in Section 4. Lemma 2 Let A : X → [0, 1] be a possibility distribution and (F , PΓ ) be its representation as an infinite RS defined on X ⊆ R. The belief and plausibility of any subset F of X with regard to the RS (F , PΓ ) is equal to the necessity Nec and possibility Pos of the set F with respect to the possibility distribution A, i.e., NecA (F ) = Bel(F ,PΓ ) (F ) PosA (F ) = Pl(F ,PΓ ) (F ) for all F ⊆ X. 25



(A.1) (A.2)



PROOF. Let’s recall that equation (19) defines what is a possibility measure, PosA (F ) = sup { A(x) }



(A.3)



x∈F



Let G = { Aα : F ∩ Aα 6= ∅, Aα ∈ F } where Aα = { x ∈ X : A(x) ≥ α }. Since αi ≤ αj holds iff Ai ⊇ Aj and since F is consonant, then there exists an α∗ ∈ (0, 1] such that Aα∗ ∈ G is contained in all elements of G ; in other words, α∗ is the α associated to the focal set Aα ∈ G that is contained in all focal sets of G , and therefore α∗ is the largest α of the α-s associated to the focal sets of G , i.e., α ≤ α∗ for Aα ∈ G . Now, for a focal set Aα ∈ G we have that F ∩ Aα 6= ∅; this implies that there exists an x such that x ∈ F , x ∈ Aα , and A(x) ≥ α. But now, PosA (F ) = supx∈F { A(x) } ≥ α, and since this holds for all α-s such that Aα ∈ G , then PosA (F ) ≥ α∗ . Now, PosA (F ) ≥ A(x) for all x ∈ F . On the other hand, for all ǫ > 0, there exists an x ∈ F such that PosA (F ) − ǫ < A(x). Also, there exists an α such that A(x) = α and Aα ∈ G . Thus, α ≤ α∗ and therefore, PosA (F ) − ǫ < α∗ , and since ǫ is arbitrary, PosA (F ) ≤ α∗ . Thus, α∗ = PosA (F ), i.e., α∗ is the possibility of F with regard to the normalized fuzzy set A. Now, according to (31), Pl(F ,PΓ ) (F ) = =



Z



ZF G



I [Aγ ∩ F 6= ∅] dPΓ (Aγ )



(A.4)



dPΓ (Aγ )



(A.5)



= PΓ (G )



(A.6)



Now, let G = { α : Aα ∈ G }. Then from (A.6), and using (32), we have Pl(F ,PΓ ) (F ) = P (G) = α∗



(A.7) (A.8)



Finally using the fact that α∗ = PosA (F ), equation (A.2) follows. The proof of equation (A.1) is straightforward, considering the fact that the necessity and the belief are dual fuzzy measures of the possibility and plausibility respectively, i.e., NecA (F ) = 1 − PosA (F c ) Bel(F ,PΓ ) (F ) = 1 − Pl(F ,PΓ ) (F c ).



(A.9) (A.10)



2 Lemma 3 Let A : X → [0, 1] be a possibility distribution and (F , PΓ ) be its representation as an infinite RS defined of X ⊆ R and (Fn , m) be a finite sample of this RS with n elements. The belief and plausibility F ⊆ X with 26



respect to (Fn , m) will converge almost surely to the necessity Nec and possibility Pos of the set F with respect to the possibility distributions A, that is, NecA (F ) = n→∞ lim Bel(Fn ,m) (F )



(A.11)



PosA (F ) = n→∞ lim Pl(Fn ,m) (F )



(A.12)



almost surely for all F ⊆ X. PROOF. This result follows immediately from the application of Lemma 2 and Theorem 1 2 Lemma 4 Let hF , F i be a probability box and (F , PΓ ) be its representation as an infinite RS both defined on X ⊆ R. The belief and plausibility of (−∞, x] with respect to (F , PΓ ) is equal to F (x) and F (x) respectively, that is, F (x) = Bel(F ,PΓ ) ((−∞, x])



(A.13)



F (x) = Pl(F ,PΓ ) ((−∞, x])



(A.14)



and for all x ∈ X. PROOF. To show equation (A.13) we make use of the fact that according to equation (29), Bel(F ,PΓ ) ((−∞, x]) =



Z



F



I [γ ⊆ (−∞, x]] dPΓ (γ),



(A.15)



and that according to (33), 



γ= F



(−1)







(α), F (−1) (α)



(A.16)



α



for all α ∈ (0, 1]. Since γ ⊆ (−∞, x] implies that F (−1) (α) ≤ x, or equivalently α ≤ F (x) (since F is monotone increasing), then rewriting (A.15) in the αrepresentation Bel(F ,PΓ ) ((−∞, x]) =



Z



Bel(F ,PΓ ) ((−∞, x]) =



Z



(0,1]



I [α ≤ F (x)] dP (α)



(0,F (x)]



dP (α)



= P ((0, F (x)]) = F (x) since P is a measure that generates the uniform distribution. 27



(A.17) (A.18) (A.19) (A.20)



To show (A.14) we make use of the fact that according to equation (31), Pl(F ,PΓ ) ((−∞, x]) =



Z



F



I [γ ∩ (−∞, x] 6= ∅] dPΓ (γ),



(A.21)



(−1)



According to (A.16), γ ∩ (−∞, x] 6= ∅ implies that F (α) ≤ x, or equivalently α ≤ F (x) (since F is monotone increasing), then rewriting (A.21) in the α-representation Pl(F ,PΓ ) ((−∞, x]) = Pl(F ,PΓ ) ((−∞, x]) =



Z



Z(0,1]



h



(0,F (x)]







i



I α ≤ F (x) dP (α) dP (α) 



(A.22) (A.23)



= P (0, F (x)]



(A.24)



= F (x)



(A.25)



since P is a measure that generates the uniform distribution on (0, 1]. 2 Lemma 5 Let hF , F i be a probability box, (F , PΓ ) be its representation as an infinite RS defined of X ⊆ R and (Fn , m) be a finite sample of this RS with n elements. In the limit, when an infinite number of focal sets is sampled, the belief and plausibility of (−∞, x] with respect to the sampled RS will converge almost surely to F (α) and F (α) respectively, that is, lim Bel(Fn ,m) ((−∞, x]) F (x) = n→∞



(A.26)



F (x) = n→∞ lim Pl(Fn ,m) ((−∞, x])



(A.27)



almost surely for all x ∈ X, at which F and F are continuous respectively.



PROOF. This result follows immediately from the application of Lemma 4 and Theorem 1. 2 Lemma 6 Let FX˜ be a CDF and (F , PΓ ) be its representation as an infinite RS defined of X ⊆ R. Then both belief and plausibility of (−∞, x] with respect to (F , PΓ ) are equal to FX˜ (x), i.e., FX˜ (x) = Bel(F ,PΓ ) ((−∞, x]) = Pl(F ,PΓ ) ((−∞, x])



(A.28)



for all x ∈ X.



PROOF. A CDF is a special case of a probability box hF , F i when F = F . In this case (A.28), follows directly from Lemma 4. 2 28



Lemma 7 Let FX˜ be a CDF and (F , PΓ ) be an infinite RS defined on X ⊆ R and (Fn , m) be a finite sample of this RS with n elements. Then, both belief and plausibility of (−∞, x] with respect to the RS formed by the finite sample (Fn , m) will converge almost surely to FX˜ (x) for all x ∈ X, i.e., FX˜ (x) = lim Bel(Fn ,m) ((−∞, x]) = lim Pl(Fn ,m) ((−∞, x]) n→∞



n→∞



(A.29)



almost surely for all x ∈ X at which F and F are continuous.



PROOF. A CDF is a special case of a probability box hF , F i when F = F . In this case (A.29), follows directly from Lemma 5. 2 Lemma 8 Let (Fs , m′ ) be an finite RS defined on X ⊆ R and (Fn , m) be a finite sample of this RS with n elements. Then, the belief and plausibility with respect to the sampled RS (Fn , m) converges almost surely to the belief and plausibility with regard to the RS (Fs , m′ ) i.e., Bel(Fs ,m′ ) (F ) = n→∞ lim Bel(Fn ,m) (F )



(A.30)



Pl(Fs ,m′ ) (F ) = lim Pl(Fn ,m) (F )



(A.31)



n→∞



for all F ⊆ X.



PROOF. From the application of Theorem 1, we have that Bel(Fs ,m′ ) (F ) = Bel(F ,PΓ ) (F ) Pl(Fs ,m′ ) (F ) = Pl(F ,PΓ ) (F )



(A.32) (A.33)



However, in this particular case, (Fs , m′ ) ≡ (F , PΓ ). Then equations (A.30) and (A.31) follow. 2



References [1] O. Ditlevsen, H. O. Madsen, Structural Reliability Methods, John Wiley and Sons, New York, 1996, 384 p. [2] D. I. Blockley, The nature of structural design and safety, Ellis Horwood, Chichester, 1980. [3] D. I. Blockley, Risk based structural reliability methods in context, Structural safety 21 (1999) 335–348. [4] M. Oberguggenberger, W. Fellin, From probability to fuzzy sets: the struggle for meaning in geotechnical risk assessment, in: R. P¨otter, 29



[5]



[6]



[7] [8] [9] [10] [11]



[12]



[13]



[14] [15]



[16]



[17]



[18]



[19] [20]



H. Klapperich, H. F. Schweiger (Eds.), Probabilistics in geotechnics: technical and economic risk estimation, Verlag Gl¨ uckauf GmbH, Essen, 2002, pp. 29–38. M. Oberguggenberger, W. Fellin, The fuzziness and sensitivity of failure probabilities, in: W. Fellin, H. Lessmann, M. Oberguggenberger, R. Vieider (Eds.), Analyzing Uncertainty in Civil Engineering, Springer-Verlag, Berlin, 2004, pp. 33–48. D. G. Kendall, Foundations of a theory of random sets, in: E. F. Harding, D. G. Kendall (Eds.), Stochastic geometry, Wiley, London, 1974, pp. 322– 376. G. Matheron, Random sets and integral geometry, Wiley, New York, 1975. A. P. Dempster, Upper and lower probabilities induced by a multivalued mapping, Annals of Mathematical Statistics 38 (1967) 325–339. G. Shafer, A mathematical theory of evidence, Princeton University Press, Princeton, NJ, 1976. P. Walley, Statistical Reasoning with Imprecise Probabilities, Chapman and Hall, London, 1991. J. C. Helton, Uncertainty and sensitivity analysis in the presence of stochastic and subjective uncertainty, Journal of Statistical Computation and Simulation 57 (1997) 3–76. K. Sentz, S. Ferson, Combination of evidence in Dempster-Shafer theory, Report SAND2002-0835, Sandia National Laboratories, Albuquerque, NM (2002). F. Tonon, A. Bernardini, I. Elishakoff, Concept of random sets as applied to the design of structures and analysis of expert opinions for aircraft crash, Chaos, Solitrons & Fractals 10 (11) (1998) 1855–1868. F. Tonon, A. Bernardini, A random set approach to the optimization of certain structures, Computers and structures 68 (1998) 583–600. F. Tonon, A. Bernardini, Multiobjective optimization of uncertain structures through fuzzy set and random set theory, Computer-Aided Civil and Infrastructure Engineering 14 (1999) 119–140. F. Tonon, A. Bernardini, A. Mammino, Determination of parameters range in rock engineering by means of random set theory, Reliability Engineering and System Safety 70 (2000) 241–261. F. Tonon, A. Bernardini, A. Mammino, Reliability of rock mass response by means of random set theory, Reliability Engineering and System Safety 70 (2000) 263–282. F. Tonon, Efficient calculation of CDF and reliability bounds using random set theory, in: S. Wojtkiewicz, R. Ghanem, J. Red-Horse (Eds.), Proceedings of the 9th ASCE Joint Specialty Conference on Probabilistic Mechanics and Structural Reliability, PMC04, ASCE, Reston, VA, July 26-28, 2004, Albuquerque, NM, 2004, paper No. 07-104. F. Tonon, On the use of random set theory to bracket the results of Monte Carlo simulations, Reliable Computing 10 (2004) 107–137. H.-R. Bae, R. V. Grandhi, R. A. Canfield, Uncertainty quantification of 30



[21]



[22]



[23]



[24]



[25]



[26]



[27]



[28]



[29]



[30] [31]



[32] [33]



[34]



structural response using evidence theory, AIAA Journal 41 (10) (2003) 2062–2068. H.-R. Bae, R. V. Grandhi, R. A. Canfield, An approximation approach for uncertainty quantification using evidence theory, Reliability Engineering and System Safety 86 (3) (2004) 215–225. H.-R. Bae, R. V. Grandhi, R. A. Canfield, Epistemic uncertainty quantification techniques including evidence theory for large-scale structures, Computers and Structures 82 (2004) 1101–1112. H.-R. Bae, R. V. Grandhi, R. A. Canfield, Reliability based optimization of engineering structures under imprecise information, International Journal of Materials and Product Technology 25 (1,2,3) (2006) 112–126. P. Soundappan, E. Nikolaidis, R. Haftka, R. Grandhi, R. Canfield, Comparison of evidence theory and bayesian theory for uncertainty modeling, Reliability Engineering and System Safety 85 (1–3) (2004) 295–311. E. Rubio, J. W. Hall, M. G. Anderson, Uncertainty analyis in a slope hydrology and stability model using probabilistic and imprecise information, Computers and Geotechnics 31 (2004) 529–536. H. Schweiger, G. Peschl, Numerical analysis of deep excavations utilizing random set theory, in: R. Brinkgreve, H. Schad, H. Schweiger, E. Willand (Eds.), Proceedings of the Symposium on Geotechnical Innovations, Velag Gl¨ uckauf Essen, June 25, 2004, Stuttgart, 2004, pp. 277–294. G. Peschl, H. Schweiger, Application of the random set finite element method (RS-FEM) in geotechnics, in: G. Pande, S. Pietruszczak (Eds.), Proceedings of the 9th International Symposium on Numerical Models in Geomechanics, Balkema, Leiden, 2004, pp. 249–255. G. M. Peschl, Reliability analyses in geotechnics with the random set finite element method, PhD dissertation, Technische Universit¨at Graz, Graz, Austria (October 2004). J. Hall, J. Lawry, Imprecise probabilities of engineering system failure from random and fuzzy set reliability analysis, in: T. F. G. de Cooman, T. Seidenfeld (Eds.), Proceedings of the Second International Symposium on Imprecise Probabilities and their Applications, ISIPTA’01, Maastricht, 2001, pp. 195–204, cornell University, June 27-29, 2001. J. W. Hall, J. Lawry, Fuzzy label methods for constructing imprecise limit state functions, Structural Safety 25 (4) (2003) 317–341. L. V. Utkin, I. O. Kozine, Stress-strength reliability models under incomplete information, International Journal of General Systems 31 (6) (2002) 549–568. O. Wolkenhauer, Data Engineering, John Wiley and Sons, New York, 2001. C. Bertoluzza, M. A. Gil, D. A. Ralescu (Eds.), Statistical modeling, analysis and management of fuzzy data, Vol. 87 of Studies in fuzziness and soft computing, Physica Verlag, Heidelberg; New York, 2002. G. J. Klir, Uncertainty and Information : Foundations of Generalized Information Theory, John Wiley and Sons, New Jersey, 2006. 31



[35] D. Dubois, H. Prade, Random sets and fuzzy interval analysis, Fuzzy Sets and Systems 42 (1) (1991) 87–101. [36] G. J. Klir, M. J. Wierman, Uncertainty-Based Information: Elements of Generalized Information Theory, Vol. 15 of Studies in Fuzziness and Soft Computing), Physica-Verlag, Heidelberg, Germany, 1998. [37] W. L. Oberkampf, J. C. Helton, K. Sentz, Mathematical representation of uncertainty, in: Non-deterministic approached Forum 2001, AIAA-20011645, American Institute of Aeronautics and Astronautics, Seattle, WA, 2001, april 16-19. [38] C. Joslyn, J. M. Booker, Generalized information theory for engineering modeling and simulation, in: E. Nikolaidis, D. Ghiocel (Eds.), Engineering Design Reliability Handbook, CRC Press, 2004, pp. 9:1–40. [39] T. Fetz, M. Oberguggenberger, Solution of the challenge problem 1 in the framework of sets of probability measures, Reliability Engineering and System Safety 85 (1–3) (2004) 73–88. [40] D. Dubois, H. Prade, Possibility Theory, Plenum Press, New York, 1988. [41] G. J. Klir, T. A. Folger, Fuzzy Sets, Uncertainty and Information, Prentice-Hall, Englewood Cliffs, New Jersey, 1988. [42] H. T. Nguyen, E. A. Walker, A first course in fuzzy logic, CRC Press, Boca Raton, 1996. [43] I. R. Goodman, H. T. Nguyen, Fuzziness and randomness, in: C. Bertoluzza, M. A. Gil, D. A. Ralescu (Eds.), Statistical modeling, analysis and management of fuzzy data, Vol. 87 of Studies in fuzziness and soft computing, Physica Verlag, Heidelberg; New York, 2002, pp. 3–21. [44] S. Ferson, J. Hajagos, Don’t open that envelope: solutions to the Sandia problems using probability boxes, Poster presented at Sandia National Laboratory. Epistemic Uncertainty Workshop. Albuquerque. August 6– 7. Webpage http://www.sandia.gov/epistemic/eup workshop1.htm, available in http://www.sandia.gov/epistemic/Papers/ferson.pdf (2002). [45] C. Joslyn, S. Ferson, Approximate representations of random intervals for hybrid uncertain quantification in engineering modeling, in: K. M. Hanson, F. M. Hemez (Eds.), Proceedings of the 4th International Conference on Sensitivity Analysis of Model Output (SAMO 2004), Los Alamos National Laboratory, The Research Library, Santa Fe, New Mexico, 2004, pp. 453–469. [46] S. Ferson, V. Kreinovich, L. Ginzburg, D. S. Myers, K. Sentz, Constructing probability boxes and Dempster-Shafer structures, Report SAND2002-4015, Sandia National Laboratories, Albuquerque, NM, available in http://www.ramas.com/unabridged.zip (January 2003). [47] J. W. Hall, J. Lawry, Generation, combination and extension of random set approximations to coherent lower and upper probabilities, Reliability Engineering and System Safety 85 (1–3) (2004) 89–101. [48] R. Y. Rubinstein, Simulation and the Monte Carlo Method, John Wiley 32



[49] [50]



[51] [52]



[53]



& Sons, Inc., New York, NY, USA, 1981. R. B. Nelsen, An Introduction to Copulas, Vol. 139 of Lectures Notes in Statistics, Springer Verlag, New York, 1999. S. Ferson, R. B. Nelsen, J. Hajagos, D. J. Berleant, J. Zhang, W. T. Tucker, L. R. Ginzburg, W. L. Oberkampf, Dependence in probabilistic modelling, Dempster-Shafer theory and probability bounds analysis, Report SAND2004-3072, Sandia National Laboratories, Albuquerque, NM, available in http://www.ramas.com/depend.zip (October 2004). M. Lo`eve, Probability theory I, 4th Edition, Springer Verlag, Berlin, 1977. W. L. Oberkampf, J. C. Helton, C. A. Joslyn, S. F. Wojtkiewicz, S. Ferson, Challenge problems: Uncertainty in system response given uncertain parameters, Reliability Engineering and System Safety 85 (1–3) (2004) 11–20. F. Tonon, Using random set theory to propagate epistemic uncertainty through a mechanical system, Reliability Engineering and System Safety 85 (1–3) (2004) 169–181.



33



























[image: Theoretical Probability of Simple Events]
Theoretical Probability of Simple Events












[image: Upper Bounds on the Distribution of the Condition ...]
Upper Bounds on the Distribution of the Condition ...












[image: on the probability distribution of condition numbers of ...]
on the probability distribution of condition numbers of ...












[image: Guidelines on the Calculation of Quota and Levy Bill]
Guidelines on the Calculation of Quota and Levy Bill












[image: Bounds on the Lifetime of Wireless Sensor Networks Employing ...]
Bounds on the Lifetime of Wireless Sensor Networks Employing ...












[image: Bounds on the Lifetime of Wireless Sensor Networks Employing ...]
Bounds on the Lifetime of Wireless Sensor Networks Employing ...












[image: Lower Bounds on the Minimum Pseudo-Weight of ...]
Lower Bounds on the Minimum Pseudo-Weight of ...












[image: Bounds on the Lifetime of Wireless Sensor Networks Employing ...]
Bounds on the Lifetime of Wireless Sensor Networks Employing ...












[image: Numerical calculation of the melting phase diagram of ...]
Numerical calculation of the melting phase diagram of ...












[image: on the probability distribution of condition numbers ... - Semantic Scholar]
on the probability distribution of condition numbers ... - Semantic Scholar












[image: euclidean calculation of the pose of an unmanned ...]
euclidean calculation of the pose of an unmanned ...












[image: Hayek, Two Pages of Fiction, The Impossibility of Socialist Calculation ...]
Hayek, Two Pages of Fiction, The Impossibility of Socialist Calculation ...












[image: The Effect of Motion Dynamics in Calculation of ...]
The Effect of Motion Dynamics in Calculation of ...












[image: on the probability distribution of condition numbers ... - Semantic Scholar]
on the probability distribution of condition numbers ... - Semantic Scholar












[image: On the performance of Outage Probability in Underlay ...]
On the performance of Outage Probability in Underlay ...












[image: Policy on determination of Materiality of Events-2016.02.13.pdf ...]
Policy on determination of Materiality of Events-2016.02.13.pdf ...












[image: Modelling the effects of distance on the probability of ...]
Modelling the effects of distance on the probability of ...












[image: Uniform bounds on the number of rational points of a ...]
Uniform bounds on the number of rational points of a ...












[image: BOUNDS FOR THE PETERSSON NORMS OF THE ...]
BOUNDS FOR THE PETERSSON NORMS OF THE ...












[image: Approximation of the Invariant Probability Measure of ...]
Approximation of the Invariant Probability Measure of ...












[image: The Concept of Inductive Probability]
The Concept of Inductive Probability












[image: the probability of miracles pdf]
the probability of miracles pdf















On the calculation of the bounds of probability of events ...






Apr 26, 2006 - specialist may also be able to extract PDFs, though experts will ..... A(x), for x âˆˆ X, represents the degree to which x is compatible with the. 






 Download PDF 



















 1MB Sizes
 2 Downloads
 273 Views








 Report























Recommend Documents







[image: alt]





Theoretical Probability of Simple Events 

bags and distributed to students randomly. There are 20 apples,. 15 apricots, 25 bananas, 25 pears, and 30 peaches. 10. the probability of getting an apple ...














[image: alt]





Upper Bounds on the Distribution of the Condition ... 

be a numerical analysis procedure whose space of input data is the space of arbitrary square complex .... The distribution of condition numbers of rational data of.














[image: alt]





on the probability distribution of condition numbers of ... 

Î²m := (0,..., 0,Xdm. 0. ). Observe that the first m coordinates of any system hâ€² := [hâ€². 1,...,hâ€² m] âˆˆ Hm. (d) in this basis are exactly hâ€²(e0)=(hâ€². 1(e0),...,hâ€².














[image: alt]





Guidelines on the Calculation of Quota and Levy Bill 

Jul 1, 2017 - Illustration: Mr Tan runs a factory, licensed by ... Illustration: If in addition to his 20 local ... T2 = (50% x total workforce) â€“ T1. T2 = (25% x total ...














[image: alt]





Bounds on the Lifetime of Wireless Sensor Networks Employing ... 

each sensor node can send its data to any one of these BSs (may be to the ... deployed as data sinks along the periphery of the observation region R.














[image: alt]





Bounds on the Lifetime of Wireless Sensor Networks Employing ... 

Indian Institute of Science. Bangalore â€“ 560012. INDIA .... deployed as data sinks along the periphery of the observation region R. â€“ obtaining optimal locations ...














[image: alt]





Lower Bounds on the Minimum Pseudo-Weight of ... 

Nov 30, 2003 - indices are in Vr. We call C a (j, k)-regular code if the uniform column weight ..... Proof: In App. E of [14] the above lower bound for the minimum ...














[image: alt]





Bounds on the Lifetime of Wireless Sensor Networks Employing ... 

Wireless Research Lab: http://wrl.ece.iisc.ernet.in ... Key issues in wireless sensor networks ... NW lifetime can be enhanced by the use of multiple BSs. â€“ deploy ...














[image: alt]





Numerical calculation of the melting phase diagram of ... 

May 22, 2003 - melting phase diagram involves calculation of the free en- ergy for both the liquid and ..... 25, a better agreement with experimental data is only possible if one .... hexagonal phase and subsequent transformation to less mo-.














[image: alt]





on the probability distribution of condition numbers ... - Semantic Scholar 

Feb 5, 2007 - of the polynomial systems of m homogeneous polynomials h := [h1,...,hm] of ... We will concentrate our efforts in the study of homogeneous.














[image: alt]





euclidean calculation of the pose of an unmanned ... 

to advances in computer vision and control theory, monocular ... the need for GPS backup systems. ... comprehensive analysis of GPS backup navigation.














[image: alt]





Hayek, Two Pages of Fiction, The Impossibility of Socialist Calculation ... 

Page 1 of 7. Page 2 of 7. Page 2 of 7. Page 3 of 7. Page 3 of 7. Hayek, Two Pages of Fiction, The Impossibility of Socialist Calculation.pdf. Hayek, Two Pages of ...














[image: alt]





The Effect of Motion Dynamics in Calculation of ... 

Detailed studies have investigated the dynamic effects of locomotion, as well as many fast-paced sports motions, on physiological loading. This study examines the significance of considering the dynamics of simulated industrial handwork when calculat














[image: alt]





on the probability distribution of condition numbers ... - Semantic Scholar 

Feb 5, 2007 - distribution of the condition numbers of smooth complete ..... of the polynomial systems of m homogeneous polynomials h := [h1,...,hm] of.














[image: alt]





On the performance of Outage Probability in Underlay ... 

are exponential random variables. (RVs) with parameter ij. For example, the data link between. S and D denoted by â„Žsd has the parameter sd. To facilitate.














[image: alt]





Policy on determination of Materiality of Events-2016.02.13.pdf ... 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Policy on ...














[image: alt]





Modelling the effects of distance on the probability of ... 

In the present study Akaike's Information Criterion (AIC). (Akaike 1973) was used as the quantitative method for model selection. The adequacy of the selected ...














[image: alt]





Uniform bounds on the number of rational points of a ... 

âˆ’log | |p, where either p = âˆž and |F|p := edeg(F), or p runs over the set of. 6 ..... Now we are going to express these estimates in terms of the height of N/D. Let g be the gcd ...... monodromy, volume 40 of AMS Colloquium Publications, American














[image: alt]





BOUNDS FOR THE PETERSSON NORMS OF THE ... 

v2. ã€ˆFg,Fgã€‰, where v1 = vol.(SL2(Z)\H) and v2 = vol.(Sp2(Z)\H2). Here ã€ˆFg|z=0,Fg|z=0ã€‰ denotes the Petersson norm of Fg|z=0 on SL2(Z)\HÃ—SL2(Z)\H (see section 2 for more details). 2010 Mathematics Subject Classification. Primary 11F11, 11F46; 














[image: alt]





Approximation of the Invariant Probability Measure of ... 

Sep 14, 2007 - Since Pg E 9+the last summand tends to zero as k*~. Therefore we ... which is not a consequence of (ii)' and lim sup,,, Pmgmd Pg. Of course.














[image: alt]





The Concept of Inductive Probability 

Oct 24, 2005 - (1) uttered by X meant (2), the sorts of arguments that could be used to support ... inductive probability is not an objective concept; a meaningful.














[image: alt]





the probability of miracles pdf 

the probability of miracles pdf. the probability of miracles pdf. Open. Extract. Open with. Sign In. Main menu. Displaying the probability of miracles pdf.


























×
Report On the calculation of the bounds of probability of events ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















