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One of the most interesting problems studied in Random Field Theory (RFT) is to approximate the distribution of the maximum of a random field. This problem usually appears in a general hypothesis testing framework, where the statistics of interest is the maximum of a random field of known distribution. In this paper we use the RFT approach for the comparison of two independent random fields R1 and R2 . Our statistics of interest is the maximum of a random field G, resulting from the difference between the Fisher’s Z transformation of R1 and R2 , respectively. The Fisher’Z transformation guarantees a Gaussian distribution at each point of G but, unfortunately, G is not transformed to a Gaussian random field. Hence, standard results of RFT for Gaussian random fields are not longer available for G. We show here that the distribution of the maximum of G can be still approximated by that of a Gaussian random field, provided some correction by its spatial smoothness. Indeed, we present a quite general setting for obtaining such a correction, namely, by allowing different smoothness parameters for the components of G. Finally, the performance of our method is illustrated by means of both, numerical simulations and real Electroencephalography data recorded during a face recognition experimental paradigm.
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Introduction



A typical problem arising in brain imaging analysis is to study how brain functional activity changes with the experimental condition, status of the subject, etc. One of the most successful approaches for characterizing such a relationship if the general linear model Y (t) ∼ Xβ(t), where a set of dependent variables Y (t) represents the brain activity at location (voxel) t and X denotes a set of predictor variables. Of particular interest in recent years has been assessing the relationship between the brain activity at two different locations t and s (i.e. the relationship between Y (t) and Y (s)). This is known as the problem of brain functional connectivity, which was originally defined for fMRI (functional Magnetic Resonance Imaging) data as the temporal correlation between spatially remote neurophysiological events (Friston et al., 1993a). This concept was extended to any other image measurements by saying that two different regions of the brain were functionally connected if they showed similar anatomical features over subjects (Worsley et al., 2005). Several approaches have been proposed for assessing functional connectivity in images (McLntosh and GonzalezLima, 1994; Strother et al., 1995; Horowitz et al., 1996; Friston et al., 1997; Cao and Worsley, 1999a), which are typically based on: 1) estimation of the covariance (or correlation) structure among different brain regions and 2) statistical inference about the resulting correlation maps. Indeed, the most difficult task is the one related with the statistical inference. That is, to make inferences for the null hypothesis H0 : R(s, t) = 0 for all s, t, where R(s, t) is an image of correlation coefficients (i.e. R(s, t) = Corr(Y (s), Y (t))). Since one is usually seeking for pairs of high correlated regions, the maximum over t and s of the statistical image R (denoted by Rmax ) is a natural test statistics for H0 (Cao and Worsley, 1999a). Therefore, a threshold based on the upper quantiles of the distribution of Rmax under H0 should be chosen and pairs of regions where R exceeds that threshold would be declared as statistically significant correlated. Notice that the previous analysis involves the application of several (usually thousands) non independent (correlated) statistical tests, known as the multiple comparisons problem. In this situation, the application of the well-known Bonferroni-type corrections would produce a conservative decision threshold value due to the loss of statistical power. Another method for correcting for multiple comparisons is to choose a suitable threshold while controlling the False Discovery Ratio (FDR) (Genovese et al., 2002), defined as the expected proportion of falsely rejected voxels among those rejected. As it was commented in Genovese et al. (2002), a FDR threshold becomes more conservative as the correlation in tests increases, which a limitation for typical brain imaging data. Indeed, ∗ The
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high correlated tests are usually obtained after common brain imaging pre-processing steps (e.g. spatial smoothing for increasing the signal to noise ratio). An alternative approach for solving the multiple comparisons problem in high correlated tests is given by Random Field Theory, (Adler, 1981; Worsley et al., 1998; Cao and Worsley, 1999a; Worsley et al., 2005). As usual in neuroimaging literature, brain images are modeled as Gaussian random fields (Worsley et al., 1992; Friston et al., 1993b), and typical hypothesis testing problems produce random fields with known distributions such as Z, t, χ2 , F, T 2 (Hasofer, 1978; Worsley et al., 1992; Worsley, 1994; Cao and Worsley, 1999b). Then, Random Field Theory consists on approximating the P-value that the local maximum exceeds a high threshold value via the geometry of the excursion set, the set of points where the random field exceeds the threshold value. For high thresholds the excursion set consists of isolated regions, each containing a local maximum, where the number of such regions is determined by the Euler Characteristic of the set. Then for high thresholds near the maximum of the random field, the Euler Characteristic takes the value one if the maximum is above the threshold, and zero otherwise. As a consequence, for high thresholds, the expected Euler Characteristic approximates the P-value of the maximum of the random field. Explicit expression for the expected Euler Characteristic have been already obtained for cross-correlation, homologous correlation and maximal canonical correlations random fields (Cao and Worsley, 1999a; Worsley et al., 2004; Taylor and Worsley, 2008). In this way, the problem of detecting functional connectivity through correlation random fields has been successfully solved. Another related and perhaps more interesting problem is to characterize the variability of the correlation R(s, t) among brain regions from one experimental condition to another or just seeing this variability respecting external global variables such as gender, age, etc. (Kim et al., 2008; Cohen et al., 2008; Jafri et al., 2008). The aim of this paper is to provide a solution to this problem by using the Random Field Theory approach. The motivation comes from analyzing Electroencephalography (EEG) data recorded during a face recognition experimental paradigm, where a subject observes images of unfamiliar faces and scrambled versions of the same faces. We then seek for differences in the data correlation structure between both experimental conditions (unfamiliar and scrambled). A classical statistical approach for the comparison of correlation coefficients is through the so-called Fisher ’Z transformation (Fisher, 1921). The key idea is that a correlation coefficient R(X, Y ) between the random variables X and Y can be transformed to an approximately normal (standard Gaussian) variable Z by means of the Fisher ’Z 1+R transformation Z(R) = 12 ln( 1−R ). In such a way, the null hypothesis of equality between independent correlation coefficients R1 (X1 , Y1 ) and R2 (X2 , Y2 ) (H0 : R1 = R2 ) can be tested through the statistics G = Z(R1 ) −Z(R2 ) (with a corresponding variance correction). In principle one could use this approach for the case of independent Gaussian random fields Xi (s) and Yi (t), i = 1, 2, defined over voxels s and t, respectively. In fact, it has been already proposed in Chung et al. (2005), where the authors interpreted Z as a Gaussian random field and approximated the P-value of Zmax by random field theory. Unfortunately, such approach has a major drawback: even when G(s, t) is a Gaussian random variable for each s, t, G = G(s, t) is not a Gaussian random field. In this paper we overcome the above limitation by presenting results for the correct application of random field theory to the Fisher’s Z transformation of correlation random fields. Our proposal is based on general results presented in Vanmarcke (1983) and Worsley et al. (1992) for non Gaussian random fields. Specifically, expressions for the expected Euler Characteristic of a non Gaussian random field can be obtained by the following steps: 1) To ”Gaussianize” the random field (i.e. transforming it to a random field with Gaussian distribution at each point) and 2) To apply standard results of random field theory to this ”Gaussianized” version, provided certain correction by its spatial smoothness. Hence, we consider that G(s, t) is a ”Gaussianized” random field and provide explicit expressions for such smoothness correction term in a quite general setting. The plan of the paper is the following. In Section 1 we present general results about the approximation of the maximum of a random field through the expected Euler Characteristic of its excursion sets. In Section 2 we present the main results of this paper. This is, we explain the features of random field theory for the problem of comparison of two independent correlation random fields. Finally, in Section 3 we evaluate la performance of our method by both simulated data and real EEG data.
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The geometry of random fields .



Let Z (u) , u ∈ U ⊂ RD be a real valued isotropic Gaussian random field with E(Z) = 0, V ar(Z) = 1 and V ar(Z) =Λ, . where Z denotes the derivative of Z. As we mention in the Introduction section, an approximation to the Pvalue of the maximum of Z, at high thresholds z, is given by the expected Euler Characteristic χ(U∩Az ), where Az = {Z ≥ z} is called the excursion set of Z at level z. The Euler Characteristic χ(U∩Az ) counts the number of connected components of the excursion set Az , minus the number of holes. For high thresholds z, the holes tends to disappear and the Euler Characteristic counts the number of peaks above z. For even higher threshold values z near Zmax = maxZ(u), the Euler Characteristic takes the value 1 if the maximum is above z, and 0 otherwise. u∈U
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Thus, for high thresholds, E(χ(U∩Az )) approximates P (Zmax ≥ z) (Adler, 1981). The advantage of using the Euler Characteristic is that the following expression has been found for its expectation: µ ¶ D X P max Z(u) ≥ z ≈ E(χ(u ∈ U : Z(u) ≥ z)) = µd (U) ρZ d (z), u∈U



d=0



where µD (U) is be the Lebesgue measure of U , µd (U), d = 0, ..., D − 1 denotes the d−dimensional intrinsic volume or Minkowski functional of U, ρZ d (z) denotes the d-dimensional Euler Characteristic Gaussian density (Adler, 1981), z2 2



d+1



d



ρZ d (z) = ρZ d (z) =



det(Λ) 2D (2π)− 2 e− P(Z ≥ z), d = 0,



Hd−1 (z), d ≥ 1,



with Z distributed as a normal random variable and [d/2]



Hd (z) = d!



X (−1)i z d−2i , d≥1 2i i!(d − 2i)! i=0



denotes the dth Hermite polynomial, Stegun and Abramowitz (1978). Let T (u) , u ∈ U ⊂ RD be a real valued isotropic Gaussian-type random field (made up from i.i.d Gaussian random fields with the same matrix Λ each) and let G be a ”Gaussianization” of T (see remark below). Then, according to results in Vanmarcke (1983) and Worsley et al. (1992) one has d



d



2 2D (2π)− ρG d (z) = λ det(Λ)



where the correction term λ is given by



Ã λ=



d+1 2



e−



.



det(V ar(G))



z2 2



Hd−1 (z), d ≥ 1,



! D1 .



.



det(V ar(Z))



Remark 1 There are different ways of transforming a non Gaussian random field T to a one with Gaussian distribution at each point (i.e. to ”Gaussianize” a random field). A natural way to do so (Worsley et al., 1992) is by the transformation T = p−1 Z (pT (T )), where pT is the probability distribution function (pdf ) of T at each point and pZ is the normal (standard Gaussian) pdf. As we mention in the Introduction section, our ”Gaussianization” is carried out by means of the Fisher ’s Z transformation.
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Testing equality of cross-correlation random fields



Let Xi (s) =(X1i (s), ...., Xνi i (s)), s ∈ S ⊂ RM and Yi (t) =(Y1i (t),...., Yνii (t)), t ∈ T ⊂ RN be independent vectors of νi , i = 1, 2 i.i.d smooth stationary zero mean Gaussian random fields, respectively. Then the M + N -dimensional cross-correlation random field Ri (s, t), i = 1, 2 are defined by the sample correlation (Cao and Worsley, 1999a): 0



Xi (s) Yi (t)



Ri (s, t) = q



0



, i = 1, 2.



0



(1)



Xi (s) Xi (s)Yi (t) Yi (t) The Fisher’s Z transformation Zi (s, t) =



1 ln 2



µ



1 + Ri (s, t) 1 − Ri (s, t)



¶ , i = 1, 2



can be used for testing the null hypothesis H0 : R1 (s, t) = R2 (s, t) for all s and t. Indeed, Zi (s, t), i = 1, 2 are independent random fields with (approximately) Gaussian distribution (Kenney, 1951) with zero mean and variance 1 νi −3 , i = 1, 2 at each point (s, t), respectively. In other words, Z1 (s, t) and Z2 (s, t) are ”Gaussianized” versions of R1 (s, t) and R2 (s, t), respectively. Hence, the ”Gaussianized” random field G(s, t) =



Z1 (s, t) − Z2 (s, t) q 1 1 ν1 −3 + ν2 −3
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(2)



can be used for testing H0 . As usual in random field theory, for thresholding G(s, t) one just needs to evaluate the corresponding expected EC. According to the previous section, E(χ((s, t) ∈ S × T : G(s, t) ≥ z)) =



M +N X



µd (S × T ) ρG d (z),



d=0



where



.



d



2D (2π)− ρG d (z) = det(V ar(G))



d+1 2



e−



z2 2



Hd−1 (z), d ≥ 1,



(3) .



Z and ρG 0 (z) = ρ0 (z) = P(Z ≥ z). An explicit expression for the smoothness correction term V ar(G) is given by the following theorem. .



.



Theorem 2 If V ar(Xi ) = Λix , V ar(Yi ) = Λiy , i = 1, 2, then ¶ µ 0 (ν2 − 3)Λ1x + (ν1 − 3)Λ2x . 0 (ν2 − 3)Λ1y + (ν1 − 3)Λ2y V ar(G) = . ν1 + ν2 − 6 Proof. According to Lemma 4.2 in Cao and Worsley (1999a), s D



1



−1



t D



1



−1



1



1



Ri = (1 − Ri2 ) 2 ai 2 (Λix ) 2 zix , Ri = (1 − Ri2 ) 2 bi 2 (Λiy ) 2 ziy , i = 1, 2, where ai ∼ χ2νi , bi ∼ χ2νi , zix ∼ N ormalM (0, IM ), ziy ∼ N ormalN (0, IN ), i = 1, 2, independently and independent D



of R1 and R2 . Here, = means equality in distribution and χ2ν denotes the Chi-square distribution with ν degrees of freedom. Hence, s D



1



−1



t D



1



1



−1



1



Zi = (1 − Ri2 )− 2 ai 2 (Λix ) 2 zix , Zi = (1 − Ri2 )− 2 bi 2 (Λiy ) 2 ziy , i = 1, 2, and so, s D



1



−1



1



1



− 12



− 12



1 2



− 21



−1



1



G = c((1 − R12 )− 2 a1 2 (Λ1x ) 2 z1x − (1 − R22 )− 2 a2 2 (Λ2x ) 2 z2x ), t D



G = c((1 − R12 ) where c =



q



b1 (Λ1y ) z1y − (1 − R22 ) .



1 1 1 ν1 −3 + ν2 −3



s



− 12



1 2



b2 (Λ2y ) z2y ),



t



. On the other hand, since G = (G, G)0 then  .



V ar(G) =



s



s



t



s



0 E(G(G) )



E(G(G)0 ) s



t



t



 s t E(G(G)0 ) t



t



.



E(G(G)0 )



s



Hence, according to (4)-(5), E(G(G)0 ) = E(G(G)0 ) = 0 and s



s



t



t



1 2 −1 2 E(G(G)0 ) = c2 [E((1 − R12 )−1 )E(a−1 )E(a−1 1 )Λx + E((1 − R2 ) 2 )Λx ], 1 2 −1 2 E(G(G)0 ) = c2 [E((1 − R12 )−1 )E(b−1 )E(b−1 1 )Λy + E((1 − R2 ) 2 )Λy ]. √



Since ai ∼ χ2νi , bi ∼ χ2νi , √νi −1R2i ∼ tνi −1 , i = 1, 2 (tν denotes the t distribution with ν degrees of freedom) then 1−Ri



E(a−1 i )



E(b−1 i ) =



=



νi − 2 , i = 1, 2, νi − 3



E((1 − Ri2 )−1 ) = and finally,



1 , νi − 2



µ ¶ (ν2 − 3)Λ1x + (ν1 − 3)Λ2x 0 . 0 (ν2 − 3)Λ1y + (ν1 − 3)Λ2y V ar(G) = . ν1 + ν2 − 6 4



(4) (5)



Notice that in the theorem above we have considered a general situation by allowing different smoothness on the Gaussian random fields Xi and Yi , i = 1, 2. In the neuroimaging literature a Gaussian random field Z(u), u ∈ U ⊂ RD is often modeled as white noise convolved with an isotropic Gaussian filter. The width of the filter is measured by its Full Width at Half Maximum (F W HM ) (Worsley et al., 1992), which is a standard parameter for characterizing the smoothness of a random field (as higher the F W HM value, smoother the random field). It is then straightforward to show that . 4 log 2 V ar(Z) = Λ = ID , F W HM 2 which motivates us to define F W HM = (4 log 2)1/2 det(Λ)−1/(2D) .



d



for any stationary random field. Then, we can express the correction term det(V ar(G)) 2D in (3) by means of the F W HM as follows. Corollary 3 The F W HM of the random field G is given by F W HMG



=



M



1



−2 −2 − 2(M +N ) (ν1 + ν2 − 6) 2 [(ν2 − 3)F W HMX + (ν1 − 3)F W HMX ] 1 2



×[(ν2 − 3)F W HMY−2 + (ν1 − 1



(6)



N 3)F W HMY−2 ]− 2(M +N ) , 2



where F W HMXi , F W HMYi , i = 1, 2 are the F W HM of Xi , Yi , i = 1, 2, respectively. Therefore, for a given significance level α, the null hypothesis H0 is rejected at high values of the threshold z for which P( max G(s, t) ≥ z) ≤ α, where (s,t)∈S×T



P(



max



(s,t)∈S×T



G(s, t)



≥ z) =



M +N X d=0



=



d



d+1 z2 (4 log 2) 2 µd (S × T ) (2π)− 2 e− 2 Hd−1 (z) d F W HMG



i+j+1 i+j M X N X (2π)− 2 (4 log 2) 2



i=0 j=0



i+j F W HMG



µi (S) µj (T ) e−



z2 2



(7)



Hi+j−1 (z).



Finally, some comments to take into account in the computational implementation of the previous results. Notice that formula (7) requires the numerical approximations of the F W HM as well as the intrinsic volumes µi (S), i = 0, ..., M and µj (T ), j = 0, ..., N . By one hand, the F W HM s involved in the definition of F W HMG (see previous corollary) are easily estimated according to Kiebel et al. (1999). On the other hand, since real applications are usually carried out for the case M = N = 3 (3D brain regions S and T ), the intrinsic volumes of the whole brain are commonly approximated by that of a sphere with the same volume, which gives a very good approximation for any non-spherical search regions. Indeed, the approximation of intrinsic volumes of spherical regions is easily carried out by following Worsley et al. (1996). Hence, the intrinsic volumes of any other particular brain region such as an hemisphere are accordingly approximated.
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Applications



In this section we illustrate the performance of our methods by means of numerical simulations and real data recorded in an Electroencephalography (EEG) experiment. Simulated data corresponds to 1-D images (M = N = 1) while real EEG data is interpreted as a multivariate time series with dimension given by the number of scalp recordings. As it is shown below, one can reconstruct 3D images of the sources inside the brain that generate such electrical measurements. Hence, our real data shall consists on 3D images (M = N = 3) resulting from such a reconstruction.



4.1



Simulations



A number of ν1 and ν2 pairs of 1-D (M = N = 1) Gaussian random fields (Xik (s), Yik (t)), k = 1, 2, i = 1, ..., νk , s ∈ S, t ∈ T , S = T = [0, 128] were simulated as in Cao and Worsley (1999a). For each k = 1, 2, we first simulated νk pairs of independent white noise processes uki (s), wik (t), i = 1, ..., νk on a larger region, and νk pairs of scalar
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Figure 1: Top: Fisher ’s Z transformation (Z1 and Z2) of two independent cross correlation RFs with samples size ν1 = 20 and ν2 = 30, respectively. Signals were added at positions (32,32), (16,80), (64,64) in Z1 and (32,32), (16,80) in Z2. Bottom: Gaussianized random field G and its corresponding thresholding at z=4.19. normal random variables Uik , Wik with zero mean unit variance and correlation βk , independent of uki (s), vik (t). Let 2 fe be a Gaussian function scaled so that the convolution of fe with itself is f (s) = e−s /2 . Then, for each k = 1, 2, Z Z Xik (s) = fe(s − s1 )uki (s1 )ds1 + f (s − sk0 )(Uik − fe(s1 )uki (s1 )ds1 ), Z Z k k k k e Yi (t) = f (t − s1 )wi (s1 )ds1 + f (t − t0 )(Wi − fe(s1 )wik (s1 )ds1 ) are smooth independent Gaussian random fields with a correlated ”signal ” at the position sk0 and tk0 , respectively. Additional signals can be incorporated at different points (skj , tkj ), j = 1, ..., pk , by adding pk + 1 terms to Xik (s) and Yik (t) above, instead of one, each with independent Uik , Wik and correlation βk . Top panel of Figure 1 shows the random fields Z1 and Z2 resulting from the Fisher ’s Z transformation to the cross-correlation random fields (1) corresponding to the parameters ν1 = 20, ν2 = 30, (s10 , t10 ) = (s20 , t20 ) = (32, 32), (s11 , t11 ) = (s21 , t21 ) = (16, 80), (s12 , t12 ) = (64, 64), β1 = 0.85 and β2 = 0.7. The smoothness parameters were chosen as F W HMX1 = 6, F W HMY1 = 9, F W HMX2 = 7, F W HMY2 = 10. Bottom left panel of Figure 1 shows the resulting Gaussianized random field G(s, t), which smoothness, according to (6), is characterized by F W HMG = 7.27. As expected, the random field G has high values around the position (s, t) = (64, 64), since similar signals were added in both Z1 and Z2 at (32, 32) and (16, 80). Indeed, it is evidenced at bottom right panel in Figure 1, were the random field G was thresholded at value z = 4.19, obtained by formula (7) with significance level α = 0.05.
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Figure 2: Left Panel: Average time series of some representatives electrodes at conditions Unfamiliar(blue) and Scrambled(red). Right Panel: Average scalp distribution of 128 electrodes and corresponding average 3D inverse solution at time instant t = 170ms.



4.2



Real EEG data



Real EEG data was obtained during a face recognition experimental paradigm Henson et al. (2003) that consisted on presentation of 76 images of faces to the subject: 38 famous faces (F) and 38 unfamiliar faces (U). Additionally, each of the facial images was followed by the presentation of a scrambled (S) version of the same face. Faces were presented at time zero, and EEG data over 128 electrodes was recorded over 800 milliseconds (time window W = [−200, 600]ms). Hence, for each of the three conditions (F, U and S), our primary data is just but independent repetitions (trials) of 38, 38 and 76 multivariate time series (128 time series over W = [−200, 600]ms). As it was explained in Henson et al. (2003), differences between conditions U and S are related with the face perception process, whereas differences between F and U are associated to the face recognition process. In this paper, we are going to use only the data corresponding to the face perception process (i.e. conditions U and S). To get and idea of such data, left panel of Figure 2 shows the overall mean time series for conditions U(in blue) and S (in red) (average over all respective independent observations) corresponding to 6 representative electrodes, where the letters L, R, A and P in the labels mean Left, Right, Anterior and Posterior regions, respectively. It can be seen that comparison between conditions U and S reveals a pronunciated right posterior negativity around t = 170ms , which is known as the N170 component (see Henson et al. (2003) for further details). This is more evident in the right top panel of Figure 2, which shows the average scalp distribution of the 128 electrodes measurements at time instant t = 170ms . At this point, one should be cautious when interpreting the EEG topography in terms of neural activation regions, which requires the use of specific tomographic techniques. Indeed, Low Resolution Electromagnetic Tomography (LORETA) (Pascual-Marqui et al., 1994) allows the reconstruction of the 3D neural
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Figure 3: Top Panel: Correlation random fields R1 and R2 corresponding to conditions Unfamiliar and Scrambled at time instant t = 170ms. Bottom panel: Corresponding random field Z and 3D representation of significant points after thresholding at z = 6.728.



8



generators of 128 EEG electrical recordings. Specifically, the relationship between the electric field J(t) at all voxels in the brain (written as a vector) at time t = 170ms and the EEG measurements M(t) at all electrodes on the scalp (written as a vector of length 128) is given by the simple linear model M(t) = KJ(t) + e(t), where the leadfield K is a known function of the position of the electrodes on the scalp, the position of the points inside the brain, and the electrical properties of the brain tissue and scalp. The measurement error e(t) is assumed to be a vector of independent Gaussian processes at time t. Then, the LORETA solution of the inverse problem is given by b = (K0 K + λ2 L0 L)−1 KM(t), J(t) where λ is a regularizing parameter and L is a discrete version of the Laplacian operator that force the solution to be spatially smooth. In our case we choose parameters in such a way that LORETA solutions were mapped over 3244 3D-voxels of dimension 7mm × 7mm × 7mm each. Then, for each condition U and S, LORETA 3D images were calculated at t = 170ms for each of the 38 trials. Right bottom panel of Figure 2 shows, for each condition, a maximum intensity projection map of the average of such 38 solutions. Notice that, for condition U, high positive values appear in both hemispheres over the posterior (occipital) region, which concurs with the corresponding topographic map. On the other hand, condition S reveals very low negative values in the posterior left hemisphere as well as positive values in the anterior (frontal) right hemisphere, which is in fully agreement with the experimental paradigm (Gobbini and Haxby, 2007). We used the residuals obtained by subtracting the average of each group (unfamiliar and scrambled) from the data in that group, to give νi = 38 − 1 = 37 effectively independent observations for each condition. Our further analysis is then based on seeking differences in the inter-hemispheric correlations between conditions U and S. For it, we then choose s ∈ S = Left Hemisphere and t ∈ T = Right Hemisphere and [Xi (s), Yi (t)], i = 1, 2 as the νi = 37 (zero mean) independent 3D images corresponding to conditions U and S, respectively. As we previously mentioned, we use Kiebel et al. (1999) for obtaining the estimates F W HMX1 = 19.3180mm, F W HMX2 = 20.3741mm, F W HMY1 = 20.3432mm and F W HMY2 = 22.2544mm, which according to 6 give F W HMG = 20.5177mm. Additionally, the estimation of the intrinsic volumes are given by µ0,1,2,3 (S) = µ0,1,2,3 (T ) = 1, 191.24mm, 1.395 × 104 mm2 , 5.037 × 105 mm3 . Then, according to (7), at significance level α = 0.05 we obtain the decision threshold z = 6.728. Top panel in Figure 3 shows the correlation random fields R1 (s, t) and R2 (s, t) corresponding to conditions U and S, respectively, whereas left bottom panel shows the resulting random field Z(s, t). Right bottom panel of this figure also shows a 3D representation of the significant points (s, t) of Z(s, t) after thresholding at z = ±6.728 (for detecting both positive and negative significant regions). There are evident significant differences in the cross correlation of conditions U and S between temporal (middle) region in both hemispheres. That is, the inter-hemispheric cross correlations in the temporal region are significant (positively) different between conditions U and S (R1 > R2 in red). Notice also significant positive differences between the right frontal (anterior) region and left occipital (posterior) region. In contrast, notice also negative differences (R1 < R2 in blue) between left frontal and right occipital regions. These results are consistent with the classical cognitive ”core model” for face recognition and perception Gobbini and Haxby (2007) which involves the processing and transfer of information in a neuronal network that includes bilateral brain structures in the occipital and frontal regions as well as in the superior-temporal area.
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Conclusions



In this paper we have presented a random field theory approach for dealing with different correlation random fields in hypothesis testing problems. In particular, we focused on the problem of testing equality between two independent cross correlation random fields. It was shown how the Fisher’s Z transformation can be used in this problem, provided certain corrections for a feasible application of random field theory. Our approach is quite general in the sense that allows different smoothness parameter values in the Gaussian random fields involved in the analysis. Indeed, this last consideration has important practical consequences in problems with real data coming from different groups of subjects and perhaps under different experimental conditions as well, where equality of smoothness becomes a pretty restrictive assumption. The performance of the proposed method was evaluated by means of both numerical simulations and real EEG data.
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