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ON THE LATTICE OF EQUIVALENCE RELATIONS Jo˜ao Pita Costa Ljubljana, 26 SEPTEMBER 2006 Abstract The notion of an equivalence relation has played a fundamental role through the history of Mathematics. Equivalence relations are so ubiquitous in everyday life that we often forget about their proactive existence. In this talk, we will study independence and commutability, in the context of a partition lattice of a given set, referring to the interpretation of this mathematical concepts within Information Theory. Later we will establish an important achievement within Equivalence Theory, relating this two concepts. Finally we will introduce the Linear Lattices and present some very well known examples.
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Commuting Equivalence Relations



Definition. Given a set S, by a relation on S we mean any part of S × S and represent by RelS the set of all relations in S. The set RelS , with the inclusion relation, is a partially ordered set: (RelS , ⊆). A relation R in a set S can be identified with a graph, on which the set of all vertices is S and the edges are the pairs (α, β) belonging to R. Taking into consideration that the intersection and the T unionSof relations are themselves relations, the set RelS with the operations and is a complete lattice, bounded by the relations ∇ = { (x, y) : x, y ∈ S } and ∅, maximum element and minimum element, respectively. Definition. Given R, T ∈ RelS , we define the composition operation, ◦, as R ◦ T = { (α, β) ∈ S × S : exists γ ∈ S so that (α, γ) ∈ R and (γ, β) ∈ T } and we define the inverse relation of R by R−1 = { (α, β) : (β, α) ∈ R } 1



The composition ◦ of relations defines an operation in RelS that is non commutative. The inverse relation of R ◦ T is the following: (R ◦ T )−1 = T −1 ◦ R−1 , with R, T ∈ RelS . We say that two relations R and T commute (or that they are permutable) when R ◦ T = T ◦ R. Sometimes we omit the symbol ◦, writing RT instead of R ◦ T when we want to express the composition of a relation R with a relation T . Definition. A relation R is: (i) Reflexive, if ∆ ⊆ R ; (ii) Symmetric, if R−1 = R ; (iii) Transitive, if R ◦ R ⊆ R. The relation R is said to be an equivalence if it is simultaneously reflexive, symmetric and transitive. We represent by [x]R the set of elements of S related, on the right, by the relation R with an element x ∈ S as [x]R = { y ∈ S : xRy } and we represent by R [x] the set of all elements related on the left by R with x ∈ S. When R is an equivalence relation, [x]R = R [x]. In this case, we call equivalence class of x within R to the set [x]R , and to the set of all equivalence classes within R, that we represent by S/R, we call quocient of S within the equivalence R. Having in mind that xRy if, and only if, x ∈ [y]R we are lead to the following remark: Remark. Every equivalence R on S determines a partition of this set into non empty disjoint sets of elements related by R, which are exactly the equivalence classes of R in S. (i) [x]R 6= ∅, for all x ∈ S; (ii) [x]R ∩ [y]R 6= ∅ ⇒ [x]R = [y]R , for all x, y ∈ S; S (iii) x∈S [x]R = S. We call partition of the set S to a set of non empty disjoint subsets of S whose union is the set S. We write πS to represent the set of all the partitions of S. Each partition a ∈ πS determines itself an equivalence: the relation defined by xRy if, and only if exists X ∈ a such that x, y ∈ X 2



that we denote by Ra or R(a), sometimes writing xRa y instead of (x, y) ∈ Ra . To the equivalence classes we also call blocks of the partition. According to some authors, the concepts of equivalence relation and partition are mathematically identical, but psychologically diferent[?]. Remark. The composition, generally, loses symmetry: In the set S = { 1, 2, 3 }, we take the equivalences R and T determined by the following partitions S/R = { { 1 }, { 2, 3 } } and S/T = { { 1, 2 }, { 3 } }. Observe that, 3 ∈ S = RT [1] but 3 ∈ / { 1 } = [1]RT . However, for some equivalences their composition is also an equivalence: take, for example, the congruence relations ≡3 and ≡5 defined in Z. We now give a characterization for these special relations: Lemma 1.1. If R, T ∈ EqS , then RT is symmetric if, and only if, R and T commute. Proof. If RT is a symmetric relation, then RT = (RT )−1 = T −1 R−1 = T R and, then, the relations R and T commute. Conversely, if RT = T R then RT = T R = T −1 R−1 = (RT )−1



In πS we can partially order the partitions by what we call refinement: we say that a ≤ b when every block of the partition a is part of a block of b. Equivalently, we define relation ≤ of refinement in EqS as the inclusion of relations. Then, for all a, b ∈ πS , Ra ⊆ Rb if, and only if, a ≤ b The refinement relation constitutes a partial order relation in πS for which S/∆ is the minimum element and S/∇ is the maximum element. Because the intersection of equivalences is still an equivalence, each set of equivalences has a lower bound in this order. Then, the refinement relation endows the set EqS with a structure of complete lattice, bounded by the relations ∆ and ∇ as 0 and 1, respectively. The following proposition makes explicit the defined operations in the lattice of equivalences of a set. Proposition 1.2. If R and T are two equivalences on a set S, then [ R ∨ T = R ∪ R ◦ T ∪ R ◦ T ◦ R ∪ ··· = R ◦n T n≥2



3



Figure 1: Natural equivalences to which the union ∨ requires an infinite number of pieces.



S Proof. Let us consider the set A = n≥2 R ◦n T . We start by observing (a, b) ∈ A ⇔ exists a sequence of elements c1 , c2 , ..., cn of S such that (ci , ci+1 ) ∈ R or (ci , ci+1 ) ∈ T , for i = 1, ..., n − 1 and a = c1 , b = cn . In fact, as ∆ ⊆ R ⊆ A, this is a reflexive relation. Let a, b, c ∈ S. If (a, b) ∈ A then there exist a = d1 , ..., dn = b ∈ A such that (di , di+1 ) ∈ R or (di , di+1 ) ∈ T , for i = 1, ..., n − 1. As R and T are symmetric, (di+1 , di ) ∈ R or (di+1 , di ) ∈ T . Taking ci = dn−i+1 we obtain the desired sequence that makes sure that (b, a) ∈ A. On the other hand, if (b, c) ∈ A then there exist b = e1 , ..., en = c ∈ S such that (ei , ei+1 ) ∈ R or (ei , ei+1 ) ∈ T , for i = 1, ..., n − 1. But (dn , e1 ) = (b, b) ∈ R ∩ T , by the reflexivity of R and T . Then the sequence a = d1 , ..., dn = b = e1 , ..., en = c shows that (a, c) ∈ A. Then, A ∈ EqS Clearly, R ⊆ A and, as ∆ ⊆ T then T = ∆ ◦ T ⊆ R ◦ T ⊆ A Let P ∈ EqS such that R ∪ T ⊆ P Then, RT ⊆ P, RT R ⊆ P, RT RT ⊆ P, . . . , A ⊆ P Hence, we can say that A is the smallest equivalence that contains R and T , simultaneously. Likewise, πS acquires a structure of complete bounded lattice where a = a ∧ b ⇔ Ra ⊆ Rb , for all a, b ∈ πS . identifying both structures. The union R ∨ T = R ◦ T ∪ R ◦ T ◦ R ∪ R ◦ T ◦ R ◦ T ∪ ... =



[



R ◦n T



n≥2



doesn’t have to have a finite number of pieces: let us consider the equivalences θ and ρ defined in the set of natural numbers as in the diagram of Figure ??. In fact,
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(0, 2) ∈ θ ◦ ρ ⊆ θ ∨ ρ since that (0, 1) ∈ θ and (1, 2) ∈ ρ (0, 3) ∈ θ ◦ ρ ◦ θ, since that (2, 3) ∈ θ .. . (0, k) ∈



i=2 [



θ ◦n ρ, for all k ∈ N



k



Then, for all k ∈ N, (0, k) ∈ θ ◦k ρ but (0, k) ∈ / θ ◦k−1 ρ making sure that the union θ ∨ ρ has an infinite number of pieces. Let us now establish clear characterization for commuting equivalences: Theorem 1.3. Let R and T be equivalences in S. The following statements are equivalent: (a) R and T commute (b) R ∨ T = RT (c) RT is an equivalence relation. Proof. We will show that (a) ⇒ (b) ⇒ (c) ⇒ (a). (a) ⇒ (b) Supposing that T R = RT , we have



R∨T = RT ∪RT R∪RT RT ∪... = RT ∪R2 T ∪R2 T 2 ∪...∪Rn T n−1 ∪Rn T n ∪... As R, T are both transitive, then Rn ⊆ R and T m ⊆ T, for all n, m ∈ N. Hence, we can conclude that R ∨ T = RT . (b) ⇒ (c) If R ∨ T = RT then RT is, by definition of R ∨ T , an equivalence relation. (c) ⇒ (a) This statement is a direct consequence of Lemma ??.



When we have commuting equivalences, say Ra and Rb , we can refer ourselves to the partition determined by its composition, Ra ◦ Rb , representing it by a ◦ b. On the other hand, if the equivalences commute, then a ◦ b = b ◦ a, and we say that also the partitions commute.
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Independence of Partitions



Definition. Two partitions a and b are said to be independent if ρ ∩ τ 6= ∅ for every block ρ ∈ a and τ ∈ b. We also say that two equivalences are independent when they are determined by independent partitions. Then, if the equivalences R and T are independent, each block ρ of the partition S/R has at least one representative of each block τ of S/T . No equivalence is independent from itself, with the exception of ∇, that is independent from every equivalence. On the other hand, ∆ is not independent from any equivalence that is not the universal equivalence and the same happens with every equivalence for which one of the blocks of the corresponding partition is a singleton. Given a set A = { 1, 2, 3, 4, 5 }, the partitions a = { [1, 2], [3, 4, 5] } and b = { [2, 3], [1, 4, 5] } determine independent equivalences. Within the perspective of Information Theory, a partition of a set S can be seen as a phase in the search process of an unknown element δ in the set S. Each partition of S determines a block on which the element δ is found. We can imagine that the unknown element has a color and that the blocks of the partition are elements of the same colour. A set of partitions of S is a good search process, whenever the conjunction of partitions on the set S is the minimum partition S/∆. From this viewpoint, two partitions a and b are independent if the information in the block a, where the unknown element is, doesn’t have any information on which block of the partition b the unknown element can be found [?]. Proposition 2.1. Independent equivalences commute. Proof. Let a and b be independent partitions. To prove that Ra and Rb commute, we are going to show that Ra∨b = R1 = Ra ◦ Rb . As a, b ≤ a ∨ b and a, b are independent partitions, let us take into consideration γ ∈ a ∨ b to show that γ = S Let x, y ∈ S. By reflexivity, there exist A ∈ a and B ∈ b such that x ∈ A and y ∈ B. As a and b are independent, then A ∩ B 6= ∅. Let z ∈ A ∩ B: we have xRa z and zRb y. Then xRa ◦ Rb y and so Ra ◦ Rb = ∇. Then, R a ◦ R b = ∇ = R b ◦ Ra Clearly, we also have Ra ∨ Rb = ∇. One could ask about the previous statement’s converse. In fact, ∆ commutes with all equivalences and is not independent of any of them, except to ∇, which is more then enough to answer our question. On what follows, we will construct another pair of commuting equivalences that are not independent. 6



Definition. Given a partition a on a set S and T ⊆ S, we define the restriction of the partition a to the set T , a|T , as the partition whose blocks are the intersections of the blocks of a with the set T , whenever the intersection is non empty. It’s clear that the restriction of a partition a of a set S to a subset T is still a partition, but of the set T . We can think, to illustrate this, on the elements of the partition as sets of coloured elements. Its restriction to two colours, let’s say white and blue, leaves the elements with this two colours in the blocks, banishing all the blocks that were left without elements. Definition. Given a1 , a2 disjoint partitions of S1 , S2 , respectively, we define disjoint sum a = a1 + a2 as the smallest partition of the set S1 ∪ S2 such that a|S1 = a1 and a|S2 = a2 . The disjoint sum of partitions is a construction that gives us many examples of commuting partitions that are not independent: S = { 1, 2, 3, 4, 5, 6, 7, 8, 9 }, A = { 1, 2, 3, 4 } and B = { 5, 6, 7, 8, 9 } a1 = { [1, 2], [3, 4] }, b1 = { [5, 8], [6, 7, 9] } a2 = { [1, 3], [2, 4] }, b2 = { [5, 6, 7], [8, 9] } a1 + b1 = { [1, 2], [3, 4], [5, 8], [6, 7, 9] } a2 + b2 = { [1, 3], [2, 4], [5, 6, 7], [8, 9] } The equivalences Ra1 +b1 and Ra2 +b2 commute, although they are not independent. The disjoint sum does not identify elements of A with elements already identified in B. In other words, the disjoint sum does not in general preserve the independence of equivalences. However, it preserves the commutability, as we can see in the following remark. Remark. If A, B are disjoint sets and a1 , a2 ∈ πA , b1 , b2 ∈ πB are such that a1 ◦ a2 = a2 ◦ a1 and b1 ◦ b2 = b2 ◦ b1 , then (a1 + b1 ) ◦ (a2 + b2 ) = (a1 + b1 ) ◦ (a2 + b2 ) since both are equal to (a1 ◦ a2 ) + (b1 ◦ b2 ) The concepts of independence and commutability are defined either on partitions or on equivalences perspectives, which can be mathematically identified. We now describe the way this two concepts relate to each other.
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Figure 2: Perspective of the equivalence Ra∨b from the inside of each block, in case a and b commute.



Lemma 2.2. Let a, b be partititions of a set S and C be a block of a ∨ b. Then a|C ∨ b|C = (a ∨ b)|C Proof. Clearly, a|C ∨ b|C ≤ (a ∨ b)|C = { C } . Let x, y ∈ C. Then (x, y) ∈ Ra∨b and so there exists a sequence of elements x = z1 , . . . , zk = y ∈ S such that (zi , zi+1 ) ∈ Ra ∪ Rb ⊆ Ra ∨ Rb , for every i ∈ { 1, . . . , k − 1 }. For each of those i, we have zi in the same block of x within the partition a ∨ b, and so (zi , zi+1 ) ∈ Ra|C ∪ Rb|C ; hence (x, y) ∈ Ra|C ∨ Rb|C .



Proposition 2.3. If Ra and Rb commute and a ∨ b = 1, then the equivalences Ra and Rb are independent. Proof. Let A ∈ a and B ∈ b be blocks. Take x ∈ A and y ∈ B. As 1 = a ∨ b, we have (x, y) ∈ Ra∨b and knowing that a and b commute, we can say that (x, y) ∈ Ra ∨ Rb = Ra ◦ Rb . Hence, there exists z ∈ S such that xRa z and zRa y so z ∈ A and z ∈ B, respectively. Then A ∩ B 6= ∅ and, as A and B are arbitrary blocks, Ra and Rb are independent. In 1939, Mme Dubreil describes, on her thesis, an elegant characterization for commuting equivalences, establishing a main structure theorem for commuting equivalence relations. Theorem 2.4. Two equivalences Ra and Rb commute if, and only if, for each block C of the partition a ∨ b, the partitions a|C and b|C are independent partitions. Proof. Suppose that Ra and Rb commute. Let C be a block from the partition a ∨ b. By Lemma ??, we have, on the partition lattice πC of C, a|C ∨ b|C = (a ∨ b)|C = 1C Let x, y ∈ C. As (a ∨ b)|C = 1C , we have (x, y) ∈ R(a∨b)|C ⊆ Ra∨b . As Ra and Rb commute, exists z ∈ S such that (x, z) ∈ Ra and (z, y) ∈ Rb . We also have z ∈ C, since that (x, z) ∈ Ra ⊆ Ra∨b . We can say that (x, y) ∈ Ra|C ◦Rb|C . By the proposition ?? we conclude that Ra|C and Rb|C are independent.
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Conversely, suppose that, for each block of the partition a∨b, the restrictions to a and b are independent. Let (x, y) ∈ Ra ∨ Rb . Take C ∈ a ∨ b such that x, y ∈ C. Let A ∈ a|C and B ∈ b|C such that x ∈ A and y ∈ B. By the independence of a|C and b|C , we have A∩B 6= ∅. Let z ∈ A∩B. Then (x, z) ∈ Ra|C ⊆ Ra and (z, y) ∈ Rb|C ⊆ Rb hence (x, y) ∈ Ra ◦ Rb . Then, Ra ∨ Rb = Ra ◦ Rb and so Ra and Rb commute. A pair of equivalences is commutable when the set where they are defined can be partitioned into disjoint blocks and the restriction of the pair of equivalences to each of these blocks gives a pair of independent equivalences. By other words, two equivalences commute when the correspondent partitions are disjoint sums of independent partitions. The philosophers have been very enthusiastic with the mathematical concept of independence. Although many of the equivalence pairs aren’t independent, they many times satisfy a sophisticated variant of it that still have to be philosophical interpreted: commutability. A linear lattice is a sublattice of the equivalences lattice of a set, on which any two elements commute. Such lattices are of frequent occurrence: the lattice of subspaces of a vector space, the lattice of normal subgroups of a group, the lattice of ideals of a ring. A typical example can be found in Geometry: the lattice of subspaces of a vector space is isomorphic to a commuting equivalences’ lattice, defined in the vector space seen as a set. If V is a vector space and W is one of its subspaces, we define the equivalence of two vectors x, y ∈ V as x ≡W y if, and only if, x − y ∈ W , associating to each subspace an equivalence. If W 0 is another subspace of V , then the equivalences ≡W and ≡W 0 commute, describing an isomorphism between the lattice L(V vector subspaces of T) of all T V and a lattice of commuting equivalences: (EqV L(V 2 ); , ◦). According to the results described by Dubreil-Jacotin, the partitions associated to the equivalences in LinS are disjoint sums of independent partitions. According to Gian-Carlo Rota[?], this lattice is modular and arguesian. Haiman has dedicated himself, in his thesis, to the construction of a demonstration theory for linear lattices.
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