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Abstract Linear programming (LP) decoding was proposed by Feldman for decoding binary linear codes. In this thesis we explore many properties of the LP decoder for the family of highdensity parity-check (HDPC) codes. These codes are characterized by a dense parity-check matrix, for which iterative decoders shown to have a poor performance. The decision regions of the LP decoder are explored and compared to the decision regions of the belief propagation (BP) decoder and the optimal maximum likelihood (ML) decoder. We prove that both LP and BP decoders are not bounded-distance decoders, and we further study the effect of minimal-weight pseudocodewords on LP decoding. Global optimization is proposed as a method for finding the minimal pseudoweight of a given code as well as the number of minimal-weight generators. We present the minimalweight and number of minimal-weight generators for several selected codes, and a complete pseudoweight distribution for the [24, 12, 8] extended Golay code. A union bound for LP decoding is presented, along with justifications of why having the pseudoweight spectra is not sufficient for finding a tight bound. We propose several improvements for LP decoding algorithms for HDPC codes. We propose an efficient mixed integer decoder utilizing the branch and bound method. We further enhance the proposed decoder by adapting the parity check matrix prior to decoding according to the channel observations. Based on simulation results the proposed decoder achieves near-ML performance with reasonable complexity.
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Chapter 1 Introduction Error-correcting codes are used in digital communication systems for correcting transmission errors which occur due to noise in the transmission medium. In order to reduce or even eliminate such errors, the transmitter in digital systems using error-correcting codes, sends redundant bits along with the information bits. This longer block of bits is referred to as the codeword. The receiver decodes the codeword that is received from the channel with the help of the redundant bits. The problem of maximum likelihood decoding (MLD) is to find the codeword that maximizes the likelihood of what was received from the channel, given that a particular codeword was sent. It is the optimal decoding technique, but unfortunately it is known to be NP-hard. In practice, efficient sub-optimal iterative algorithms such as the sum-product algorithm and the min-sum algorithm are used to decode channel codes such as low density parity-check (LDPC) codes and turbo codes. These algorithms exploit the sparse structure of parity-check matrices of LDPC and turbo codes and achieve remarkable performance. Linear programming decoding (LPD) offers some advantages over the aforementioned iterative decoders. First, linear programming is a well-studied discipline that provides efficient analysis tools on convergence and complexity. Second, LPD has an appealing property whenever it returns an integral solution, the solution is guaranteed to be the ML codeword. 1



Third, performance improvements can be achieved by employing a variety of methods, such as adding constraints based on redundant rows of the parity-check matrix. This thesis is a study of the linear programming decoder for the family of high-density parity-check (HDPC) codes. These codes are characterized by a dense parity-check matrix, for which the aforementioned iterative decoders shown to have a poor performance. The contribution of this thesis is in providing a better understanding of the LP decoder operation, as well as providing better adaptive LP decoding techniques for decoding HDPC codes. We explore the decision regions of linear programming decoding. We study the effect of minimal-weight pseudocodewords on LP decoding. We present global optimization as a method for finding the minimal pseudoweight of a given code as well as the number of minimal-weight generators. We present a complete pseudoweight distribution for the [24, 12, 8] extended Golay code, and provide justifications of why the pseudoweight distribution alone cannot be used for obtaining a tight LP upper bound on the error probability. We propose several improvements for LP decoding algorithms for HDPC codes. We propose an efficient mixed integer decoder utilizing the branch and bound method. We further enhance the proposed decoder by utilizing ordered statistics for adapting the parity check matrix according to the channel observations prior to decoding. We achieve a near-ML performance by solving several compact LP problems, rather than solving a single growing problem. Based on simulation results the proposed decoder achieves near-ML performance with reasonable complexity.



1.1



Thesis Outline



In Chapter 2 we review the basics of coding theory and establish notations that are used throughout the thesis. We discuss maximum-likelihood decoding, sum-product decoding and linear programming decoding of binary linear block codes. In Chapter 3 we illustrate the different decision regions of ML, BP and LP decoders for the 2



[8, 4, 4] extended Hamming code. We also show that not all minimal-weight pseudocodewords have the same contribution to the error probability of the LP decoder. In Chapter 4 we present a global optimization approach for finding the minimal pseudoweight generators. In Chapter 5 we use the number of minimal pseudoweight generators to present a union bound for LP decoding. In Chapter 6 we present an adaptive branch and bound decoding algorithm and proposed a pre-decoding method for improving the performance of the LP decoder. In Chapter 7 we conclude our work and provide suggestions for future research.



1.2



Related Publications



• Chapters 3-5 have partly appeared in: On Pseudocodewords and Decision Regions of Linear Programming Decoding of HDPC Codes, A. Lifshitz and Y. Be’ery, submitted to IEEE Transactions on Communications. • Chapter 6 has partly appeared in: Efficient Linear Programming Decoding of HDPC Codes, A. Yufit, A. Lifshitz and Y. Be’ery. IEEE Transactions on Communications, vol. 59, No. 3, pp. 758-766, 2011. This chapter was also presented in part at the HDPCC Workshop, Tel Aviv, Israel, Mar. 2010.
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Chapter 2 Theoretical background 2.1



Introduction



In this chapter we review the basics of coding theory and establish notations that are used throughout the thesis. We review a high-level abstraction of a communication system and describe the components of such a system. We discuss binary linear block codes, the problem of maximum-likelihood (ML) decoding, and present two sub-optimal decoding algorithms: sum-product decoding and linear programming decoding.



2.2



Coding Theory Background



Error-correcting codes are frequently used in digital communication systems. A high-level abstraction of a digital communication system is depicted in Figure 2.1. In this figure the binary variables s1 , s2 , . . . , sk form an information word that enters the encoder. The encoder maps the information word into a codeword by adding redundant bits. The codeword is a longer binary word of length n > k, where n is the block length. The code C is the set of all codewords. The rate of a code is given by the ratio R = nk . Codes of high rate (close to 1) enable sending information more efficiently. The codeword is modulated to a communication signal which is transmitted over the noisy channel. Throughout this work we will use a 4



s1, s2 ,...,sk Information Bits



Encoder



x1 , x2 ,..., xn Codeword



Modulator



Noisy Channel



~ s1 , ~ s2 ,..., ~ sk Estimated Information Bits



Decoder



y1, y2,...,yn Received Word



Demodulator



Figure 2.1: Digital communication system. channel model called binary input additive white Gaussian noise channel (BIAWGNC) which corresponds to adding a Gaussian to each transmitted signal. The output of the channel enters a demodulator which is usually a matched filter. The output of the modulator is the received word y1 , y2 , . . . , yn which corresponds to the n bits of the transmitted codeword. The decoder is an algorithm that estimates the transmitted codeword from the received word. Such an estimation requires error correction of corrupted samples. The decoder although performs the straightforward mapping from codeword to information bits. There are two approaches of decoding: hard-decision decoding and soft-decision decoding. • In hard-decision decoding each component of the received word is compared with a single threshold. If the voltage of a component is greater than the threshold, it is considered to be 1, otherwise it is a 0. From this estimated codeword, the hard-decision decoder will try to find the information bits. • In soft-decision decoding the decoder not only use the 1 or 0 decision but also an indication of how certain we are that the decision is correct. This extra information indicates the reliability of each component of the received word. Therefore, a softdecision decoder will typically perform better in the presence of corrupted data than 5



its hard-decision counterpart.



2.2.1



Binary Linear Block Codes



A binary linear block code C of length n and cardinality 2k is a k-dimensional linear subspace of the vector space {0, 1}n . A binary code C is linear if 0n ∈ C and if (x0 ⊕ x00 ) ∈ C where x0 , x00 ∈ C and ⊕ is the addition modulo 2 operator. The generator matrix G of a binary linear code C is a k × n binary matrix whose rows are k basis vectors of length n. Each codeword x ∈ C can be represented as a linear combination of the basis. The aforementioned encoder performs the mapping of information words into codewords by multiplying the information word by the generator matrix G, i.e. x = enc(s) = s · G ∈ C. The parity-check matrix H of a binary linear code C is an (n − k) × n matrix whose rows span the orthogonal subspace C ⊥ . C ⊥ is often referred to as the dual code of C. The parity-check matrix is another way to specify the code C, since an n-tuple x is a codeword if and only if x · H T = 0. The matrices G and H are not unique for a given code C, as Gaussian elimination will result in different matrices. Having many parity-check matrix representations for a given code is a property that is often used by iterative decoders, and will be discussed in the next chapters.



Example 2.1. As an example of a linear code, we will examine the [8, 4, 4] extended Hamming code. In this code k = 4 and n = 8, and therefore the code rate is R = The generator matrix of this code is: 



 1 1   1 1  G=  1 0   0 1



 1 1 0 0 0 0   0 0 1 1 0 0    1 0 1 0 1 0    1 0 1 0 0 1 6
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c4 v7 v8 Figure 2.2: Tanner graph of the [8, 4, 4] extended Hamming code. And a possible parity check matrix of this code is: 



 1 1 1   0 0 1  H=  0 0 0   0 1 1







1 0 0 0 0   1 1 1 0 0    0 1 1 1 1    0 0 1 1 0



The Hamming distance dH is the number of bits which differ between two codewords. The minimum distance dmin of a code is a the minimum Hamming distance between any pair of distinct codewords in the code. By increasing the minimum distance more noise is tolerated before a codeword is confused with another codeword. A parity-check matrix H is often represented by a Tanner graph T (H), which consists of the two disjoint node sets I and J . The nodes in I are referred to as variable nodes and 7



correspond to the columns of H whereas the nodes in J are referred to as check nodes and correspond to the rows of H. A variable node i ∈ I is connected to a check node j ∈ J if and only if Hji = 1. Figure 2.2 is the Tanner graph associated to the H matrix given in Example 2.1.



2.3



Maximum Likelihood Decoding



Given a received word y, the optimal decoder chooses the codeword x∗ that was most likely transmitted: x∗ = arg max P (x|y)



(2.1)



x∈C



Using Bayes’ rule the probability P (x|y) can equivalently be written as



P (x|y) =



P (y|x)P (x) . P (y)



(2.2)



If all information words have equal probability, then from (2.1) and (2.2), it follows that



x∗ = arg max P (y|x)



(2.3)



x∈C



The decoder that chooses the codeword maximizing the expression in (2.3) is referred to as the maximum-likelihood decoder. For binary codes, (2.3) can be rewritten as the following optimization problem minimize λT · x



(2.4)



subject to x ∈ C n



where λ ∈ R is the vector of the log-likelihood ratios (LLR) defined by λi = log







P r(yi |xi =0) P r(yi |xi =1)







.



Decoding using the ML decoder is often called optimal decoding, although it does not necessarily output the transmitted codeword. The problem of finding the ML codeword is NP-hard in general. Therefore in practice, efficient sub-optimal decoders are used. 8



2.4



Sum Product Decoding



The sum product decoding (SPD) also known as belief propagation decoding (BPD), is an iterative decoding technique which is built on a factor graph [1] for the code. Factor graphs are a straightforward generalization of the Tanner graphs of Wiberg et al. [2]. Each edge of the factor graph passes two messages, one going from the variable node to the check node, and one from the check node to the variable node. The messages represent the probability (belief) of the code bit to be zero or one. These messages are exchanged along the edges of the factor graph, and local decoding is performed at each node. In the first iteration, the incoming messages are the probabilities received from the channel at the variable nodes. These messages are passed along the edges to the neighboring check nodes. The check nodes perform local decoding operations to compute outgoing messages depending on the incoming messages received from the neighboring variable nodes. Thereafter, these new outgoing messages are sent back along the edges to the neighboring variable nodes. A complete iteration is when one outgoing message has passed in both directions along every edge. In other words, a single iteration consists of two update rules; one for messages sent from variable nodes, and one for a messages sent from check nodes. The iterative message update process continues until a valid codeword is found or some stopping criterion is fulfilled. Figure 2.3 illustrates a single iteration of the SPD. The information received from the channel at variable node i is denoted by mi . A message from variable node i to check node j is given by mvi cj , while mcj vi is a message sent from check node j to variable node i. In Figure 2.3(a) all the information that v1 possesses, which is a function of the messages mc1 v1 , mc2 v1 and m1 , is sent to check node c3 , except for the information that node c3 already possesses. In one half-iteration of the decoding algorithm, such computations are made for all variable nodes to check nodes pairs. In the other half-iteration, messages are passed in the opposite direction: from check nodes to variable nodes, as depicted in Figure 2.3(b). In this figure node c1 sends all information it has to variable node v4 , excluding the information v4 9
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Figure 2.3: Iteration of the Sum Product Decoder already possesses. Such computations are made for all check nodes to variable nodes pairs. Sum product decoding is optimal, i.e., performs maximum likelihood decoding for cycle free factor graphs. However, if there are cycles in the factor graph, the sum-product algorithm will be sub-optimal. Even in this case the performance of the SPD can be close to MLD if the factor graph has only few short-length cycles, which is the case when decoding long LDPC codes.



2.5



Linear Programming Decoding



2.5.1



Introduction to Linear Programming



Linear programming (LP) is a mathematical method for minimizing (or maximizing) a linear function over a convex polyhedron specified by linear constraints. Its objective function is a real-valued affine function defined on this polyhedron. A linear programming algorithm finds a point in the polyhedron where this function has the smallest (or largest) value if such point exists. The main elements of any linear programming problem are: • Variables. The goal of a linear programming problem is to find the values of the variables that will optimize the given objective function. 10



• Objective function (also called cost function). A mathematical expression that consists of variables. A feasible solution that optimizes the objective function is called an optimal solution. • Constraints. Conditions which specify a convex polytope over which the objective function is to be optimized. There are two types of constraints: equality constraints and inequality constraints. The set of solutions that satisfy all constraints is called the feasible set. Linear programs are problems that can be expressed in the following form: minimize cT · x subject to Ax ≤ b and x ≥ 0 where x represents the vector of variables and cT ·x is the objective function. The expression Ax ≤ b is the set of constraints, where A is a matrix of coefficients and b is a vector of coefficients.



2.5.2



LP Decoding of Binary Linear Codes



Linear programming decoding was proposed by Feldman in [3] for decoding binary linear codes. Feldman showed that ML decoding can be equivalently formulated as an LP optimization problem running on the codewords polytope. For a given code C, the codewords polytope is defined as the convex hull of all the valid codewords



poly(C) =



( X



) αx x : αx ≥ 0,



x∈C



X



αx = 1 .



x∈C



The vertices of poly(C) are in one-to-one correspondence with codewords. Any linear program attains its optimum at a vertex of the polytope, thus we can define ML decoding as the following optimization problem. Consider a binary linear code C of length n, a transmitted 11



codeword x ∈ C, a received word y ∈ Rn and a log likelihood ratio vector λ ∈ Rn . With these definitions, the ML codeword is exactly the solution of the following LP problem: minimize λT · x



.



(2.5)



subject to x ∈ poly(C) The number of constraints in 2.5 depends exponentially on the code length; thus Feldman proposed a sub-optimal algorithm running on a relaxed codewords polytope P ∈ [0, 1]n . Given a binary parity-check matrix H ∈ Fm×n , the code Cj , j ∈ {1, . . . , m} is defined as 2



Cj = {x ∈ {0, 1}n : x ⊕ Hj = 0}.



(2.6)



The code C can be written as the intersection m \



C=



Cj .



(2.7)



j



The relaxation of a codeword polytope is done as follows: each row j ∈ {1, . . . , m} of the parity check matrix H is represented by the following set of constraints:



X i∈N (j)\S



xi +



X



(1 − xi ) ≥ 1, |S| is odd



(2.8)



i∈S



where N (j) is a set of all the bit nodes connected to check node j and S is an odd subset of N (j). The constraints in (2.8) construct a local codeword polytope conv(Cj ). These constraints are also known as forbidden set (FS) inequalities or FS constraints. The intersection of all the local codewords polytopes is a relaxed polytope, also called the fundamental polytope. Definition 2.1. [4] The fundamental polytope P , P(H) of H is defined to be the set



P,



m \



conv(Ci ).



i



12



(2.9)



Fundamental Polytope



Codewords Polytope



Codeword Fractional Pseudocodeword



Figure 2.4: The codewords polytope and the fundamental polytope. The fundamental polytope has a clear geometrical representation which is well-suited for finite-length analysis. The vertices of the fundamental polytope contain every codeword, but also some non-codeword pseudocodewords. The integral vertices of P are exactly the codewords of C. Figure 2.4 provides a geometric perspective of the LP relaxation. The dotted inner line represents the codewords polytope poly(C). The outer solid line represents the fundamental polytope P. The figure also represents fractional vertices of the relaxed polytope which are not vertices of the codewords polytope. The LP decoding process finds a vertex of the fundamental polytope optimizing the channel likelihood ratios function, i.e.,



minimize λT · x



(2.10)



subject to x ∈ P where x ∈ [0, 1]n which is a relaxation of the binary constraint x ∈ {0, 1}n . One of the advantages of LP decoding is that the decoder has the desirable ML certificate property; whenever it outputs an integral solution, it is guaranteed to be the ML codeword 13



[3]. Another advantage is that the relaxed polytope can be tightened by including additional constraints, such as constraints based on redundant parity checks (RPC) [5]. For more details on decoding methods based on linear programming approaches, we refer the reader to [6].



14



Chapter 3 Decision Regions



3.1



Introduction



The behavior of the BP [1] decoder for the case of finite-length codes does not have simple characteristics, and can be very hard to predict. Linear programming is a well-studied discipline that provides efficient analysis tools. The relationship between LP and BP decoding was observed and characterized [7], and the decision regions of these decoders are suggested to be tightly related. The LP decoder receives the channel likelihood ratios which define an objective function, for which it finds an optimal solution that satisfies a set of constraints. These constraints are inequalities arisen from a given parity-check matrix and form the fundamental polytope [4]. The fundamental cone [4] is the conic hull of the fundamental polytope. It has a vertex in the origin, and its edges are also referred to as minimal pseudo-codewords [4] or generators [8]. The fundamental cone has a more compact representation than the fundamental polytope, and it is sufficient to consider the fundamental cone for evaluating the performance of the LP decoder [3], [4], [8]. The output of the LP decoder is always a vertex of the fundamental polytope which maximizes the channel likelihood ratios function. One of the most appealing properties of 15



the LP decoder is the ML certificate property - whenever it returns an integral solution, the solution is guaranteed to be the ML codeword; otherwise an error is invoked. There are rare cases of parity-check matrices [9] for which the vertices of the fundamental polytope are codewords only, and in these cases the output of the LP decoder is identical to the output of the ML decoder. In these rare cases a polynomial-time ML decoding is attainable. However, for most cases, and when applied to good error-correcting codes, the LP decoder will suffer from decoding failures due to the presence of pseudocodewords. The minimal pseudoweight [4] of a parity-check matrix in LP decoding is the appropriate analog of the minimal Hamming weight in ML decoding. Furthermore, the minimum Hamming weight is known to be lower bounded by the minimal pseudoweight [10]. There are cases where the minimal pseudoweight equals the minimal Hamming weight, and in these cases, the existence of pseudocodewords may have a minor or even a negligible effect on the decoder’s optimality. HDPC codes are characterized by a dense parity-check matrix. Linear classical codes have a dense parity-check matrix by design, which makes them less suitable for LP decoding. The denser the parity-check matrix is the more vertices the fundamental polytope will have. Keeping in mind that the number of codewords is independent of the parity-check matrix that is used to define a code, one can realize that increasing the number of vertices is equivalent to increasing the number of pseudocodewords which are not codewords. The BP algorithm is often in use for decoding LDPC codes, for which it has both low complexity and good performance. Its low complexity is achieved due to the fact that the algorithm operates locally on a so-called Tanner graph [2], [11] representation of the paritycheck matrix. However, operating locally leads to a fundamental weakness of the algorithm it may fail to converge due to non-codewords pseudocodewords. These pseudocodewords are valid assignments of the computation tree [2] of the given code and decoder. Kelley and Sridhara [12] have proved that the pseudocodewords of the computation tree are a superset of the pseudocodewords which lie in the aforementioned fundamental polytope. 16



The decision regions of a decoding algorithm provide a visualization of the decoder’s decisions upon receiving channel signals. They provide a better intuition of the decoder operation, and can be used for comparing different decoding algorithms. The existence of pseudocodewords in iterative decoding and their effect on the decision regions were studied in [4], [13]. In the present work we examine the effect of pseudocodewords on the decision regions and on the performance of the LP decoder. Presenting a complete picture of the decision regions is usually impossible even for shortlength codes, due to the number of dimensions involved in each decoded signal. Nevertheless, performing cuts in the signal space can provide a clear picture of specific decision regions, which illustrate the effect of pseudocodewords on the performance of the BP and LP decoders. In this section, in order to illustrate the different decision regions of the BP, LP and ML decoders, the [8, 4, 4] extended Hamming code was chosen. It is known that both BP and LP decoders are affected by the selection of the parity-check matrix, therefore three different representations for the aforementioned code were chosen. This chapter is organized as follows: We provide some background on decision regions and a method to produce the decision regions in Section 3.2. In section 3.3 we study the decision regions of the [8, 4, 4] extended Hamming code. For this study three different parity-check matrices are chosen, and a comparison between the LP, BP and ML decoders for selected cuts is presented. In Section 3.4 we present the different contribution of minimal-weight pseudocodewords to the error probability of LP decoding.



3.2



Mapping of Decision Regions



The major difficulty of presenting the decision regions of a code longer than three is how to project or reduce an n-dimensional space to a two- or three-dimensional subspace. In the following the n-dimensional space is sliced to a two-dimensional Euclidean subspace. A two-dimensional subspace or a cut is a plane that is spanned by two vectors. 17



Consider transmitting an n-dimensional signal over an AWGN channel, such that the observed data is r = s+n where r, s, n ∈ Rn and s is the transmitted signal. The components of n are i.i.d. normal random variables with zero mean and variance σ 2 . The decision regions {Z1 , . . . , ZM } of the ML decoder are the subsets of the signal space Rn defined by Zi = {r : p(si |r) > p(sj |r) ∀i 6= j, 1 ≤ i, j ≤ M }



(3.1)



where M is the number of codewords. The decision boundaries are all the points for which there exists r ∈ Rn such that p(si |r) = p(sj |r) for some i and j with i 6= j. The decision boundaries divide the signal space into M disjoint decision regions, each of which consists of all the point in Rn closest in Euclidean distance to the received signal r. An ML decoder finds which decision region Zi contains r, and outputs the corresponding codeword cˆi . The existence of pseudocodewords in BP and LP decoders divides the signal space into more decision regions than those created solely by codewords. Clearly, these pseudocodewords reduce the decision regions of the codewords, hence deteriorate the decoder optimality. The first step towards mapping the decision regions is to decide of the two spanning vectors ny and nx (ny , nx ∈ Rn ). These two vectors must be orthogonal in order to preserve distances, angles, etc. The linear combination of these two vectors is the noise vector that is added to the transmitted signal. The noisy samples are then decoded, and the output of the decoder is recorded along with the received signal. All the received signals which share the same output designate a decision region. In the following, we assume a memoryless binary-input symmetric-output channel. The LP decoder uses a C − symmetric polytope [3]. Therefore, the conditional decoding error probability is independent of the codeword that was sent, and our analysis will assume that the all-zero codeword was transmitted over an AWGN channel using BPSK modulation. The BP decoder being used is a sum-product decoder, configured to perform 50 decoding iterations. 18



The minimum distance of a code, denoted by dmin , is the minimal Hamming distance between any two codewords. The minimum Euclidean distance of a code, denoted by dEmin , is the minimal Euclidean distance between any two modulated codewords. In BPSK modulation the minimal Euclidean distance is related to the minimal Hamming distance by √ dEmin = 4dmin . In LP decoding, the vertices of the fundamental polytope are a superset of the codewords. While the set of codewords are determined by the code itself, the set of pseudocodewords is determined by the relaxation being used. Let C be a binary code C ∈ {0, 1}n and let V(P) be the set of vertices of the fundamental polytope P. The fundamental polytope contains every codewords, but also some fractional pseudocodewords, thus:



C ⊆ V(P) ⊆ P ⊆ [0, 1]n .



(3.2)



The mapping of a vertex onto a point in a Euclidean plane is performed using the effective squared Euclidean distance [14] between a codeword c and a pseudocodeword p in the computation tree of [2]. If the all-zero codeword is transmitted using BPSK modulation, then the effective squared Euclidean distance is



d2eff (0, p) = 4weff (p)



(3.3)



where weff is the effective Hamming weight in an AWGN channel, given by



wpAW GN C (p)



P ( ni=1 pi )2 kpk21 = Pn 2 . = weff (p) ≡ kpk22 i=1 pi



(3.4)



Eq. (3.4) is sometimes referred to as the pseudoweight [4] of p in an AWGN channel. The performance of iterative decoders is influenced mostly by the minimal-weight pseudocodewords [10], [15], [16], [17], while the ML decoder is influenced mostly by the code minimal Hamming weight. This is why the performance of an ML decoder is not affected by the selection of the parity-check matrix, which is not true for the case of BP and LP decoders. 19



For BP and LP decoders the effective Euclidean distance between the all-zero codeword and a pseudocodeword p is deff (0, p). The decision boundary between the all-zero codeword and a pseudocodeword p is exactly



deff (0,p) 2



from the origin.



The mapping of the decision regions within a two-dimensional cut is performed as follows:



Mapping of decision regions 1: Set the y-Axis to represent ny , and the x-Axis to represent nx 2: Find the normalization factor for ny and nx : v v u n u n uX uX norm ny = t (nyi )2 , norm nx = t (nxi )2 i=1



3: 4: 5:



for y in range min added noise to max added noise do for x in range min added noise to max added noise do Set the received signal r = M odulate(0) +



6: 7: 8: 9:



(3.5)



i=1



ny · y nx · x + norm ny norm nx



(3.6)



Decode the signal end for end for Map the entire space spanned by y and x to the decoded words.



Normalization of ny and nx is required in order to maintain a Euclidean space. A unitstep in the direction of ny is a step for which the noise that is added in the direction of pPn 2 ny will shift the transmitted signal by i=1 (nyi ) from the origin. The min added noise and the max added noise are the two endpoints of both ny and nx , and are taken such that min added noise ≥ − dmin and max added noise ≤ dmin , where dmin is the code minimal 2 Hamming distance. 20



3.3



The Decision Regions of the [8, 4, 4] Extended Hamming Code



In this section, the decision regions of the [8, 4, 4] extended Hamming code are studied. The [8, 4, 4] extended Hamming code is well-suited for studying the decision regions of the BP and LP decoders. It is a self-dual code which has a simple parity-check matrix representation with minimal pseudoweight equals dmin = 4, but also a representation with pseudoweight equals 3. In order to gain a better understanding of the tight relation between the selected parity-check matrix, the decision regions and the decoder’s performance, three different parity-check matrices are investigated (3.7), (3.8), (3.9). These matrices were originally introduced by Halford and Chugg in [18], for which they also presented the pseudoweight spectra.







 1 1 1   0 1 0  H1 =   0 0 1   0 0 0







 1 1   0 0  H2 =   0 0   0 1







1 1 1 1 1   1 0 1 0 1    1 0 0 1 1    0 1 1 1 1



(3.7)



 1 1 0 0 0 0   1 1 1 1 0 0    0 0 1 1 1 1    1 0 0 1 1 0



(3.8)
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                     H3 =                     



0 0 0 0 1 1 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 1 0 0 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 0 1 1 0 0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 0 1 0 1 0 1 1 0 0 0 0 1 1 1 1 0 0 1 1 0 0



                                         



(3.9)



1 1 1 1 0 0 0 0 Figure 3.1 presents the performance and the pseudoweight distribution of the three representations of the [8, 4, 4] extended Hamming code. Figure 3.1(a) compares the frame error rate of the LP and BP decoders using the parity-check matrices of (3.7), (3.8) and (3.9). The performance difference between the LP and BP decoders is consistent for the 3 representations, in which the LP decoder slightly outperforms the performance of the BP decoder. Both decoders achieve the best performance when using H3 and worst performance when using H1 . Furthermore, the LP decoder has almost the same performance as the ML decoder when using H3 . Figure 3.1(b) illustrates the pseudoweight distribution of H1 , H2 and H3 . We used the program “lrs” [19] as a tool to enumerate all the pseudocodewords of a given parity-check matrix. The results in Figure 3.1(b) are similar to the ones presented in [18]. A first AW GN C observation is that wp,min (H3 ) = dmin = 4, which can provide an explanation of why
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Figure 3.1: Different representations of the [8, 4, 4] extended Hamming code. 23



the suboptimal LP decoder is almost optimal. A second observation is that H1 has many more low-weight pseudocodewords compared to H2 , which is consistent with the performance difference between the two representations. Figure 3.2 and Figure 3.3 illustrate some of the decision regions that were found by mapping the decision regions. The solid black lines represent the optimal decision regions of the ML decoder. The bottom left decision region represents the transmitted all-zero codeword. The decision region on its right (if any) represents another codeword which is a linear combination of ny and nx that lies in the same plane. The output of an ML decoder
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Figure 3.2: Decision regions of H1 with ny = (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) and nx = (0, 0, 0, 0, 1, 1, 1, 1). 24



can only be a codeword; hence the region above the solid lines is a region of codewords which are not a linear combination of ny and nx . A codeword in ML decoding always lies in its decision region, which is not necessarily true for pseudocodewords in LP decoding. The soft output of the BP decoder enters a hard decision decoder that maps the soft output to a binary vector. Figure 3.2 illustrates the decision regions in the plane that is spanned by the vectors ny = (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) and nx = (0, 0, 0, 0, 1, 1, 1, 1). Clearly, the decision boundary between c0 and c1 obeys the



dEmin 2



rule. In the direction of ny , the decision boundary of the
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Figure 3.3: Decision regions of H3 with ny = (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) and nx = (0, 0, 0, 0, 1, 1, 1, 1). 25



ML decoder is beyond



dEmin , 2



since there is no competing codeword in this direction. The



word p0 in Figure 3.2(a) is a pseudocodeword, since it is fractional and has a pseudoweight equals 3 which is smaller than dmin . Figure 3.2(a) also illustrates how the minimal-weight pseudocodeword p0 deteriorates the decoder’s optimality by reducing the decision region of the transmitted codeword. Figure 3.2(a) and Figure 3.2(b) show that BP and LP decoders share the same decision boundaries between c0 and c1 , and the same boundaries between c0 and p0 . The location q p √ (2/3+2/3+2/3)2 12 from c0 . of p0 in Figure 3.2(a) is deff (0, p0 ) = 4wp (p0 ) = 4 (2/3) 2 +(2/3)2 +(2/3)2 = q p 2 The same calculation holds for Figure 3.2(b): deff (0, p0 ) = 4wp (p0 ) = 4 (1)(1+1+1) 2 +(1)2 +(1)2 = √ √ √ 12. The decision boundaries are exactly at deff = 212 = 3 from c0 . Since the decision 2 boundary is smaller than



dEmin 2



= 2, the LP and BP decoders are not bounded distance



[20], [21] decoders. The difference between BP and LP decoders is in the decision regions of pseudocodewords, and is caused due to the different algorithms that are used. While the decision regions of the LP decoder are convex polytopes [22], their counterparts in BP decoding are usually non-convex and more chaotic. Clearly, the decision regions of p0 and p1 in BP decoding are larger than their counterparts in LP decoding. Nevertheless, from this figure it is clear that this difference has no major impact on the performance. Figure 3.3 represents the decision regions when using H3 and the same ny and nx as in Figure 3.2. From Figure 3.3 one can observe that the decision regions when using H3 do not contain the (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) pseudocodeword, but rather the higher-weight pseudocodewords (0, 2/3, 2/3, 2/3, 2/3, 2/3, 2/3, 2/3) and (0, 2/3, 2/3, 2/3, 1/3, 1/3, 1/3, 1/3) of pseudoweight 7 and 6.25, respectively. In this case the pseudocodewords barely reduce the decision region of the transmitted codeword, which explains why H3 defines a fundamental polytope which makes the LP decoder almost optimal. One can observe that p0 and p1 in Figure 3.3(b) reduce the optimal decision region of c0 slightly more than their counterparts in Figure 3.3(a), but still maintain a bounded distance decoding. This observation is correlated with the actual performance of the two decoders. The position of BP pseudocodewords in 26



signal space is sometimes misleading, due to the information loss caused by the hard decision at the output of the BP decoder. This is why we omitted the position of p0 and p1 from Figure 3.3(b). The fact that the decision regions of p0 and p1 in BP decoding are larger than those of the LP decoder is not necessarily reflected in the performance, since the majority of the area is located outside the optimal decision region of c0 , i.e., in the error region.



3.4



The Effect of Minimal-Weight Pseudocodewords on LP Decoding



Simulations show that although the performance of the LP decoder is dominated by lowweight pseudocodewords, not all low-weight pseudocodewords have the same contribution to the error probability. In this section we will justify why some minimal-weight pseudocodewords may have a higher contribution to the error probability compared to others. We will base our justification on both simulation results and decision regions. The fundamental polytope of H1 has 26 vertices of minimal-pseudoweight equals 3. The pseudocodewords p0 = (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) and p1 = (1, 0, 0, 0, 0, 1/3, 1/3, 1/3) are both minimal-weight pseudocodewords. Our simulation results for different SNRs show, for example, that p0 causes approximately 4 times more decoding errors than p1 . There are several properties that affect the contribution of a given pseudocodeword to the error probability. When listing all pseudocodewords, one can see that there are many pseudocodewords with support of size equals 4 that share 3 out of 4 non-zero components with p1 . This means that in the objective function the selection between such candidates depends on two independent random variables. However, there are no pseudocodewords with support of size 3 that share 2 components out of 3 with p0 . There are pseudocodewords with support of size higher than 3 that contain non-zero components in the same positions as p0 but with lower values. Such components have weaker effect on the cost value, and lead to fewer decoding errors. 27
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Figure 3.4: Decision regions of an LP decoder with ny = (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) and nx = (1, 0, 0, 0, 0, 1/3, 1/3, 1/3). 28



We will now present a cut that contains the aforementioned p0 and p1 , and show that in the specific cut the decision region of p0 is larger than that of p1 , which provide another perspective of why p0 causes more decoding errors. Figure 3.4 presents a cut created by the noise vectors ny = (0, 2/3, 2/3, 2/3, 0, 0, 0, 0) and nx = (1, 0, 0, 0, 0, 1/3, 1/3, 1/3). Notice that the decision regions, at least in the presented cut, have a different behavior as illustrated in Figure 3.4(a). From this figure, one can observe that the decision region of p1 can grow only when ny gets more negative, i.e., the size increases only in the y-axis. The decision region of p0 grows when both ny and nx are getting more negative, i.e., in both axes. Therefore, in this specific cut the decision region of p0 is larger than that of p1 . The existence of p0 and p1 in the fundamental polytope of H1 reduces the decision region of c0 as shown in Figure 3.4(a). The fundamental polytope of H2 does not contain p1 , thus the decision region of c0 is bigger than that of H1 as presented in Figure 3.4(b). The fundamental polytope of H3 does not contain p0 , nor p1 , and in the presented cut the decision region of c0 is identical to that of the ML decoder, as can be seen from Figure 3.4(c).
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Chapter 4 Finding the Minimal-Pseudoweight Generators



4.1



Introduction



Inspired by the work of [22] we were encouraged to seek for a deterministic approach for finding the minimal-pseudoweight generators. The heuristic method of [22] provides an excellent upper bound on the minimal pseudoweight, and it can be used for long and dense codes. It still lacks the certificate that the minimal-pseudoweight generator that was found using this method is the minimal-pseudoweight generator of a given parity-check matrix. The number of iterations that are needed to reach a tight bound is also left open. The number of minimal-pseudoweight generators is fundamental for obtaining a union bound, but the method of [22] can only estimate this number. In this section we present a global optimization approach for finding the minimal-pseudoweight generator of a given parity-check matrix, as well as the number of minimal-pseudoweight generators. 30



4.2



The Problem of Finding the Minimal-Pseudoweight Generators



Proposition 4.1. ([4], [12]) The pseudoweight is invariant under scaling. Proof. We need to prove that wpAW GN C (αp) = wpAW GN C (p) where α is a real positive number, and p ∈ Rn is a pseudocodeword. wpAW GN C (αp)



P P ( ni=1 αpi )2 α2 ( ni=1 pi )2 = Pn = 2 Pn = wpAW GN C (p). 2 2 α i=1 (αpi ) i=1 (pi )



(4.1)



4



Given a binary parity-check matrix H ∈ Fm×n , the fundamental cone K = K(H) is 2 defined as the conic hull of the fundamental polytope P (H), and can be described by the following set of linear inequalities:      



pi ≥ 0 and n Pn K = p ∈ R i0 =1,i0 6=i hji0 pi0 ≥ hji pi      ∀ 1 ≤ i ≤ n, ∀ 1 ≤ j ≤ m



     



(4.2)



    



where hji denotes the entry of H in the jth row and ith column. Corollary 4.2. All points on an edge of the fundamental cone have the same pseudoweight. Proof. Let a and b be two points on the edge Ei ∈ K. From the definition of K it is clear that each edge is a ray with an endpoint at the origin. Being on the same ray, one can express a = αb where α is a real positive number. From Proposition 4.1 it follows that a and b have the same pseudoweight. Searching for the minimal-pseudoweight generator is equivalent to searching for the minimal-pseudoweight edge of the fundamental cone K. We will now prove that for searching for the minimal-pseudoweight edge one can bound K and use the following polytope: 31



        



n PK = p ∈ R         



        



pi ≥ 0 and Pn i0 =1 pi0 = a, a > 0 Pn   i0 =1,i0 6=i hji0 pi0 ≥ hji pi      ∀1 ≤ i ≤ n, ∀1 ≤ j ≤ m 



(4.3)



where the essence of the constant a ∈ R is to increase the dynamic range of the problem and prevent scaling issues in optimization softwares. Proposition 4.3. The edges of K and the vertices of PK have the same pseudoweight distribution.



Proof. Let Ei be an edge of K and let p be an arbitrary point on Ei . From (4.3) it is clear P that Ei is also an edge of PK . Suppose ni=1 pi = b, and let k = ab , then according to (4.1) the pseudocodeword p0 = kp has the same pseudoweight as p and the sum of its components is a; thus p0 is a vertex of PK . Now, let Ej be an edge of PK . From the definition of PK , Ej P has two endpoints: One in the origin and one in p ˜ for which ni=1 p˜i = a. Clearly, K has an edge with an endpoint in the origin, that passes through p ˜ and goes off to infinity. According to Corollary 4.2 the pseudoweight of this edge in K is the same as the vertex p ˜ ∈ PK , which completes the proof.



The problem of finding the minimal pseudoweight in an AWGN channel becomes:



wpmin



P ( ni=1 pi )2 a2 P = min = min wp (p) = min Pn n 2 2 p∈PK p∈PK p∈PK i=1 (pi ) i=1 (pi )



(4.4)



where the last equation follows from the definition of PK . Being a constant, a does not affect the minimization process, thus instead of solving (4.4) one may consider solving the following simpler maximization problem:



max



p∈PK



n X (pi )2 . i=1



32



(4.5)



The minimal pseudoweight wpmin is simply the division of a2 by the optimal solution of (4.5). The maximization problem of (4.5) is non-convex and may have several local maxima. Algorithms for solving such problems are termed Global Optimization and are able to find the global solution in the presence of multiple local solutions.



4.3



Global Optimization



Global optimization algorithms are usually divided into deterministic and probabilistic approaches. The solution of a deterministic approach is guaranteed to be the global solution, or at least a local solution which differs from the global solution by less than a given  > 0. Probabilistic algorithms require a shorter runtime compared to deterministic ones, but their solution may not be the global optimum. An efficient deterministic approach for solving global optimization problems is the Branch and Bound algorithm. This algorithm relies on the existence of a convex relaxation of the original problem [23], whose optimal solution provides a lower bound on the solution of the original problem. The simplest probabilistic global optimization algorithm is the Multistart algorithm, which uses a local algorithm starting from several points distributed over the whole optimization region. The local optimum with the best objective value is taken as the global Code Hamming [15, 11, 3] Hamming [31, 26, 3] BCH [31, 21, 5] BCH [63, 45, 7] BCH [63, 39, 9] BCH [63, 36, 11] BCH [127, 113, 5] BCH [127, 64, 21] BCH [255, 131, 37] Tanner [155, 64, 20]



wpmin 3.0 3.0 3.0 3.0 3.299176 3.2 3.0 3.0 3.33333 16.40368919



Npmin 127 1185 6 1 1 83 134 2 9 465



Table 4.1: Minimal-weight and number of minimal-weight generators 33
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Figure 4.1: Global Optimization Approaches. 34



solution. An example of the deterministic and probabilistic approaches are illustrated in Figure 4.1. Figure 4.1(a) depicts a non-convex function with 2 local minima at x1 and x2 . Clearly, a local LP solver which starts to the right of x3 will converge to x2 , which is not the global optimum. A graphical interpretation of the Branch and Bound algorithm is shown in Figure 4.1(b). In this example, the original problem is first relaxed to the convex problem R. The optimal solution of R is at xR , for which the objective value is L. Let U be the optimal solution of the original problem where xR is used as a starting point. If the lower bound L and the upper bound U are very close together the algorithm terminates, otherwise the feasible region is subdivided into 2 parts. A new relaxation is then found for each subproblem, and each such relaxation is solved. The solution of the left subproblem R1 is at point xR1 for which a new lower bound L1 replaces the previous lower bound L. Problems such as R2 for which the lower bound is higher than the current upper bound will not be fathomed, since they cannot contain the optimal global solution. Figure 4.1(c) illustrates an example of the Multistart algorithm. The optimization region is divided into the 8 starting points p1 − p8 . The local optimization algorithm will yields the global optimum at x1 for the starting points p1 − p4 , and a local optimum which is not global for points p5 − p8 . In this example each optimum was sampled 4 times, which is a major drawback of the Multistart algorithm. Some global optimization softwares such as BARON (Branch And Reduce Optimization Navigator) [24] can also provide the k-best solutions, or all local solutions, which guarantee not only finding the minimal pseudoweight, but also the number of the minimal-pseudoweight generators. In our research we have examined several commercial global optimization softwares, such as the aforemention Baron and the Risk Solver Platform [25] of Frontline Systems. The latter was able to find the minimal weight generators of small-scale problems only, and gave 35



only approximations for the problems at hand. Being deterministic and efficient, BARON was chosen as the global optimization software for solving (4.5). BARON is able to guarantee a global optimum under fairly general assumptions. These include the availability of finite bounds for all variables and nonlinear expressions in the problem to be solved. BARON can handle nonlinear functions that involve ex , ln(x), xα for α ∈ R, β x for β ∈ R, xy and |x|. The minimal pseudoweight along with the number of minimal-pseudoweight generators Npmin for several selected codes are presented in Table 4.1. We performed short cycles reduction [18] on the BCH codes to improve their performance under iterative decoding. The minimal pseudoweight for the [155, 64, 20] Tanner code [26] presented in [15] is dLP ≈ 16.4037, which is similar to our results. Notice that the LDPC Tanner code has a minimal pseudoweight much higher than all the tested HDPC codes. Although short cycles were removed from the BCH codes, we were not able to increase the minimal pseudoweight beyond 3 13 .
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Chapter 5 LP Union Bound 5.1



Introduction



A union bound for LP decoding was mentioned in [17], [27] and [28], but a full characterization of such a bound was not provided. In this section we present an LP union bound based on the generators’ pseudoweight distribution. We examine the [8, 4, 4] Extended Hamming code and the [24, 12, 8] extended Golay code, and present why calculation of such a bound is not an easy task.



5.2



A Pseudoweight Spectra-Based LP Union Bound



The ML union bound [29] for the case where the all-zero codeword s0 is transmitted is



P r[error|s0 ] ≤



M −1 X



 Q



i=1



d0i 2σ



 (5.1)



where M is the number of signals and d0i is the distance between s0 and si . The Q-function is the tail probability of the normal Gaussian distribution, which is given by 1 Q(x) = √ 2π



Z
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x



∞



t2



e− 2 dt.



(5.2)



Clearly, (5.1) can be very loose in case the individual events are not disjoint. For high SNRs the union bound of (5.1) can be approximated by including only the dominating terms:  P r[error|s0 ] ≈ Nmin Q



dmin 2σ



 (5.3)



where Nmin is the number of nearest neighbors of the transmitted signal s0 . We can no longer assume that (5.3) is an upper bound, since we have neglected positive terms from (5.1).



Assuming that the all-zero codeword is transmitted, the error probability over the fundamental polytope is equal to that over the fundamental cone [8]; thus, a union bound for the LP decoder can be formulated from (5.1) as follows: Np −1



P r[error|s0 ] ≤



X i=1



Q



w  pi



(5.4)
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where Np is the number of generators and wpi is the pseudoweight of generator i. Similarly, we can obtain an approximation for high SNRs:



P r[error|s0 transmitted] ≈ Npmin Q



w



pmin



2σ







(5.5)



where Npmin is the number of minimal-pseudoweight generators, and wpmin is the minimal pseudoweight.



In the following, we will use the parity-check matrices of (3.7), (3.8) and (3.9) for the Extended [8, 4, 4] Hamming code and (5.6), (5.7) for the [24, 12, 8] extended Golay code. 38
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(5.6)



(5.7)



The two parity-check matrices for the [24, 12, 8] extended Golay code were introduced by Halford in [30]. The parity-check matrix in (5.7) was obtained by applying short cycles reduction [18] on (5.6). The Tanner graph representation of HG contains 1,551 4-cycles and 65,632 6-cycles, while there are 295 4-cycles and 6,204 6-cycles in the representation of HG0 . It was shown in [30] that the message-passing algorithm using HG0 outperforms the one using HG by more than 1 dB. From Section 3.4, it is clear why having a tight LP upper bound is a complicated task: In the low SNR regime the bound may be very loose if not scaling each minimal-weight pseudocodeword by its contribution to the error probability. In the high SNR regime, especially for medium and long codes, the minimal-weight pseudocodewords may have low-volume decision regions, thus may have a negligible effect on the performance of the LP decoder. A similar phenomenon was observed in [20], [21] for pseudo nearest neighbors in boundeddistance decoding algorithms. In [21] Fishler et al. derived an approximated probability ratio between the error contribution of a non-codeword neighbor and a codeword nearest neighbor. The ratio was calculated based on the ratio between the volumes of the decision regions of the two competitive neighbors. Incorporating this ratio yielded a better approximation for an upper bound. Figure 5.1 presents the generators’ pseudoweight distribution of the [8, 4, 4] extended Hamming code and the [24, 12, 8] extended Golay code that were obtained using [19]. Clearly, using (5.4) as an upper bound for the LP decoder will result in an error probability much higher than unity, which makes the bound useless. The reason is that the large number of generators leads to many involved terms in (5.4), which make the bound very loose. Strictly speaking, while the [24, 12, 8] extended Golay code has 4096 codewords, there are 91,113,330 and 231,146,334 generators for HG and HG0 , respectively. It was mentioned above that HG0 was obtained from HG by applying short cycles reduction. Notice that not only HG0 has a higher minimal pseudoweight, but its entire pseudoweight spectra is centered to the right of the one of HG , as illustrated in Figure 5.1(b). 40
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Figure 5.1: Pseudoweight distribution of the [8, 4, 4] extended Hamming code and the [24, 12, 8] extended Golay code. 41
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Figure 5.2: LP UBA for different representations of the [8, 4, 4] extended Hamming code and the [24, 12, 8] extended Golay code. 42



Code Extended Hamming [8, 4, 4]



Extended Golay [24, 12, 8]



Parity-Check Matrix H1 H2 H3 HG HG0



wpmin 3.0 3.0 4.0 3.0 3.6



Npmin 26 4 14 2 2



Table 5.1: Minimal-pseudoweight generators of the [8, 4, 4] extended Hamming code and the [24, 12, 8] extended Golay code



Table 5.1 presents the number of minimal-pseudoweight generators of the aforementioned parity-check matrices. The pseudoweights from Table 5.1 were used to calculate the LP union bound approximation (UBA) of (5.5). The results are presented in Figure 5.2. For clarity the actual error probabilities are also presented. The performance of the LP decoder for the chosen matrices is correlated with the generators’ pseudoweight distribution that was presented in Figure 5.1. From Fig 5.2(a) one can see that the suggested UBA is tight for H1 and H3 , but inaccurate for H2 . The UBA is much worse for the case of the extended Golay code, as presents in Figure 5.2(b). In this case the UBA does not reflect the actual behavior of the decoder, but rather presents a too-optimistic behavior. The latter is due to the fact that there are only two minimal-pseudoweight generators for both representations, whereas the ML UBA (5.3) employs 759 nearest neighbors. Notice that there are 91,113,326 and 230,918,045 generators of pseudoweight lower than dmin for HG and HG0 , respectively. Had we considered all the generators having pseudoweight lower than dmin in (5.5), we would have gained an LP UBA higher than unity. The LP UBA does not have a coherent behavior, i.e., the bound can be sometimes below the actual performance curve, which again disqualifies it as an upper bound or as an approximation. The pseudoweight and the pseudoweight-distribution are not enough for implementing a tight LP upper bound. A tight and accurate bound must take the volume of the decision regions into account. As was presented, some low-weight pseudocodewords which have small volume have also small effect on the decoder’s performance, but are very dominant in the equation of the LP union-bound. A tight LP union-bound must have a distinction between 43



codewords and different types of pseudocodewords.
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Chapter 6 Efficient Linear programming decoding of HDPC Codes



6.1



Introduction



The work of Feldman [3] was focused on LDPC codes. In the formulation of [3] the number of constraints per check node is exponential in the check node degree. LDPC codes are characterized by a sparse parity check matrix, which in turn leads to a relatively small set of LP constraints. HDPC codes are characterized by a dense parity check matrix, which leads to poor performance over the AWGN channel when using the decoder of [3] due to several reasons. First, the number of constraints depends exponentially on each parity check degree, which results in a very large linear problem. Second, each vertex of the fundamental polytope is the intersection of several hyper-planes, defined by the parity check constraints; thus increasing the number of constraints leads to increasing the number of pseudocodewords, deteriorating the performance of the decoder. In the works of Vontobel and Koetter [4], [31], [32] several LP relaxations approximating the codewords-polytope were described, low complexity LP decoding algorithms for LDPC codes were proposed and the performance of these decoding algorithms was analyzed. In 45



[33] Burshtein showed that under an appropriate scheduling scheme the algorithm of [31] can have a computational complexity which scales linearly with the block length. Dimakis et al. [34] investigated the geometrical structure of the fundamental polytope and its pseudocodewords. They proposed an improved LP decoding algorithm that eliminates fractional pseudocodewords by guessing facets of the fundamental polytope. Their algorithm has the same complexity order as the LP decoder of [3], but with significant performance improvement. Chertkov and Stepanov [15], [35] provided a pseudocodeword-search method for finding the pseudocodewords with low effective distance. In [35] a new algorithm was suggested to reduce the complexity of [3]. Equipped with this new algorithm they were able to find the spectrum of the low effective distance pseudocodewords for codes which would otherwise be impractical to decode by LP. In [36], Yang et al. presented a compact LP relaxation which required less constraints compared to [3] to describe the relaxed polytope. Yang et al. proved in [36] that the new relaxation is equivalent to [3] by means of having the same projection on the codewords polytope; thus having the same performance. In the new formulation, the number of constraints is polynomial in the check node degree resulting in a considerable decrease of computational complexity. However, despite the complexity reduction, [36] cannot be applied to medium and long HDPC codes, since the number of constraints is still prohibitively large. In [5] an Adaptive LP (ALP) decoder was presented, which can be applied to medium and long HDPC codes. The decoder of [5] achieves the same performance as the decoders of [3] and [36] by solving a set of compact LP problems instead of one problem with a huge number of constraints. ALP decoder iteratively converges to the same solution as [3] by adding constraints and dropping some old constraints. A randomized algorithm for finding row RPC cuts to tighten the relaxation is also presented in [5] as a way to improve the performance. Nevertheless, finding efficient methods of constructing RPC cuts was left open. 46



In [37] Draper et al. have suggested a mixed integer decoding for improving the performance of LP decoding over LDPC codes. By adding integer constraints to the ALP decoder of [5], the proposed mixed integer decoder can obtain ML decoding performance. However, the authors of [37] have claimed that their method cannot be applied to HDPC codes since the complexity becomes prohibitively large. An LP decoding algorithm for HDPC codes with acceptable performance and complexity was proposed by Tanatmis et al. [38]. This new decoder, denoted as a new separation algorithm (NSA) performs significantly better then the LP decoder of [3], [5], [36] and [37] mainly due to a generation of new RPC cuts. The algorithm generating RPC cuts is based on Gaussian elimination of the parity check matrix. Recently, Tanatmis et al. have improved their decoder by finding additional algorithms for generating RPC cuts [39]. This chapter is organized as follows: We provide some preliminaries and basics of cutting plane approaches in Section 6.2. In Section 6.3 we present an adaptive branch and bound decoding algorithm. In Section 6.4 we propose parity-check matrix adaptation as an enhancement for the adaptive LP decoder. Simulation results are presented in section 6.5.



6.2



Preliminaries and Cutting Plane Approaches



The decoder of [3] performs LP optimization over the fundamental polytope. When the LP solver returns an integer codeword it has the ML certificate property [3], which guarantees that the decoded word is the ML-codeword. However, when the solution contains fractional coefficients, the decoder returns an error. In [3] Feldman proposed adding RPC cuts in order to tighten the relaxed polytope and thus improve the performance. However, no efficient way of finding such RPCs was given. Example 6.1. Figure 6.1 provides a geometric perspective of adding RPC cuts to an existing polytope. In this figure the LLR arrow represents the objective function, which can be seen as a direction inside the polytope. The LP solver will output the vertex closest to the point 47
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Figure 6.1: Example of adding RPC cuts. where the arrow meats the polytope surface. For the original polytope (the outer polytope), the output of the LP solver will be the pseudocodeword p1 . Adding cut 1 will tighten the polytope, remove the current fractional solution, but will introduce 2 new fractional pseudocodewords p2 and p3 . Solving the new problem will yield p2 as the optimal solution. There are cases where no new cuts can be found, and the optimal solution is still fractional, i.e. a decoding error. When cut 2 is introduced, both p2 and p3 are eliminated, and a new fractional pseudocodeword p4 is added. For the new problem, an LP Solver will output the codeword y1 which is the ML-codeword. Recall that the forbidden set (FS) inequalities or FS constraints which describe the fundamental polytope are:
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X



(1 − xi ) ≥ 1, |S| is odd



(6.1)



i∈S



where N (j) is the set of all the bit nodes connected to check node j and S is an odd subset 48



of N (j). The number of FS constraints required to describe the fundamental polytope in Feldman’s P dc (j)−1 LP decoder [3] is m where dc (j) is the order of the j th row of H, and m is the j=1 2 number of rows in H. The complexity of the decoder of [3] grows exponentially with the density of the parity check matrix; thus such a decoder is only applicable to LDPC codes. The ALP decoder of [5] adaptively adds FS inequalities (6.1) and solves a set of compact LP problems rather than one large problem. In [5] it was shown that such an adaptive decoder converges to the same solution as the original LP decoder of [3], but with much less complexity. For each check node only a single constraint from the set S of (6.1) can generate a cut. Furthermore, the maximal number of iterations required is bounded by the code length. These bounds make adaptive LP decoding efficient even for HDPC codes. However, the performance of [5] is poor when applied to HDPC codes. The NSA decoder proposed by Tanatmis et al. in [38] is also an adaptive LP decoder. In [38], additional auxiliary variables are used as indicators to detect the violated parity checks. Each indicator variable corresponds to a row of the parity check matrix and satisfies the following equality constraints:



Hy − 2z = 0



(6.2)



where y and z are the codeword bit variables and auxiliary variables respectively and 0 is the all-zeros vector. The initial LP problem of [38] contains only the constraints of (6.2). If the decoder output is integral, the ML certificate property guarantees that the output is the ML codeword. Otherwise, valid cuts are generated and added to the LP formulation to eliminate the fractional pseudocodeword. A modified LP problem is solved again repetitively until an integral solution is found or no more valid cuts could be generated. Valid cuts are generated by either FS inequalities of (6.1) or by generating RPC cuts. RPC cuts are generated based on the observation that every fractional pseudocodeword is cut by an RPC whose support contains only one fractional index. Such RPCs are generated by Gaussian elimination of the 49



parity check matrix as described in [38].



6.3



A Branch and Bound LP-Based Adaptive Decoder



The branch-and-bound method, in the context of linear programming decoding, was first proposed in [40], as a multistage LP decoding of LDPC codes. The decoder presented in this section is a suboptimal LP decoder, for which deeper depths lead to a better performance at the cost of an increased complexity. It can be applied to both LDPC and HDPC codes, does not use mixed integer programming, and requires less computations compared to [37]. It is able to refine the results of [38] by systematically eliminating the most unreliable fractional components towards finding the ML-codeword. The proposed decoder initially tries to find the ML-codeword by calling the NSA decoder. If a fractional pseudocodeword was returned and no new valid cuts could be found, our decoder recursively constructs two new LP problems and solves them using [38]. Each new problem is equipped with a new equality constraint, forcing the most unreliable fractional component to have a binary value. The most unreliable fractional component is chosen using the following novel technique. The proposed decoder obtains a set of counters - one for each component. At each iteration of the NSA, the counters of all the fractional components are incremented. When the NSA outputs an error, the fractional component with the highest value is chosen as the most unreliable fractional component. The decoder adopts a depthfirst tree searching approach of limited depth. At each node a different LP problem is solved. The root of the tree (depth equals zero) is the fractional solution (pseudocodeword) obtained by solving the original problem using [38]. A node at depth i has i new equality constraints, and has two children at depth i+1. The proposed algorithm is described below as Algorithm 6.1 and makes use of procedure BBdecode presented just after it. The decoders of [3], [5] and [38] make use of the ML-certificate property as a stopping criterion. The new equality constraints may lead to infeasible solutions or integral solutions 50



Algorithm 6.1 Branch and Bound separation decoder Input: c - Cost vector H - Parity check matrix BBdepth - Maximal depth Bupper−bound - Objective value upper bound Output: xopt - Returned optimal solution 1: 2: 3: 4: 5: 6:



Run the NSA decoder of [38] : x = arg min {cT x s.t. H} if the output of [38] is integral then return xopt = x Terminate end if Find the most unreliable fractional component xi and construct two LP problems: 1. ORG BB zero: Original problem with a constraint xi = 0 2. ORG BB one: Original problem with a constraint xi = 1



Set current depth = 1 Set Bupper−bound = M AXIN T Set xopt = 0 Call Procedure 6.2 with (xopt , Bupper−bound , current depth) = BB decode(ORG BB zero, current depth, BBdepth , Bupper−bound , xopt ) 11: Set current depth = 1 12: (xopt , Bupper−bound , current depth) = BB decode(ORG BB one, current depth, BBdepth , Bupper−bound , xopt ) 7: 8: 9: 10:
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Procedure 6.2 BB decode (xopt , Bupper−bound , current depth) = BB decode(LP problem, current depth, BBdepth , Bupper−bound , xopt ) : Input: LP problem - LP problem current depth - Current tree depth BBdepth - Maximal depth Bupper−bound - Objective value upper bound Output: xopt - Returned optimal solution Bupper−bound - Objective value upper bound current depth - Current tree depth 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21: 22: 23:



if current depth > BBdepth then return (xopt , Bupper−bound , current depth) end if Run the NSA decoder of [38] : x = arg min {cT x s.t. H} Denote the objective value as c∗ if no feasible solution is found then return (xopt , Bupper−bound , current depth) end if if the solution is integral then if c∗ < Bupper−bound then Bupper−bound = c∗ xopt = x end if return (xopt , Bupper−bound , current depth) else if c∗ < Bupper−bound then current depth = current depth + 1 Find the most unreliable fractional component xi and construct two problems: • BB zero: Current problem with a constraint xi = 0 • BB one: Current problem with a constraint xi = 1 Solve BB zero and BB one by calling Procedure 6.2 end if end if
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which are not the ML-codewords. In order to maintain the ML-certificate property, our decoder has three pruning possibilities: 1. Pruning by infeasibility: If equality constraints violate the parity check matrix constraints, adding more constraints (deeper search) will not make the solution feasible. 2. Pruning by bound: The smallest integral solution found so far is stored as an incumbent. The optimal cost value of the incumbent is stored as Bupper−bound . If the cost value of a node is bigger than Bupper−bound , this node will not be fathomed; this is because each of its two children has an additional constraint, which in turn may only increase the cost. 3. Pruning by integrality: An integral solution at node i is a stopping criteria, since fathoming the node may only increase the cost. The complexity of our algorithm is upper bounded by the complexity of solving 2Dp LP problems using the NSA decoder, where Dp is the maximal allowed depth. It should be noted that each such problem does not use the RPC constraints of its predecessor; thus a compact problem is being solved at each node. Table 6.1 shows the collected statistics for NSA Decoder SNR



3.0 3.5 4.0 4.5 5.0



Average number of LP problems 8.667 7.049 5.643 4.400 3.422



Average number of constraints



FER



12.951 13.177 13.470 13.495 13.202



4.785e-2 1.608e-2 4.037e-3 9.849e-4 2.249e-4



Branch and Bound Separation Decoder depth = 6 Average Average FER number number of LP of conprobstraints lems 39.601 44.587 5.976e-3 17.757 24.301 1.379e-3 8.251 16.167 2.299e-4 4.954 14.099 4.499e-5 3.559 13.325 4.999e-6



Table 6.1: Comparing the average number of LP problems and LP constraints in the implementation of the NSA and the Branch and Bound separation decoder of depth=6 for the BCH[63,36,11] code. 53



Figure 6.2: Example of the Branch and Bound separation algorithm. the BCH[63,36,11] code when using the NSA decoder of [38] and the proposed Branch and Bound Separation decoder with Dp = 6. Example 6.2. Let H be the parity check matrix of the [8,4,4] extended Hamming code 



 1 1 1   0 1 0  H=  0 0 1   0 0 0







1 1 1 1 1   1 0 1 0 1    1 0 0 1 1    0 1 1 1 1



and let y be an arbitrary received LLR vector at the input of the receiver: y = [0.798, 1.422, −1.240, −0.771, −1.745, 0.554, 0.984, −0.405] Figure 6.2 represents the algorithm steps for maximal depth equals 3. Edges enumeration represents the decoder steps. Vertices enumeration represents the additional binary constraints at a given depth. One can observe that the tree is pruned twice: After step 54



5 and after step 6 due to pruning by bound. The final solution is found after 6 iterations of the NSA decoder. A different search algorithm could converge to the ML solution after two steps if the first search was for x8 = 1. Different search techniques may improve the complexity, but have no affect on the decoder performance.



6.4



Adapting the Parity Check Matrix According to the Channel Observations



The method of adapting the parity check matrix was proposed for the sum product algorithm by Jiang and Narayanan [41]. We utilize this technique in LP decoding. In [41] matrix adaptation is performed before each decoding iteration. Due to the nature of LP decoders, for which no LLR refinement is obtained, the matrix adaption is performed only once prior to decoding. We perform Gaussian elimination, such that a sparse submatrix that corresponds to the less reliable bits is created prior to decoding. The reliability based parity check matrix adaptation [41] is given below. Reliability based parity check matrix adaptation Input: c - Cost (LLR) vector H - Parity check matrix Output: ˜ - the adapted parity check matrix H Order the coded bits according to the absolute value of the cost vector c and record the ordering indices 2: Implement Gaussian elimination to systematize the (n − k) unreliable positions which are independent in the parity check matrix



1:



We show in the next section that adapting the parity check matrix prior to decoding can significantly improve both the performance and the complexity. The latter is achieved due to a faster convergence of the decoding algorithm. In [5], Taghavi et al. have proven that a 55



fractional solution of the LP decoder requires the existence of a cycle in the Tanner graph over all fractional-valued nodes. Less reliable bits are more prone to become fractional due to their low weight in the objective function. By employing matrix adaptation, these cycles are pruned, and better performance is obtained.



6.5



Simulations Results



In this section we present the performance and complexity of the algorithms presented in Section 6.3 and Section 6.4. The results is this section appeared in a joint paper with Alex Yufit [42]. Both parity check matrix diversity and removing inactive constraints [42] were not contributed by the author of this thesis. The performance of the proposed algorithms was tested by computer simulation. In the following, we present results for BCH[63,39,9], BCH[63,36,11] and BCH[127,99,9] codes. We present three decoders, each one comprising of a specific combination of the techniques and enhancements given in [42]. 1. Decoder A: NSA decoder with parity check matrix diversity, parity check matrix adaptation and removing inactive constraints. 2. Decoder B: Algorithm 6.1 with parity check matrix adaptation. 3. Decoder C: NSA decoder with parity check matrix adaptation and removing inactive constraints. The proposed decoders provide sufficient information as for the improvement that can be obtained by using the presented algorithms and enhancements. One can observe that Decoder C improves the frame error rate by up to 0.5dB, with minor affect on the decoding time. Decoder B outperform the performance of the original NSA decoder by up to 1dB in the tested codes. Clearly, the latter can improve the performance as long as higher maximal depths are used, at the cost of increasing the decoding time. Obviously this is not the case for Decoder C which has a fixed improvement. 56



(a) Frame Error Rate for BCH[63,36,11].



(b) Complexity for BCH[63,36,11].



Figure 6.3: Simulation results for BCH[63,36,11]. 57



(a) Frame Error Rate for BCH[63,39,9].



(b) Complexity for BCH[63,39,9].



Figure 6.4: Simulation results for BCH[63,39,9] 58



(a) Frame Error Rate for BCH[127,99,9].



(b) Complexity for BCH[127,99,9].



Figure 6.5: Simulation results for BCH[127,99,9] 59



In Decoder B, the maximal depth, Dp, required to achieve near-ML performance varies for each code. In order to have approximately a 0.1dB gap from the ML curve, Dp=4, Dp=6 and Dp=8 were chosen for BCH[63,39,9], BCH[63,36,11] and BCH[127,99,9], respectively. Decoder C is an improved NSA decoder with both superior performance and reduced complexity. Simulation results for the mentioned decoders appear in Figs. 6.3, 6.4 and 6.5. As a benchmark, the curves of the NSA decoder and the ML decoder are plotted. Complexity is estimated as an average run-time of a decoded word, while all simulations were taken on the same Linux machine (CentOS release 4.5, 8G RAM), using the same LP solver (CPLEX 10.2). Decoder B achieves 0.9 to 1dB gain, for BCH[63,36,11], 0.5 to 0.6dB gain for BCH[63,39,9] and 0.6 to 0.7dB gain for BCH[127,99,9]. Decoder C achieves 0.2 to 0.3dB gain with half the complexity of the NSA decoder. Due to the ML certificate property, the complexity of Decoder B decreases sharply with the growth of the SNR. At high SNR the complexity of all the presented algorithms is slightly inferior compared to the NSA decoder, since parity check matrix adaptation requires at least one Gaussian elimination of the parity check matrix.
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Chapter 7 Conclusions and future work Linear programming decoding has attracted a growing interest in the last 10 years. This thesis is a study of the linear programming decoder for the family of HDPC codes. The decision regions of the LP decoder were studied and compared to those of the BP and ML decoders. We showed that both BPD and LPD are not bounded distance decoders. The different contribution of minimal-weight pseudocodewords to the error probability of the LP decoder was examined. Global optimization was presented as a method for finding the minimal pseudoweight, as well as the number of minimal-pseudoweight generators. The number of minimal-pseudoweight generators is fundamental for evaluating the performance of the LP decoder for a given parity-check matrix. An LP union bound was presented, along with an explanation of why having the pseudoweight spectra is not sufficient for finding a tight bound. A new branch and bound decoder was proposed, achieving performance within 0.1dB of the optimal ML decoder. Adaptation of the parity check matrix prior to decoding was presented and shown to achieve both performance gain and complexity reduction. Simulation results show the performance versus complexity of the presented decoder, such that a decoder that satisfies a given performance and latency requirements can be chosen. 61



In the following we present directions for further research on linear programming decoding. The presented LP union bound which is based on the minimal-weight generators spectra is not tight. Finding the ratio between the error contribution of a nearest pseudocodeword and a nearest codeword will tighten the union bound. Classical codes such as BCH codes have many known algebraic properties. While writing this thesis, these properties are not in use in LP decoding. Such properties can lead to many efficient methods for providing new cuts, which may require less computational effort than Gaussian elimination. We were not able to increase the minimal pseudoweight of the BCH codes we have examined in this work beyond 3 31 . It is interesting to develop new methods for increasing the minimal pseudoweight of a given dense parity-check matrix without adding redundant parity checks. Gaussian elimination is known to increase the complexity and latency of any decoder. Finding efficient methods to create new cuts based on the fractional solution, may lead to an efficient adaptive LP decoder. Currently commercial LP solvers are used for LP decoding. These solvers are generic and have abilities to solve a variety of linear problems. Many such abilities, for example verifying that the problem is bounded, are redundant in LP decoding. Implementing a tailored LP solver for LP decoding may result in an LP decoder that is comparable to the sum-product decoder which is widely spread in the industry. Another interesting field for further research is to find new heuristic methods for finding the minimal-weight generators. There are many known techniques in LP decoding that can be harnessed to reach this goal. For instance, using an adaptive decoder running on the fundamental cone, can reduce the complexity without affecting the solution. A fascinating future research would be to construct or find the best parity-check matrix given a generator matrix by means of linear or integer programming. For the family of LDPC codes, integer programming can assist in finding the most sparse parity-check matrix. 62



Nevertheless, we have observed that in LP decoding, there are cases where denser matrices lead to a better frame error-rate performance.
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