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Abstract. We consider a family of polynomial systems which arises in the analysis of the stationary solutions of a standard discretization of certain semilinear second order parabolic partial differential equations. We prove that this family is well–conditioned and exhibit a polynomial– time homotopy continuation method solving any member of this family, significantly improving the exponential behaviour of all known general algorithms solving a generic instance of this family.
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Introduction.



Several scientific and technical problems require the solution of multivariate polynomial systems over the real or complex numbers (see e.g. [20], [17]). Numerical methods computing all solutions of a given 0–dimensional square polynomial system f1 = 0, . . . , fn = 0 usually rely on deformation techniques, based on a perturbation of the original system and a subsequent path–following method (see e.g. [16], [1], [13], [14], [3], [24]). Such kind of methods are usually known as homotopy continuation methods, and have a complexity of LnO(1) Dµ2 floatingpoint operations, where – n is the number of variables of the input system, – L is the number of arithmetic operations required to evaluated the input polynomials f1 , . . . , fn , – D is the number of paths to be followed, – µ is highest condition number arising from the application of the Implicit Function Theorem to the points of the paths produced by the homotopy. Let us observe that the parameters L, n are determined by the input equations, while D is usually estimated by a suitable B´ezout number associated to the ?
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structure of the problem (see e.g. [18], [11], [10]). Taking into account that L and n are generally much smaller than D and µ, we conclude that the complexity of an homotopy algorithm is essentially determined by the parameters µ and D. Following [3], we shall call the input system well–conditioned if the parameters O(1) µ, D are . For a generic input system one has Qn of kind max1≤i≤n {deg(fi )} O(1) D = i=1 deg(fi ) and µ = max {deg(f . Furthermore, worst-case 1≤i≤n i )} Qn O(1) estimates for µ are also of kind i=1 deg(fi ) , and it is not possible to decide a priori whether the condition number µ of a given system has such an exponential behaviour. As a consequence, standard homotopy continuation methods require Qn an exponential complexity L(n i=1 deg(fi ))O(1) , which is unsuitable for real-life purposes. In this article we develop an efficient method to compute the positive solutions of a particular family of polynomial systems, which arises from a discretization of certain second order parabolic semilinear equations. General homotopy continuation methods applied to this family have the exponential complexity behaviour mentioned above. Let be given univariate rational polynomials f, g, h and consider the following initial boundary value problem:  ut = f (u)xx − g(u) in (0, 1) × [0, T ),    f (u)x (1, t) = h(u(1, t)) in [0, T ), f (u) (0, t) = 0 in [0, T ),  x   u(x, 0) = u0 (x) ≥ 0 in [0, 1]. This kind of problems models many physical, biological and engineering phenomena, such as heat conduction, gas filtration and liquids in porous media, growth and migration of populations, etc. (cf. [9], [21]). In particular, the long–time behaviour of its solutions has been intensively analyzed (see e.g. [5], [12], [23]). The usual numerical approach to this problem consists of considering a second order finite difference discretization in the variable x, with a uniform mesh, keeping the variable t continuous (see e.g. [2]). This semi–discretization in space leads to the following initial value problem:  ¡ ¢ u01 = 2(n − 1)¡2 f (u2 ) − f (u1 ) − g(u1 ),   ¢  u0k = (n − 1)2 f¡ (uk+1 ) − 2f (uk ) ¢+ f (uk−1 ) − g(uk ), (2 ≤ k ≤ n−1) (1) u0n = 2(n − 1)2 f (un−1 ) − f (un ) − g(un ) + 2(n − 1)h(un ),    uk (0) = u0 (xk ), (1 ≤ k ≤ n) where x1 , . . . , xn define a uniform partition of the interval [0,1]. In order to describe the dynamic behaviour of the solutions of (1) it is usually necessary to analyze the behaviour of the corresponding stationary solutions (see e.g. [4], [8]), i.e. the positive solutions of the following polynomial system:  ¡ ¢  0 = 2(n − 1)¡2 f (u2 ) − f (u1 ) − g(u1 ), ¢ 0 = (n − 1)2 f¡ (uk+1 ) − 2f (uk ) ¢+ f (uk−1 ) − g(uk ), (2 ≤ k ≤ n − 1) (2)  0 = 2(n − 1)2 f (un−1 ) − f (un ) − g(un ) + 2(n − 1)h(un ). A typical case study is that of the heat equation, i.e. f (X) := X, with nonlinear reaction and absorption terms (see e.g. [4], [5]). In this article we shall consider



the case where h is a constant, and g(X) is a polynomial of Q[X] with g(0) = g 0 (0) = 0, g 0 (x) > 0 and g 00 (x) ≥ 0 for any x > 0, i.e. the initial boundary value problem  ut = uxx − g(u) in (0, 1) × [0, T ),    ux (1, t) = α in [0, T ), (3) in [0, T ),  ux (0, t) = 0   u(x, 0) = u0 (x) ≥ 0 in [0, 1], and the corresponding set of stationary solutions of its semi–discretization in space, i.e. the positive solutions of the following system:   0 = 2(n − 1)2 (u2 − u1 ) − g(u1 ), 0 = (n − 1)2 (uk+1 − 2uk + uk−1 ) − g(uk ),  0 = 2(n − 1)2 (un−1 − un ) − g(un ) + 2(n − 1)α.



(2 ≤ k ≤ n − 1)



(4)



Such kind of systems have been considered in [7], [6]. In these articles it is shown that (4) has only one positive real solution, and a numeric algorithm solving particular instances of (4) with O(Ln9 ) operations is proposed. Here, we significantly improve and generalize this approach, by exhibiting an algorithm which solves (4) with roughly O(Ln3 ) operations. Let us remark that standard numeric algorithms solving (4) require an exponential number of floating-point operations L deg(g)O(n) . In Section 2 we prove that the solutions of the semidiscrete version of (3) converge to the corresponding solutions of (3) in any interval where the latter are defined, showing thus the consistence of our semi–discretization. We further show that any solution of the semidiscrete version of (3) which is globally bounded converges to a stationary solution of (3). Then, in Section 3 we exhibit an homotopy deforming (4) into a triangular system, with only one positive solution, which is easy to solve. We prove that the homotopy path which deforms the positive solution of (4) into the positive solution of this triangular system is well-conditioned. This allows us to exhibit an homotopy continuation algorithm which computes an ε–approximation of the only positive solution u∗ of (4) with O((L+n)(n2 +M )) floating point operations, with M = O(log | log(εn)|). The starting point of this algorithm is the positive solution of the triangular system produced by the homotopy, and hence it does not depend on random or generic choices.
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The Initial Boundary Value Problem under Consideration.



As mentioned in the introduction, we shall consider the initial boundary value problem (3) for u0 (x) satisfying the “compatibility condition” u00 (1) = α, u00 (0) = 0, and g being a polynomial of Q[T ] with g(0) = g 0 (0) = 0 and g 0 (x) > 0 for any x > 0 (for example g(X) = X d ). In order to solve (3), we consider the following



(semi)discrete version of (3):  0 ¡ ¢ ¡ ¢ u1 (t) = 2h−2¡ u2 (t) − u1 (t) − g u1 (t) ,¢   ¡ ¢  0 uk (t) = h−2 u + uk−1 (t) − g¡ uk (t)¢ , (2 ≤ k ≤ n − 1) k+1 (t) − 2uk (t) ¢ ¡ u0 (t) = 2h−2 un−1 (t) − un (t) + 2h−1 α − g un (t) ,    n uk (0) = u0 (xk ), (1 ≤ k ≤ n)



(5)



where x1 , . . . , xn define a uniform partition of [0, 1] and h := (n − 1)−1 . We are going to show that the solutions of (5) converge to the corresponding solutions of (3), and we shall discuss the role of the stationary solutions of (5) in the description of the asymptotic behaviour of the solutions of (5). We start with the convergence result: Theorem 1. Let 0 < τ ≤ T be a value for which there exist a unique positive solution u(x, t) ∈¢ C 4,1 ([0, 1] × [0, τ ]) of (3) and a numeric approximation U (t) := ¡ u1 (t), . . . , un (t) of u(x, t) satisfying (5) in [0, τ ]. Then there exists C > 0, depending only on the C 4,1 ([0, 1]×[0, τ ])–norm of u, such that for h small enough we have the following estimate: max max |u(xk , t) − uk (t)| ≤ Ch1/2 .



t∈[0,τ ] 1≤k≤n



(6)



Proof. Let vk (t) := u(xk , t) and ek (t) := vk (t) − uk (t) for 1 ≤ k ≤ n. Observe that Lemma 1 below implies uk (t) ≥ 0 for any t ≥ 0. Let C0 := max{|vk (t)| : 1 ≤ k ≤ n, 0 ≤ t ≤ τ } and t0 := max{t ∈ [0, τ ] : |ek (s)| ≤ C0 /2 for any s ∈ [0, t]}. We shall prove that (6) is valid in the interval [0, t0 ], from which we shall conclude that t0 = τ holds for h small enough. Let k 6= 1, n. Then there exists a constant C1 > 0 independent of h such that ¡ ¢ ¡ ¡ ¢ ¡ ¢¢ e0k (t) = h−2 ¡ek+1 (t) − 2ek (t) + ek−1 (t)¢ − g¡ vk (t)¢ − g uk (t) + C1 h2 = h−2 ek+1 (t) − 2ek (t) + ek−1 (t) − g 0 ξk (t) ek (t) + C1 h2 holds, where ξk (t) in an intermediate value between vk (t) and uk (t). Furthermore, arguing in a similar way for k = 1, n, we obtain: ¡ ¢ ¡ ¢ e01 (t)/2 = h−2 ¡e2 (t) − e1 (t) − g 0 ξ1 (t) e1¢(t)/2¡+ C1 h¢2 /2, 0 e0k (t) = h−2 ¡ek+1 (t) − 2ek (t)¢ + ek−1 + C1 h2 , (2 ≤ k < n) (7) ¡ (t) ¢− g ξk (t) ek (t) 0 −2 0 2 en (t)/2 = h en−1 (t) − en (t) − g ξn (t) en (t)/2 + C1 h /2. Pn−1 Let E(t) := (e1 (t), . . . , en (t)) and N (t) := e21 (t)/2 + k=2 e2k (t) + e2n (t)/2. Multiplying the k-th equality of (7) by ek (t) for 1 ≤ k ≤ n and adding up we have: n−1 ³ ´ X N 0 (t) = 2h−2 E(t)t AE(t) + 2C1 h2 e1 (t)/2 + ek (t) + en (t)/2 , k=2



where A ∈ Zn×n is a suitable negative semidefinite symmetric n × n matrix (the opposite of the stiffness matrix). Therefore, taking into account the inequalities



E(t)t AE(t) ≤ 0 and ek (t) ≤ (e2k (t) + 1)/2 (1 ≤ k ≤ n), we obtain N 0 (t) ≤ C1 h2 N (t) + C1 h. Integrating both members of this inequality we have: Z t Z t N (t) ≤ C1 h2 N (s)ds + C1 th ≤ C1 h2 N (s)ds + C1 T h 0



0



for any t ∈ [0, t0 ]. Therefore, Gronwall’s Lemma (see e.g. [9, §1.2.1]) yields: 2



N (t) ≤ C1 T heC1 T h ≤ C1 T eT C1 h, for any t ∈ [0, t0 ]. Hence, from the definition of N (t) we easily deduce the estimate e2k (t) ≤ 2C1 T eT C1 h for any t ∈ [0, t0 ] and any 1 ≤ k ≤ n. Letting C := (2C1 T )1/2 eT C1 /2 we conclude that |u(xk , t) − uk (t)| ≤ Ch1/2 holds for any 1 ≤ k ≤ n and any t ∈ [0, t0 ]. Furthermore, combining this estimate with the definition of t0 shows that t0 = τ must hold for h small enough, because otherwise the maximality of t0 would be contradicted. This finishes the proof of the theorem. u t Now we analyze the asymptotic behaviour of the solutions of (5). For this purpose, we are going to analyze the role of the stationary solutions of (5), which are the positive solutions of the polynomial system (4). We shall make use of the following discrete maximum principle: Lemma 1. Let U be a solution of (5) with initial condition U (0) = U0 ∈ (R≥0 )n , and let τ ∈ (R>0 ∪ {∞}) be the supremum of the set of t ∈ R>0 for which U is well–defined in [0, t). Then U (t) ∈ (R≥0 )n for any t ∈ [0, τ ). Combining Lemma 1 with e.g. [22, Theorem 1] we conclude that the set of solutions of (5) with positive initial condition is (topologically equivalent to) a dynamical system over (R≥0 )n . Following [4], let Φh : (R≥0 )n → R be the following function: (0)



Φh (U (0) ) := −M (U (0) ) + G(U1 ) +



n−1 X



(0)



2G(Uk ) + G(Un(0) ) − 2αh−1 Un(0) ,



k=2



Pn−1 where M (U ) := 2 k=1 Uk+1 Uk − (U12 + 2 k=2 Uk2 + Un2 ) and G0 (x) := g(x). It is easy to see that Φh is a Liapunov functional for the ¡dynamical sys¡ ¢ tem over (R≥0 )n defined by (5), i.e. Φ0h (u(0) ) := limt→0+ (1/t) Φh φt (u(0) ) − ¢ Φh (u(0) ) ≤ 0 for any u(0) ∈ (R≥0 )n , where φt is the solution of (5) passing through u(0) when t = 0. Furthermore, we have that Φ0h (u(0) ) = 0 holds©if and only if u(0) represents a stationary solution of (5). Hence, defining E := u(0) ∈ ª (R≥0 )n : Φ0h (u(0) ) = 0 , we have that E is invariant under the action of the dynamical system over (R≥0 )n defined by (5). Therefore, from e.g. [9, Theorem 4.3.4] we conclude every solution of (5), with positive initial condition and bounded image, converges to a stationary solution of (5). As a consequence, we see the relevance of the consideration of the set of stationary solutions in order to describe the dynamics of the set of solutions of (5). Pn−1
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Conditioning and Complexity of our Family of Systems.



In this section we are going to analyze the set of positive solutions of the following polynomial equation system:  ¡ ¢  0 = h−1 U¡1 − U2 + hg(U1 )/2,¢ 0 = −h−1 (2 ≤ k ≤ n − 1) (8) ¡ Uk+1 − 2U ¢ k + Uk−1 + hg(Uk ),  0 = h−1 Un − Un−1 − α + hg(Un )/2, where g is a nonlinear polynomial of Q[T ] with g(0) = g 0 (0) = 0, g 0 (x) > 0 and g 00 (x) ≥ 0 for any x > 0, α ∈ Q>0 and h := (n − 1)−1 . Let us recall that the positive solutions of (8) represent the stationary solutions of the initial value problem (5) of Section 2. The main result of this section asserts that (8) has only one positive solution u∗ ∈ (R≥0 )n , which is well–conditioned (see Theorems 2 and 3 below). This result will allow us to exhibit an algorithm which computes an¡ ε–approximation of u∗ with O(n3 M ) floating point operations, where ¢ M := O log | log(εn)| . Hence, this algorithm significantly improves and generalizes the approach of [6], and exponentially improves the standard homotopy continuation methods, which applied to (8) require L deg(g)O(n) floating-point operations (see e.g. [3]). First, we are going to show that there exists only one positive real solution of (8). Indeed, following [7], [6], we consider the following deformation of (8):  ¡ ¢  0 = h−1 U¡1 − U2 + hg(U1 )/2, ¢ 0 = −h−1¡ Uk+1 − Uk ¢− T (Uk − Uk−1 ) + hg(Uk ), (2 ≤ k ≤ n − 1) (9)  0 = h−1 T Un − Un−1 − α + hg(Un )/2, Let T, U1 , . . . , Un be indeterminates over Q, let U := (U1 , . . . , Un ) and let F : Rn+1 → Rn denote the polynomial mapping defined by the right–hand–side members of (9). From the first n − 1 equations of (9) we easily see that, for given positive values T = t, U1 = u1 , the (positive) values of U2 , . . . , Un are uniquely determined. Therefore, letting U1 and T vary, we may consider U2 , . . . , Un as functions of U1 and T , which are indeed recursively defined as follows: U2 (t, u1 ) := u1 + h2 g(u1 )/2, ¡ ¢ ¡ ¢ U3 (t, u1 ) := U2 (t, u1 ) + t U2 (t, u1 ) − u1 + h2 g U¡2 (t, u1 ) , ¢ (10) Uk+1 (t, u1 ) := Uk (t, u1 ) + t(Uk − Uk−1 )(t, u1 ) + h2 g Uk (t, u1 ) for k ≥ 3. Remark 1. For any u1 > 0 we have: ¡ ¢ Pk (i) (Uk − Uk−1 )(t, u1 ) = h2 tk−2 g(u1 )/2 + j=3 tk−j g(Uj−1 (t, u1 )) > 0 and Uk (t, u1 ) > 0 for 2 ≤ k ≤ n. (ii) (∂Uk /∂U1 − ∂Uk−1 /∂U1 )(t, u1 ) > 0 and (∂Uk /∂U1 )(t, u1 ) > 0 for 2 ≤ k ≤ n. (iii) (∂Uk /∂T − ∂Uk−1 /∂T )(t, u1 ) ≥ 0 and (∂Uk /∂T )(t, u1 ) ≥ 0 for 2 ≤ k ≤ n. Proof. Let k = 2. Then, from (10), we have U2 (t, u1 ) − u1 = h2 g(u1 )/2, (∂U2 /∂U1 )(t, u1 ) = 1 + h2 g 0 (u1 )/2, (∂U2 /∂T )(t, u1 ) = (∂U1 /∂T )(t, u1 ) = 0,



from which we immediately deduce (i), (ii) and (iii) for k = 2. Now, arguing inductively, suppose our statement true for a given k ≥ 2. From (10) we have: (Uk+1 − Uk )(t, u1 ) ∂Uk k+1 ( ∂U ∂U1 − ∂U1 )(t, u1 ) ∂Uk+1 k ( ∂T − ∂U ∂T )(t, u1 )



= t(Uk − Uk−1 )(t, u1 ) + h2 g(Uk (t, u1 )), ∂Uk−1 ∂Uk 2 0 k = t( ∂U ∂U1 − ∂U1 )(t, u1 ) + h g (Uk (t, u1 )) ∂U1 (t, u1 ), ∂Uk−1 ∂Uk = (Uk − Uk−1 )(t, u1 ) + t( ∂T − ∂T )(t, u1 )+ k +h2 g 0 (Uk (t, u1 )) ∂U ∂T (t, u1 ).



Combining these identities with the inductive hypotheses, we easily conclude that (i), (ii) and (ii) hold for k + 1. u t Let Q : [0, 1] × R → R be the polynomial mapping defined by: ¡ ¢ Q(T, U1 ) := T h−1 Un (T, U1 ) − Un−1 (T, U1 ) − α + hg(Un (T, U1 ))/2.



(11)



Observe that Q(T, U1 ) = 0 represents the minimal equation satisfied by the coordinates (t, u1 ) of any (complex) solution of the polynomial equation system F (T, U ) = 0 of (9). Therefore, for fixed t ∈ [0, 1], the positive roots of Q(t, U1 ) are the values of U1 we want to obtain. From Remark 1 we see that Q(t, U1 ) is a strictly increasing function in R≥0 for any t ∈ [0, 1]. Therefore, taking into account that Q(t, 0) < 0 holds and Q(t, U1 ) has a positive leading coefficient, we conclude that there exists a unique positive solution of the system F (t, U ) = 0, i.e. we have shown the following result: Theorem 2. For any t ∈ [0, 1], (9) has only one positive solution. 3.1



An Estimate on the Condition Number of the Positive Solution of (8). ¡ ¢ Let us denote by u1 (t), . . . , un (t) the only positive solution of the polynomial system F (t, U ) = 0 for any t ∈ [0, 1], and observe that in fact it belongs to (R>0 )n . Therefore, we have implicitly defined an analytic function ϕ : [0, 1] → Rn ¡ ¢ by ϕ(t) := u1 (t), . . . , un (t) . Our intention is to analyze the conditioning of approximating the value ϕ(1) by a continuation homotopy method. Following e.g. [3], the condition number of approximating ϕ(t) is given by ° ¡ ¢−1 ° ° ¡ ¢° ° °(∂F/∂T ) t, ϕ(t) ° , kϕ0 (t)k∞ ≤ °(∂F/∂U ) t, ϕ(t) ∞ ∞ t where k · k∞ denotes the standard infinite norm and denotes transposition. ¡ ¢ Let us fix t ∈ [0, 1] and let as above ϕ(t) := u1 (t), . . . , un (t) . In order to ° ° ° ¡ ¢−1 ° ° and °(∂F/∂T )(t, ϕ(t))° , we are going to find estimate °(∂F/∂U ) t, ϕ(t) ∞ ∞ a suitable lower bound for u1 (t) and a suitable upper bound for un (t). For this purpose we have the following technical result, which is a critical point in our estimate on the lower bound of u1 (t) for any t ∈ [0, 1].



Lemma 2. For any t ∈ [0, 1], let (u1 (t), . . . , un (t)) be the positive solution of F (t, U ) = 0. For 2 ≤ k ≤ n we have (i) uk (t) − uk−1 (t) ≤ 2hα. (ii) uk (t) ∈ [u1 (t), u1 (t) + 2α]. Proof. Remark 1 and the condition g 0 (x) > 0 for x > 0 imply g(u1 (t)) < · · · < g(un (t)). On the ¡other hand, combining Remark 1 (i) with the last equation of (9) ¢ we obtain α = h tn−1 g(u1 (t))/2 + tn−2 g(u2 (t)) + · · · + tg(un−1 (t)) + g(un (t))/2 . Therefore we have: u2 (t) − u1 (t) = h2 g(u1 (t))/2 ≤ h2 g(un (t))/2 ≤ 2hα ¡ ¢ uk (t) − uk−1 (t) = h2 t¡k−2 g(u1 (t))/2 + tk−3 g(u2 (t)) + · · · + g(uk−1 (t)) ¢ ≤ 2h2 tk−2 g(un−(k−2) (t)) + · · · + tg(un−1 (t)) + g(un (t))/2 ≤ 2hα for any 3 ≤ k ≤ n − 1. Hence, we conclude that (i) holds. (ii) is an easy consequence of (i). u t A Lower Bound for u1 (t). Let as above consider the polynomial mapping Q : [0, 1] × R → R defined by (11). Since Q(t, u1 (t)) = 0 holds for any t ∈ [0, 1], from the Implicit Function Theorem it follows that U1 may be considered as a function of T , and we obtain the following expression for the derivative of U1 (T ) with respect to the parameter T for any fixed value t ∈ [0, 1]: ¡1 ¢ ∂Un−1 ∂Un t ∂Un h 0 ∂U1 h (Un − Un−1 ) + h ( ∂T − ∂T ) + 2 g (Un ) ∂T (t, u1 ) < 0. (t, u1 ) = − ¡ t ∂Un ¢ ∂T ( − ∂Un−1 ) + h g 0 (Un ) ∂Un (t, u1 ) h ∂U1



∂U1



2



∂U1



Then, we have u1 (1) ≤ u1 (t) ≤ . . . ≤ un (t) ≤ un (0) = g −1 (2α/h) for any t ∈ [0, 1], where g −1 denotes the inverse function of g in [0, ∞). Hence, a lower bound for u1 (1) yields a lower bound for u1 (t) for any t ∈ [0,¡1]. Let t = 1 and let uk ¢:= uk (1) for 1 ≤ k ≤ n. Since α = h g(u1 )/2 + g(u2 ) + · · · + g(un−1 ) + g(un )/2 holds we have g(u1 ) ≤ α ≤ g(un ). Therefore, Lemma 2 implies g −1 (α) − 2α ≤ u1 < · · · < un ≤ g −1 (α) + 2α, which yields a nontrivial lower bound for u1 if g −1 (α) − 2α > 0 holds. Now suppose that g −1 (α) − 2α ≤ 0 holds. Then, from the last equation of (8) we see that α may be considered as a function of U1 , according to the following definition: ¡ ¢ α(U1 ) := h−1 Un (1, U1 ) − Un−1 (1, U1 ) + hg(Un (1, U1 ))/2, Then we have ¡ ∂Un ¢ h¡ ∂Un−1 ∂α ∂Un ¢ = h−1 (1, U1 ) − (1, U1 ) + g 0 (Un ) (1, U1 ) > 0 ∂U1 ∂U1 ∂U1 2 ∂U1 on the positive reals, which shows that α(U1 ) is an increasing function of U1 with α(0) = 0, and hence bijective, on the positive reals. For a given value α0 ∈ R>0 ,



we shall denote by u1 (α0 ) the unique value of U1 for which α(U1 ) = α0 holds. Observe that in this sense U1 is an increasing function of α0 . Now, the conditions satisfied by g imply that for ε > 0 sufficiently small we have g −1 (ε) − 2ε > 0 and there exists a positive real α0 for which g(2α0 ) = α0 . Therefore, we may consider the least positive real α b satisfying g(2b α) = α b. Observe that if g −1 (α) − 2α ≤ 0 holds for a given value α > 0, then u1 (α) > u1 (b α/2) > g −1 (b α/2) − α b > 0. In conclusion, we have the following result: Proposition 1. Let C := g −1 (e α) − 2e α, with α e := α for g −1 (α) − 2α > 0 and α e=α b/2 otherwise. Then we have u1 > C. An Estimate on the Condition Number of Approximating ϕ(t). Let us fix t ∈ [0, 1]. In order to estimate the condition number of approximating ϕ(t) := (u1 (t), . . . , un (t)), we observe that the Jacobian matrix ∂F (t, U )/∂U of F (t, U ) is tridiagonal with the following expression:  −1  h +hg 0 (U1 )/2 −h−1   .  ∂F (t,U )  −h−1 t h−1 (1+t)+hg 0 (U2 ) . .  . :=  .. .. ∂U −1   . . −h −1 −1 0 −h t h t+hg (Un )/2 Following [19], for a given real A := (aij )1≤i,j≤n wePhave the © n × n matrix ª estimate kA−1 k∞ ≤ max1≤i≤n |aii |−1 (1 − µi )−1 , with µi := |aii |−1 j6=i |aij | ¡ ¢ for 1 ≤ i ≤ n. In the case of the matrix (∂F (t, U )/∂U ) ϕ(t) , we have the inequality |akk |−1 (1 − µk )−1 ≤ 2(n − 1)/g 0 (uk (t)) for 1 ≤ k ≤ n. Hence, from the lower bound of Proposition 1 we deduce °¡ ¢ ¡ ¢° ° ∂F (t, U )/∂U −1 t, ϕ(t) °



∞



≤



2 hg 0 (u1 (t))



≤



2 hg 0 (C)



.



(12)



Now we estimate k(∂F/∂T )(t, ϕ(t))k∞ for any t ∈ [0, 1]. For this purpose, ¡ ¢ ¡ ¢t let us observe that (∂F/∂T ) t, ϕ(t) = h−1 0, u2 (t) − u1 (t), . . . , un (t) − un−1 (t) holds. From Lemma 2 we obtain ° ° °(∂F/∂T )(t, ϕ(t))° ≤ 2α. (13) ∞ Combining (12) and (13) we obtain the main result of this section: Theorem 3. The condition number of approximating the only positive solution of F (t, X) = 0 satisfies the estimate κ ≤ 4(n − 1)α/g 0 (C) for any t ∈ [0, 1]. 3.2



An Algorithm Computing the Positive Solution of (8).



As a consequence of the well–conditioning of the positive solution of the system F (t, U ) = 0 of (9) for any t ∈ [0, 1], we shall exhibit an efficient algorithm which computes the only positive solution ϕ(1) of (8). This algorithm is a Newton–Euler



continuation method (see e.g. [20]). For this purpose, let us fix 0 < εb < α/2 and let us introduce for any η ∈ R the polynomial mapping Fη : [0, 1] × Rn → Rn defined in the following way: Fη (T, U ) := F (T, U ) − (0, . . . , 0, η)t . With the same arguments as in the proof of Theorem 2 we conclude that Fη (t, U ) = 0 has only one positive solution for any t ∈ [0, 1] and any η ∈ R with |η| ≤ εˆ. Let f (T ) := −2T 3 + 3T 2 . We have that f (0) = 0, f (1) = 1 and f ([−1/4, 5/4]) = [0, 1]. Then we see that the semi–algebraic subset of R × (R≥0 )n defined by the following system of equalities and inequalities: ¡ ¢ (0, . . . , 0, −b ε)t ≤ F f (T ), U ≤ (0, . . . , 0, εb)t , −1/4 ≤ T ≤ 5/4, is a compact neighborhood of the real algebraic curve F (T, U ) = 0, 0 ≤ T ≤ 1. Observe that this semi–algebraic set may also be defined ¡as the set of points¢ ¡ ¢ t, ϕ(η, t) with t ∈ [−1/4, 5/4] and |η| ≤ εb, where ϕ(η, t) := u1,η (t), . . . , un,η (t) denotes the positive solution of Fη (f (T ), U ) = 0. In order to estimate the complexity of the Newton–Euler method which computes the positive solution of (8), we need an upper bound for un,η (t) and a lower bound for u1,η (t), for any t ∈ [−1/4, 5/4] and any η ∈ [−b ε, εb]. For this purpose, we follow the approach of Section 3.1. Since f (t) ∈ [0, 1] holds for any t ∈ [−1/4, 5/4], we have Cη ≤ u1,η (1) ≤ u1,η (t) ≤ . . . ≤ un,η (t) ≤ un,η (0) = g −1 (2(α + η)/h) ≤ g −1 (4α/h). Therefore, using the estimates of Section 3.1 we conclude that the following estimate holds: °¡ ¢° ¡ ¢ ¢ ¡ ° ∂Fη f (T ), U /∂U −1 t, ϕ(η, t) °



∞



≤



2 e hg 0 (C)



=: β,



e := inf{Cη : η ∈ [−b where C ε, εb]}. Let us remark that our choice of εb implies e C > 0. °¡ ¡ ¢ ¢¡ ¢° We also need an upper bound on ° ∂ 2 Fη f (T ), U /∂U 2 t, ϕ(η, t) °∞ . For this purpose, we have to estimate the norm of the Hessian matrix corresponding to each coordinate¡ of Fη , which ¢ is in turn reduced to estimate the quantity max1≤k≤n {hg 00 (Uk f (t), u1,η (t) )} for any t ∈ [−1/4, 5/4] and any η ∈ [−b ε, εb]. We have the estimate °¡ 2 ¡ ¢ ¢¡ ¢° ° ∂ Fη f (T ),U /∂U 2 t,ϕ(η, t) ° ≤ hγ(n − 1) = γ, ∞ for n ≥ n0 (g, α), where γ and n0 (g, α) are constants independent of n that can be explicitly estimated in terms of the degree and height of g (from e.g. [15] it is easy to obtain such an explicit estimate). Finally, we have ¡ ¢¡ ¢ k ∂Fη (f (T ), U )/∂T t, ϕ(η, t) k∞ ≤ 4α =: δ. Then, applying e.g. [20, 10.4.3], we see that there exists N ≤ 4β 2 γ δ ≤ e 2 )(n − 1)2 = O(n2 ) such that the following holds: (64αγ/(g 0 (C))



If u(0) := ϕ(0) denotes the positive solution of the polynomial system F (0, U ) = 0, and 0 = t0 < t1 < · · · < tN = 1 is a uniform partition of the interval [0, 1], then the iteration ¡ ¢−1 (tk , u(k) )F (tk , u(k) ), (0 ≤ k ≤ N − 1) u(k+1) = u(k) − ∂F (T, U )/∂U yields an attraction point of the standard Newton iteration associated to the system F (1, U ) = 0. Let us remark that, taking into account that the Jacobian matrix (∂F (T, U )/∂U )(tk , u(k) ) is tridiagonal, we conclude that each step of this iteration requires O(L + n) floating-point operations. From [20, 10.4.2–3] we conclude that the vector u(N +k) , obtained from the vector u(N ) above after k steps of the iteration ³¡ ´−1 ¢ u(k+1) = u(k) − ∂F (1, U )/∂U (u(k) ) F (1, u(k) ), (k ≥ N ) satisfies the estimate ku(N +k) − ϕ(1)k∞ ≤ 2−k (2βγ)−1 . Furthermore, combining k−2 this estimate with [20, 10.2.2] we see that ku(N +k) − ϕ(1)k∞ ≤ 2−2 (4βγ)−1 ≤ (k−2) +3) 0 e −1 2−(2 g (C)γ (n − 1)−1 holds for k ≥ 2. Therefore, in order to obtain an ε–approximation of ϕ(1), we have to perform O(M ) steps of the second iteration, e −1 γ)|. Summarizing, we have the following result: with M := log | log(εn(g 0 (C)) Theorem 4. There exists an algorithm which computes ¡ ¢ an ε–approximation of the positive solution of (8) with O (L + n)(n2 + M ) floating-point operations, e −1 γ)|. where M := log | log(εn(g 0 (C))
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