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SUMMARY



This preliminary thesis examines communication scenarios where two pairs of transmitter/receiver exchange messages over a common channel, thus interfering with one another. Each transmitter wishes to send a message to its intended receiver. One of the transmitters, referred to as the cognitive user, in addition to its own message, has knowledge of the message of the other transmitter, the primary user. This assumption idealizes the case where one of the transmitters has the ability to sense the communication environment and smartly adapt to it. This model also models scenarios where a lower priority user and a higher priority user coexist on the same channel. The low priority user would help the high priority user to transmit its message for the opportunity to use the channel when the higher priority user vacates it. This scenario arises in practical communication channels, especially wireless networks, when considering devices with the capability of understanding the surrounding environment. This model is commonly known as cognitive radio channel 1 . The term ’cognitive’ addresses the ability of one transmitter to acquire the message of the other. This feature allows the users to cooperate and globally increase the communication efficiency. We investigate the information theoretic limits of this channel model in terms of transmission rates achievable with arbitrary low probability of error.



1



Other names for this channel include the cognitive radio channel (1), interference channel with degraded message sets (2; 3), the non-causal interference channel with one cognitive transmitter (4), the interference channel with one cooperating transmitter (5) and the interference channel with unidirectional cooperation (6; 7).
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SUMMARY (Continued) In particular we are interested in deriving outer bounds to the maximum attainable transmission rates and propose transmission schemes to approach these bounds. When it is possible prove that an outer bound can be achieved with a transmission scheme, it is said that capacity has been determined. Capacity quantifies the maximum amount of information that can be conveyed reliably trough the channel . Determining capacity allows the performance evaluation of practical codes and applications with respect to this theoretical optimum. We focus in particular on two classes of channels: a) deterministic channels, and b) additive Gaussian channels. For the deterministic cognitive radio we determine an outer bound to the limiting transmission rates and prove the achievability of this outer bound for a class of channels. No previous literature is known for this particular channel and our results are the first derived. Deterministic channels are a class of channels where the output symbols are a deterministic function of the input ones. No randomness in the transmission is introduced by the channel. This lack of uncertainty rarely occurs in practical application where any transmission is affected by environmental noise. We propose a new outer bound and new outer bound for achievable scheme for this channel. Our achievable scheme generalizes all the previously known achievable schemes and extends the transmission strategies adding novel features. We use this new scheme to determine the achievability of the proposed outer bound for a class of channels. This result is the first capacity result for this specific class of channels.



x



SUMMARY (Continued) As pointed out, deterministic channels cannot accurately model a real life transmission system since the channel has no randomness. Despite of this it has been shown that deterministic models can still capture the interaction among input signals and the noise. Therefore ignoring the randomness of the environmental noise allows a clearer understanding of the behavior of the channel. Given the model of a channel, one can therefore further approximate the transmission system with a deterministic model. Then determine the capacity of the deterministic model and understand what strategies can be successfully employed in the original, random, model. This further approximation step helps producing good outer bounds and achievable schemes for the initial model using the insight drawn from its deterministic approximation. Even if these outer and achievable region do not necessarily coincide, usually it is still possible to show that they are at a small distance from one another. This proves that the capacity of the channel lies in bounded region between the two bounds. This result can be sought as an approximate solution of the problem of determining the capacity of a channel. For this reason we term such a result approximate capacity. We followed this approach and construct a deterministic approximation for a specific class of cognitive channels called Gaussian cognitive interference channel. In this model the output signal is obtained as a linear combination of the inputs plus an additive noise term with a Gaussian distribution. We firstly determined the capacity of the deterministic approximation. Then we use he insight gained to investigate the capacity of the original channel and determine the approximate xi



SUMMARY (Continued) capacity. The capacity of the Gaussian cognitive interference channel has been an open problem for the last five years. This approximate solution is the first result to show which achievable schemes perform close to optimal for the whole class of channels. The thesis concludes indicating the direction of our future research which focuses on channels with cognition with multiple users and with non idealistic assumption for the sensing at the transmitter. The available results in this area of resource are scarce and we hope to be able to contribute the overall understanding we have of these models.
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CHAPTER 1



INTRODUCTION



Recent advancements in communication technology, particularly in wireless communications, has increased the availability of smart devices with enhanced communication and computational capabilities. A large number of nowadays communication systems comprise devices that are able to transmit and receive signals over a large spectrum and perform complex computational operations. The demand for high rate data services has also witnessed an exponential increase: it has been reported that the mobile data traffic is doubling every nine months (see (8)). The frequency spectrum is a limited natural resource and multitude of high-rate services need ta access and use it. For this reason an efficient use of this resource is critical. Currently the access to the frequency spectrum regulated by governmental agencies. In the United States the Federal Communications Commission (FCC) has the jurisdiction over radio licensing. The current legislation of the FCC assigns a considerable part of the frequency spectrum to different services in an exclusive fashion. Similar regulations can be found in most countries. The inefficiency of such a strategy has become apparent when it was realized that the spectrum is under-utilized most of the time (see (9)) A more efficient use of the spectrum has been advocating by many. It has been suggested that cooperation among devices would be able to increase spectrum utilization (see (10)). One such form of cooperation, known as cognition, envisage a form of understanding from the 1
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devices of the communications taking place in the spectrum, as well as the ability to adapt the transmission strategy according to this knowledge. The term cognitive radio is used to define this new generation of smart devices. The term cognition was initially coined by Mitola (11) who described it as: The point in which wireless personal digital assistants (PDAs) and the related networks are sufficiently computationally intelligent about radio resources and related computer-to-computer communications to detect user communications needs as a function of use context, and to provide radio resources and wireless services most appropriate to those needs. It was thought of as an ideal goal towards which a software-defined radio platform should evolve: a fully reconfigurable wireless black-box that automatically changes its communication variables in response to network and user demands. Mitola’s original definition of cognitive radio is fairly broad and still today much debate exits on what should be defined as a cognitive radio This concept has been casted in many research fields and now refers to a variety of concepts. In the networking community it mostly deals with the power allocation and the transmission scheduling of cognitive networks. The theoretical framework used here is often game theory as cognition represents the ability of a node in the network to predict the behavior of the surrounding nodes (see (12; 13; 14)). In the field of wireless communication, research focuses on the opportunistic use of the spectrum. The spectrum is continuously monitored by neighboring transmitters that initiate a



3



transmission only in non-interfering points of the frequency and time. This problem entails fast detection a of the transmission from neighboring transmitters as well as the choice of windows when a communication phase can take place (see (15; 16; 17)). For computer scientists the issue is the design of an adaptable physical layer that is able to implement different transmission modes depending an the channel state and interference level at the different points of the spectrum (see (18; 19)). This concept is an important paradigm also in military communications where cognition allows reliable communication between entities in case of natural disaster (see (20)), when communication links fail randomly. In order to access the full potential of a new technology, it is imperative to understand its fundamental limits and tradeoffs, and contract it with the current technologies. From an information theoretical prospective, the problem is to determine the capacity region of the cognitive radio channel, i.e., the set of rates that can be simultaneously sustained by all users in the network with arbitrarily low probability of error and such that no user can increase its own transmission rate without causing other users to no longer be able to decode their messages. The primary motivations for the study of cognitive radio from an information theoretic prospective are twofolded. On the one hand, information theory provides theoretical tools to characterize the fundamental advantages in spectral efficiency when allowing cooperation between users on a licensed frequency band. On the other hand, it provides practical guidelines on which strategies are able to achieve the theoretical limits.
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The first information theoretic model of a cognitive radio channel is due to Devroye, Mitran and Tarok (1). In they seminal work in 2006, Devroye et al. proposed to model cognition as follows. Two pairs of transmitter/receiver share a common communication channel, as in the classical interference channel (21). In the classical interference channel, the two pairs are uncoordinated and do not have knowledge of the messages the interfering transmitter/receiver pair exchanges. In a cognitive channel, one of the transmitter (the cognitive one) has noncausal knowledge of the message sent by the transmitter (the primary one). The primary pair is supposed to be licensed users, while the cognitive pair is assumed to be smart devices who ”profits” of the licensed spectrum without harming the legitimate/licensed users. This fairly simple model captures the basic trade-offs involved in cognitive communications: the cognitive user can use the knowledge of the primary user’s message to help its own receiver and/or to cooperate with it. In exchange for this the cognitive user is allowed access the channel as long as it does not interfere with the transmission of the primary user. The the capacity of the classical (non cognitive) interference channel has been an open problem for almost thirty years (see (22)), and much progress has been made in the last couple of years (see (23)). Upper ((24)) and lower (25; 7; 26) bounds for the (non cognitive) interference channel are available, but they do not coincide in general. Similarly the capacity of the cognitive interference channel has been an open problem since its introduction. Partial results for the capacity region were due to Mari´c, Goldsmith , Kramer , Shamai and Yates in (6; 27; 28; 5) , to Wu, Vishwanath, and Arapostathis (3), and Jovich and Viswanath (29) . These results cover the special cases where either one or both
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transmitter do not incur any rate penalty in decoding both messages (see (30)), or when it is optimal for the primary receiver to treat the message from the cognitive transmitter as noise ( see (3)). The largest known achievable region is probably the one proposed in (5). However, the region derived in (5) cannot be directly compared with original scheme proposed in (1) because of large number of variable involved in the computation of those achievable regions. The tightest outer bound was proposed in (5) and included the bounds of (3; 6) as special cases. Variations of the cognitive radio channel have been proposed. A setting where the cognitive decoder is required to decode both messages but the message of the cognitive user has to be kept secrete at the primary decoder was solved in (31). using an achievable scheme proposed in (2). A setting where both decoders need to decode both messages, known as compound multiple access channel, was solved in (28). An extension to the case where receivers and transmitters have multiple antennas was studied in (32). For this MIMO cognitive channel the sum-rate capacity and part of the capacity region was determined. Unfortunately the combination of multiple transmitting strategy such as binning and superposition coding in one transmission scheme introduces multiple parameters to be optimized. This makes it difficult to compare inner and outer bounds. Probably the most general achievable scheme available up to date is (5, Th. 1) the rate region is expressed by six equations to be optimized over the distribution of six random variables. In general the task of determining the assignments that could show capacity is a difficult and time consuming. In the last couple of years a new, powerful alternative to this task has
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arose for Gaussian channels. When the energy of the transmitter is far greater then amplitude of the noise, the channel can be approximated by a deterministic channel, neglecting the effect of the noise. This consideration suggested an alternative to the task of determining the capacity region of a multi user communication networks. Rather than proving an equality between inner and outer bounds, the authors (33) advocate a powerful new method for obtaining achievable rate regions that lie within a constant number of bits from capacity region outer bounds, thereby determining the capacity region to “within a constant number of bits”. This constant gap is independent in the channel parameters. In a series of papers, and inspired by (34), Avestimehr and Tse introduced the linear deterministic approximation of wireless networks (35; 36; 37). A linear deterministic network approximates a linear Gaussian network at high SNR by capturing the dynamic range of the desired and interference signals, but neglecting additive noise. At high SNR, this is a valid approximation, and is able to effectively separate the role of interference and noise in a wireless network, allowing one to focus on the signal interaction. The linear model is often easier to analyze (capacity can often be determined exactly), and insights gained from it may be used to guide coding schemes for inner bounds and receiver side-information in outer bounds for the practically motivated Gaussian noise channel, which are then ideally shown to lie within a constant gap from each other. Proving a constant gap result is in general easier then proving capacity, but yields similar insight on the strategies that perform well in practical applications. The approach has allowed, for example, to solve within



7



a constant gap the capacity regions of channels that have been long standing open problems, such as Gaussian interference channels (38; 23) and Gaussian relay channels (39). Determining the capacity for a channel is crucial to understand what is the nature of the communication strategy that can efficiently guarantee reliable transmissions. When capacity is known it is possible measure of the distance between capacity and the rate achieved by a given code. In proving capacity a theoretical code with infinite block-length is constructed and shown reliable. This passage gives an insight on the nature of a practical code that performs well over the channel. When considering channel with only one message set, this constrictive part of the prove guides in designing how the message is handled. When there are more then two messages and interaction between encoders, this actually indicate which forms of collaboration between encoders perform the best. Such a result, therefore, not only is of interest in the code design, but also in the networking part. Unfortunately determining capacity is a arduous task may require several years to be solved. An constant gap result is a very promising alternative to this task that provide just the same insight on policies at physical and network layer alike. This is particularly important when considering networks with a multiple numbers of receivers and transmitters. Given that the capacity of that two transmitter/receiver pair cognitive channel is still open, it comes to no surprise that very few results are available for more than two pairs. Some results are available for an deterministic interference channel with three transmitters and receivers in (40) and for particular topologies of the general case (see (41)). also, in (42) the maximum sum rate of a multiple access channel with cognition is determined. For the general
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multiuser setting some results are available for the relay channel with one transmitter and one receiver and k relays in (37) where a constant gap result is proven where the gap is a function of the number of relays in the network. The sum capacity is known for the Gaussian vector broadcasts channel: this result was proved in (43). Scaling laws for cognitive networks where determined in (44) and (45). In general cognitive network are still an open field of research given the general complexity of the transmission scheme to be employed. It can be said he the main objective of researcher for general networks is to understand the overall scaling of the achievable rates given the number of users and the distribution of the cognition in the network. This will allow to eventually design an efficient protocol to allow the transmission of multiple entities over the entire spectrum with an allocation of the resources not based on frequency division. This latter option has been described as the ”spectrum gridlock” in (46) . This definition is particularly suited as it gives the idea that when traffic increases in such a system, the level of congestion will inevitably increase since no new routes can be formed in the grid. We hope with our research to offer an efficient alternative to address this limitation and allow the traffic capability of communication networks. 1.1



Problem Statement We are interested in characterizing the capacity of the cognitive interference channel. In



particular we focus on two different models: the deterministic cognitive interference channel and the Gaussian cognitive interference channel. The first is a channel where the output is a deterministic function of the input. The latter is a channel where the output at the two
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receivers is a liner combination of the inputs plus Gaussian random variable. The deterministic channel model that we consider has never been specifically addressed in literature before. For the gaussian case capacity has been an open problem since it was first posed in (1). In the following chapters we present novel results for these two classes of the general cognitive interference channel. 1.2



Summary of the contributions We consider the general cognitive interference channel and derive a new achievable scheme



for this model. We show that this region il larger than all the inner bounds regions proposed in the ligature so far. We prove the achievability of the proposed region and point out the innovative features of this scheme. We then show how this scheme can be used to prove capacity results for both the deterministic cognitive interference channel and the Gaussian cognitive interference channel. For the deterministic cognitive interference channel we start deriving an outer bound and then prove capacity for a specific class of channels. As we are not able prove capacity for the full class of channels, we try gaining insights on the capacity achieving strategies using two examples. In these examples we consider two channels for which we cannot show capacity and propose transmission schemes that achieve the proposed outer bound. We also provide a third example with a different motivation. This third example is a deterministic approximation of the Gaussian cognitive interference channel. The approximation is constructed from an original, random model to capture the interaction between interfering
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signals and the noise. By determining the capacity of this approximating channel it is generally possible to obtain a powerful intuition on how to derive effective outer and inner bounds for the original problem. The approximation we construct captures the fundamental features of the Gaussian cognitive interference channel when the noise variance is small. We determine the capacity of the approximation and we use the insight gain from solving this problem to determine investigate capacity of the Gaussian cognitive interference channel. This result is presented in the last chapter of this preliminary thesis. Firstly we determine an outer bound that generalizes previously known outer bounds in a unified manner. The outer bound is derived in a similar fashion as for the deterministic approximation. Secondarily we use our new achievable scheme to determine an achievable region that is at a fixed distance from the outer bound. This result is new and is the first result that characterizes the capacity region for the all class of Gaussian cognitive Interference channel. Previous capacity results only concerned subsets of all the possible channels. The capacity region was unknown, in the general case, since 2006. Once again, choice of achievable scheme is guided by the insight on the channel gained from the deterministic approximation. We conclude this thesis indicating our current interests and our future area of research. The areas that are of particular interest for us are three: a)investigate the behavior of channels with more than two receiving/transmitting pairs, b) study the role of cognition and cooperation in classical channels, c) determine the relationship between a random networks and their deterministic approximation in a systematic setting.
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The main focus of information theory so far has mostly been on channels where the interference between transmitting users is limited. This class of channels is generally easier to study and this scenario is common in wired communication systems. In a wireless scenarios simultaneous and contingent transmission are interfering with one another. A channel model of such a system has to take this factor into account. The wireless scenario also motivates the study of channels with various forms of cognition. In a wireless setting, a transmission can be received by multiple encoders other than the intended one. For this reason entities present in the environment can acquire information on the message being transmitted. Having acquired such a knowledge transmitter can then cooperate in the transmission. These types of channel have emerged only recently and our understanding of the role of cognition and cooperation on the capacity is still very limited. Finally we intend to study the relationship between a random channel and a deterministic approximation of the original model. Deterministic approximation for Gaussian networks have proved being a precious instrument to understand the channel dynamics. The relationship between the two models is yet not fully understood. The approximation usually provides a valuable intuition, but is not clear what is the motivation of this intuition and when it is possible to construct a systematic correspondence between inner and outer bounds for the two models.



CHAPTER 2



A NEW ACHIEVABLE REGION FOR THE DISCRETE MEMORYLESS COGNITIVE INTERFERENCE CHANNEL



The content of this chapter will in the Proceedings of IZS2010



2.1



Channel Model



Figure 1. The Cognitive Interference Channel.



A two-user Discrete Memoryless Cognitive InterFerence Channel (DM-CIFC) is a multiterminal network with two transmitter-receiver pairs that exchange messages over a common 12
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channel. Transmitter i, i ∈ {1, 2}, has discrete input alphabet Xi and its receiver has discrete output alphabet Yi . The channel is assumed to be memoryless with transition probability pY1 ,Y2 |X1 ,X2 . A graphical representation of this channel is presented in Figure 1. Encoder i wishes to communicate a message Wi uniformly distributed on [1 : 2N Ri ] to decoder i in N channel uses at rate Ri , i ∈ {1, 2}. The two messages are assumed independent. Encoder 1 (i.e., the cognitive user) in addition to its message W1 , also knows W2 . A rate pair (R1 , R2 ) is achievable if there exist a sequence of encoding functions



X1N = f1N (W1 , W2 ),



X2N = f2N (W2 ),



N = 1, 2, ...,



and a sequence of decoding functions



c1 = g1N (Y1N ), W



c2 W



= g2N (Y2N ),



N = 1, 2, ...,



such that h i ci 6= Wi → 0, max P W



i∈{1,2}



N → ∞.



The capacity region is defined as the closure of the region of achievable (R1 , R2 ) pairs for which the probability of error goes to zero as N → ∞ as in (47).
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Let X be a random variable with probability distribution pX (X) with support X. We say that a sequence xN in ²-typical if ¯ ¯ ¯ ¯1 ¯ C(a|xN ) − pX (a)¯ ≤ ²pX (a) ∀a ∈ X ¯ ¯N



we C(a|xN ) is the number of occurrences of a in the sequence xN . Property of typical sequence are used throughout this thesis and their properties can bo found in (48). 2.2



New Achievable Region We now present a novel achievable region for the DM-CIFC. This region is the largest known



achievable region for DM-CIFC’s and generalizes all schemes known in literature that can be found in (5; 30; 3; 29; 2) We will use this result throughout this thesis to show capacity results for deterministic CIFC in Chapter 3 and to show a bounded (as function of SNR) gap between inner and outer bounds for Gaussian CIFC in Chapter 4. Theorem 2.2.1. A rate pair (R1 , R2 ) such that



R1 = R1c + R1pb ,



(2.1)



R2 = R2c + R2pa + R2pb .n



(2.2)



15 is achievable for a general discrete memoryless C-IFC if (R00 , R10 , R20 , R1c , R1pb , R2c , R2pa , R2pb ) ∈



R8+ satisfies:



R00 ≥ I(U1c ; U2pa |U2c )



(2.3a)



R00 + R10 + R20 ≥ I(U1c ; U2pa |U2c ) + I(U1pb ; U2pa , U2pb |U2c , U1c(2.3b) ) R2c + R1c + R2pa + R2pb + R00 + R20 ≤ I(Y2 ; U1c , U2c , U2pa , U2pb ) + I(U1c ; U2pa |U2c )(2.3c) R1c + R2pa + R2pb + R00 + R20 ≤ I(Y2 ; U1c , U2pa , U2pb |U2c ) + I(U1c ; U2pa |U2c )(2.3d) R2pa + R2pb + R20 ≤ I(Y2 ; U2pa , U2pb |U2c , U1c ) + I(U1c ; U2pa |U2c ) (2.3e) R1c + R2pb + R00 + R20 ≤ I(Y2 ; U1c , U2pb |U2c , U2pa ) + I(U1c ; U2pa |U2c ) (2.3f) R2pb + R20 ≤ I(Y2 ; U2pb |U2c , U1c , U2pa ) + I(U2pa ; U1c |U2c ) (2.3g) R2c + R1c + R1pb + R00 + R10 ≤ I(Y1 ; U2c , U1c , U1pb )



(2.3h)



R1c + R1pb + R00 + R10 ≤ I(Y1 ; U1c , U1pb |U2c )



(2.3i)



R1pb + R10 ≤ I(Y1 ; U1pb |U2c , U1c ),



(2.3j)



for some input distribution



pY1 ,Y2 ,X1 ,X2 ,U1c ,U2c ,U2pa ,U1pb ,U2pb = pX1 ,X2 ,U1c ,U2c ,U2pa ,U1pb ,U2pb pY1 ,Y2 |X1 ,X2 .



Remark 2.2.2.



• Equation 2.3c can be dropped when R2c = R2pa = R2pb = 0



• Equation 2.3d can be dropped when R2pa = R2pb = 0 • Equation 2.3f can be dropped when R2pb = 0
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• Equation 2.3h can be dropped when R1c = R1pb = 0 Proof. The meaning of the random variables (RV) in Theorem 2.2.1 is as follows. Both transmitters perform superposition of two codewords: a common one (to be decoded at both decoders) and a private one (to be decoded at the intended decoder only). In particular: • Rate R1 is split into R1c and R1pb and conveyed through the RV’s U1c and U2pa , respectively. • Rate R2 is split into R2c , R2pa and R2pb and conveyed through the RV’s U2c , U2pa and U2pb , respectively. • U2c is the common message of transmitter 2. The subscript “c” stands for “common”. • U2pa is the private message of transmitter 2 to be sent by transmitter 2 only. It superimposed to U2c . The subscript “p” stands for “private” and the subscript “a” stands for “alone”. • U1c is the common message of transmitter 1. It is superimposed to U2c and–conditioned on U2c –is binned against U2pa . • U1pb and U2pb are the private messages of transmitter 1 and transmitter 2, respectively, and are sent by transmitter 1 only. They are binned against one another conditioned on U2c , as in Marton’s achievable region for broadcast channels (49). The subscript “b” stands for “broadcast”. The formal description of the proposed encoding scheme is as follows:
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2.2.1



Rate splitting



Let W1 and W2 be two independent random variables uniformly distributed on [1 : 2nR1 ] and [1 : 2nR2 ] respectively. Consider splitting the messages as follows:



W1 = W1 (W1c , W1pb ), W2 = W2 (W2c , W2pb , W2pa ), where the messages Wi , i ∈ {1c, 2c, 1pb, 2pb, 2pa}, are all independent and uniformly distributed on [1 : 2nRi ], so that R1 = R1c + R1pb , R2 = R2c + R2pa + R2pb .



2.2.2



Codebook generation



Consider a distribution pU1c ,U2c ,U2pa ,U1pb ,U1pb ,X1 ,X2 . The codebooks are: n (w ), w ∈ [1 : 2nR2c ], from the • Select uniformly at random 2nR2c length-n sequences U2c 2c 2c



typical set T²n (pU2c ). n (w , w • For every w2c ∈ [1 : 2nR2c ], select uniformly at random 2nR2pa length-n sequences U2pa 2c 2pa ),



w2pa ∈ [1 : 2nR2pa ], from the typical set T²n (pU2pa |U2c ). 0



• For every w2c ∈ [1 : 2nR2c ], select uniformly at random 2n(R1c +R0 ) length-n sequences 0



n (w , w , b ), w ∈ [1 : 2nR1c ] and b ∈ [1 : 2nR0 ], from the typical set T n (p U1c 2c 1c 0 1c 0 U1c |U2c ). ² n and U n are generated independently conditioned on U n . Notice that the sequences U1c 2pa 2c
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• For every w2c ∈ [1 : 2nR2c ], w2pa ∈ [1 : 2nR2pa ], w1c ∈ [1 : 2nR1c ] and b0 ∈ [1 : 2nR0 ], 0



n (w , w select uniformly at random 2n(R2pb +R2 ) length-n sequences U2pb 2c 2pa , w1c , b0 , w2pb , b2 ), 0



w2pb ∈ [1 : 2nR2pb ] and b2 ∈ [1 : 2nR2 ], from the typical set T²n (pU2pb |U2c ,U1c ,U2pa ). 0



• For every w2c ∈ [1 : 2nR2c ], w1c ∈ [1 : 2nR1c ] and b0 ∈ [1 : 2nR0 ], select uniformly at 0



n (w , w , b , w nR1pb ] and random 2n(R1pb +R1 ) length-n sequences U1pb 2c 1c 0 1pb , b1 ), w1pb ∈ [1 : 2 0



b1 ∈ [1 : 2nR1 ], from the typical set T²n (pU1pb |U2c ,U1c ). • For every w2c ∈ [1 : 2nR2c ], w2pa ∈ [1 : 2nR2pa ], let the channel input X2n (w2c , w2pa ) be any length-n sequence from the typical set T²n (pX2 |U2c ,U2pa ). 0



• For every w2c ∈ [1 : 2nR2c ], w2pa ∈ [1 : 2nR2pa ], w1c ∈ [1 : 2nR1c ], b0 ∈ [1 : 2nR0 ], 0



0



w1pb ∈ [1 : 2nR1pb ], b1 ∈ [1 : 2nR1 ], w2pb ∈ [1 : 2nR2pb ], b2 ∈ [1 : 2nR2 ], let the channel input X1n (w2c , w1c , b0 , w2pa , w1pb , b1 , w2pb , b2 ) be any length-n sequence from the typical set T²n (pX1 |U2c ,U1c ,U2pa ,U2pb ,U1pb ,X2 ). The codebook generation is graphically described in Fig. Figure 2. 2.2.3



Encoding



Encoder 2 Given the message w2 = (w2c , w2pb , w2pa ), it sends the codeword X2n (w2c , w2pa ).
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Figure 2. The achievable Gaussian scheme of Section 3.3.



Encoder 1 Given the message w2 = (w2c , w2pb , w2pa ) and the message w1 = (w1c , w1pb ), it looks for a triplet (b0 , b1 , b2 ) such that:



n n n n n (U2c (w2c ), U2pa (w2c , w2pa ), U1c (w2c , w1c , b0 ), U1pb (w2c , w1c , b0 , w1pb , b1 ), U2pb (w2c , w2pa , w1c , b0 , w2pb , b2 ))



∈ T²n (pU2c ,U2pa ,U1c ,U1pb ,U2pb ).



(2.4)



If such a triplet does not exist, encoder 1 sets (b0 , b1 , b2 ) = (1, 1, 1). If more than one such a triplet exists, it picks one uniformly at randomly among the found ones. For the selected (b0 , b1 , b2 ), encoder 1 sends X1n (w2c , w1c , b0 , w2pa , w1pb , b1 , w2pb , b2 ).
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Remark The codebooks are generated iid according to



p(codebook) = pU2c pU2pa |U2c pU1c |U2c pU2pb |U2c ,U1c ,U2pa pU1pb |U2c ,U1c



(2.5)



but the encoding forces the actual transmitted codewords to look as if they were generated iid according to



p(encoding) = pU2c pU2pa |U2c pU1c |U2c ,U2pa pU2pb |U2c ,U1c ,U2pa pU1pb |U2c ,U1c ,U2pa ,U2pb .



(2.6)



Hence we expect the probability of encoding error to depends on "



p(encoding) E log (codebook) p



#



" = E log



pU1c |U2c ,U2pa pU1pb |U2c ,U1c ,U2pa ,U2pb



#



pU1c |U2c pU1pb |U2c ,U1c



= I(U1c ; U2pa |U2c ) + I(U1pb ; U2pa , U2pb |U2c , U1c ).



2.2.4



(2.7)



Decoding



Decoder 2 It looks for a unique tuple (w2c , w2pa , w2pb ) and some (w1c , b0 , b2 ) such that



n n n n (U2c (w2c ), U2pa (w2c , w2pa ), U1c (w2c , w1c , b0 ), U2pb (w2c , w2pa , w1c , b0 , w2pb , b2 ), Y2n )



∈ T²n (pU2c ,U2pa ,U1c ,U2pb ,Y2 ).



(2.8)
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Remark about decoder 2 Depending on which messages are wrongly decoded at decoder 2, the decoded sequences and the received Y2n are generated iid according to



p2|? = pU2c pU2pa |U2c pU1c |U2c pU2pb |U2c ,U1c ,U2pa pY2 |?



(2.9)



where “?” indicates the messages decoded correctly. However, the decoded sequences and the received Y2n considered at decoder 2 look as if they were generated iid according to



p2 = pU2c pU2pa |U2c pU1c |U2c ,U2pa pU2pb |U2c ,U1c ,U2pa pY2 |U2c ,U1c ,U2pa ,U2pb .



(2.10)



Hence we expect the probability of error at decoder 2 to depend on terms of the type ·



I2|?



¸ · ¸ pU1c |U2c ,U2pa pY2 |U2c ,U1c ,U2pa ,U2pb p2 = E log = E log p2|? pU1c |U2c pY2 |? = I(U1c ; U2pa |U2c ) + I(Y2 ; U2c , U1c , U2pa , U2pb |?).



(2.11)



Decoder 1 It looks for a unique pair (w1c , w1pb ) and some (w2c , b0 , b1 ) such that



n n n (U2c (w2c ), U1c (w2c , w1c , b0 ), U1pb (w2c , w1c , b0 , w1pb , b1 ), Y1n )



∈ T²n (pU2c ,U1c ,U1pb ,Y1 ).



(2.12)
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Remark about decoder 1 Depending on which messages are wrongly decoded at decoder 1, the transmitted sequences and the received Y1n are generated iid according to



p1|? = pU2c pU1c |U2c pU1pb |U2c ,U1c pY1 |?



(2.13)



where “?” indicates the messages decoded correctly. However, the actual transmitted sequences and the received Y1n considered at decoder 1 look as if they were generated iid according to



p1 = pU2c pU1c |U2c pU1pb |U2c ,U1c pY1 |U2c ,U1c ,U1pb .



(2.14)



Hence we expect the probability of error at decoder 1 to depend on terms of the type



I1|?



2.2.5



· ¸ · ¸ pY1 |U2c ,U1c ,U1pb p1 = E log = E log = I(Y1 ; U2c , U1c , U1pb |?). p1|? pY1 |?



(2.15)



Error analysis



Without loss of generality we assume that the message (w1c , w2c , w2pa , w1pb , w2pb ) = (1, 1, 1, 1, 1) was sent and let (b0 , b1 , b2 ) be the tuple (b0 , b1 , b2 ) chosen at encoder 1. Let (w b1c , w b2c , w b2pa , w b2pb , ˆb0 , ˆb2 ) bb1c , w bb2c , w bb1pb , ˆ ˆb0 , ˆ ˆb1 ) be the estimate at the decoder 1. be the estimate at the decoder 2 and (w The probability of error at decoder u, u ∈ {1, 2}, is bounded by



P [error u] ≤ P [error u|encoding successf ul] + P [encoding N OT successf ul].
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An encoding error occurs if encoder 1 is not able to find a tuple (b0 , b1 , b2 ) that guarantees typicality according to Equation 2.4. A decoding error is committed at decoder 1 when, according ˆb1c , w ˆb1pb ) 6= (1, 1). A decoding error is committed at decoder 2 to Equation 2.12, the found (w when, according to Equation 2.8, the found (w b2c , w b2pa , w b2pb ) 6= (1, 1, 1). Encoding Errors The probability that the encoding fails can be bounded as:



P [encoding N OT successf ul] = P



· T2nR00 T2nR10 T2nR20 b0 =1



b1 =1



b2 =1



³ ´ i n (1), U n (1, 1), U n (1, 1, b ), U n (1, 1, b , 1, b ), U n (1, 1, 1, b , 1, b ) ∈ n (p U2c / T ) 0 0 1 0 2 U2c ,U2pa ,U1c ,U1pb ,U2pb ² 2pa 1c 1pb 2pb = P [K = 0] ≤



Var[K] E 2 [K]



where the last inequality follows from Markov’s inequality and where 0



K=



0



0



nR0 nR1 nR2 2X 2X 2X



Kb0 ,b1 ,b2 ,



b0 =1 b1 =1 b2 =1



and



o, Kb0 ,b1 ,b2 = 1n U n (1),U n (1,1),U n (1,1,b ),U n (1,1,b ,1,b ),U n (1,1,b ,1,b ) ∈T n (p ( 2c 0 0 1 0 2 ) U2c ,U2pa ,U1c ,U1pb ,U2pb ) ² 2pa 1c 1pb 2pb



for 1{x∈A} = 1 if x ∈ A and zero otherwise.
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The mean of K (neglecting all terms that depend on ² and that eventually are supposed to be going to zero) is: 0



E[K]



0



0



nR0 nR1 nR2 2X 2X 2X



P [Kb0 ,b1 ,b2 = 1]



b0 =1 b1 =1 b2 =1



with



P [Kb0 ,b1 ,b2 = 1] = E[Kb0 ,b1 ,b2 ] ¡ n ¢ n n n n = P [ U2c (1), U2pa (1, 1), U1c (1, 1, b0 ), U1pb (1, 1, b0 , 1, b1 ), U2pb (1, 1, b0 , 1, b2 ) ∈ T²n (pU2c ,U2pa ,U1c ,U1pb ,U2pb )] X



=



p(codebook)



n n n n n (un 2c ,u1c ,u2pa ,u1pb ,u2pb )∈T² (pU2c ,U2pa ,U1c ,U1pb ,U2pb )



≥ 2n[H(U1c ,U2c ,U2pa ,U1pb ,U2pb )−(H(U2c )+H(U2pa |U2c )+H(U1c |U2c )+H(U2pb |U2c ,U1c ,U2pa )+H(U1pb |U2c ,U1c )] (encoding) )+n log(p(codebook) )



= 2−n log(p



= 2−n[I(U2pa ;U1c |U2c )+I(U1pb ;U2pa ,U2pb |U1c ,U2c )] ,



where p(codebook) is given in Equation 2.5 and p(encoding) is given in Equation 2.6. The variance of K (neglecting all terms that depend on ² and that eventually are supposed to be going to zero) is: 0



Var[K] =



0



0



0



0



0



nR0 nR1 nR2 nR0 nR1 nR2 2X 2X 2X 2X 2X 2X



³ ´ P [Keb0 ,eb1 ,eb2 = 1, Keb0 ,eb0 ,eb0 = 1] − P [Keb0 ,eb1 ,eb2 = 1]P [Keb0 ,eb0 ,eb0 = 1] 0



e b0 =1 e b1 =1 e b2 =1 e b00 =1 e b01 =1 e b02 =1



=



X



X e b00 =e b0 ,(e b1 ,e b2 ,e b01 ,e b02 )



2



0



³ ´ P [Keb0 ,eb1 ,eb2 = 1, Keb0 ,eb0 ,eb0 = 1] − P [Keb0 ,eb1 ,eb2 = 1]P [Keb0 ,eb0 ,eb0 = 1] 1



e b00 =e b0 ,(e b1 ,e b2 ,e b01 ,e b02 )



≤



1



2



P [Keb0 ,eb1 ,eb2 = 1, Keb0 ,eb0 ,eb0 = 1] 1



2



1



2



1



2



25 because when eb0 = 6 eb00 the RV’s Keb0 ,eb1 ,eb2 and Keb0 ,eb0 ,eb0 are independent and thus they do not 0



1



2



contribute to the summation, so we can focus only on the case eb0 = eb00 . We can write: X



Var[K] ≤



P [Keb0 ,eb1 ,eb2 = 1]



e b0 =e b00 , (e b1 ,e b2 )=(e b01 ,e b02 )



X



+



P [Keb0 ,eb1 ,eb2 = 1]P [Keb0 ,eb0 ,eb0 = 1|Keb0 ,eb1 ,eb2 = 1, (eb1 , eb2 ) 6= (eb01 , eb02 )] 1



e b0 =e b00 , (e b1 ,e b2 )6=(e b01 ,e b02 )



2



³ ´ 0 0 0 0 0 = 2n(R0 +R1 +R2 ) E[Keb0 ,eb1 ,eb2 ] 1 + 2n(R1 +R2 −1) P [Keb0 ,eb0 ,eb0 = 1|Keb0 ,eb1 ,eb2 = 1, (eb1 , eb2 ) 6= (eb01 , eb02 )] , 1



2



and



P [Keb0 ,eb0 ,eb0 = 1|Keb0 ,eb1 ,eb2 = 1, (eb1 , eb2 ) 6= (eb01 , eb02 )] 1



2



X



=



pU2pb |U2c ,U1c ,U2pa pU1pb |U2c ,U1c



n n n n n (un 1pb ,u2pb )∈T² (pU2c ,U2pa ,U1c ,U1pb ,U2pb |u2c ,u2pa ,u1c )



≤ 2n[H(U1pb ,U2pb |U2c ,U1c ,U2pa )−(H(U1pb |U2c ,U1c )+H(U2pb |U1c ,U2c ,U2pa )) = 2−nI(U1pb ;U2pa ,U2pb |U1c ,U2c ) .



Hence, we can bound P [K = 0] as:



0 ≤ P [K = 0] ≤



0 +R0 −I(U n(R1 1pb ;U2pa ,U2pb |U2c ,U1c )) 2



1+2



0 +R0 +R0 −I(U ;U n(R0 1c 2pa |U2c )+I(U1pb ;U2pa ,U2pb |U2c ,U1c )) 1 2 2 0



0



0



0



= 2−n(R0 +R1 +R2 −I(U1c ;U2pa |U2c )−I(U1pb ;U2pa ,U2pb |U2c ,U1c )) + 2−n(R0 −I(U1c ;U2pa |U2c )) ,
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TABLE I Event E2,1 E2,2a E2,2b E2,3a E2,3b



ERROR EVENTS AT w2c (w1c , b1 ) w2pa X ... ... 1 X X 1 1 X 1 X 1 1 1 1



DECODER 2. w2pb pY2 |? ... pY2 ... pY2 |U2c ... pY2 |U2c ,U1c X pY2 |U2c ,U2pa X PY2 |U2c ,U1c ,U2pa



and P [K = 0] → 0 if



R10 + R20 > I(U1pb ; U2pa , U2pb |U2c , U1c ) R00 > I(U1c ; U2pa |U2c ),



as in Equation 2.3a and Equation 2.3b. Decoder 2 Errors If decoder 2, according to Equation 2.8, decodes a (w b2c , w b2pa , w b2pb ) different from (1, 1, 1), then an error is committed. Table I lists all possible error events and for each event the last column specifies the pY2 |? to be used in Equation 2.9. A cross sign signifies an error in the corresponding message, a one signifies correct decoding, and the dots signifies “it does not matter whether it is correct or not; the most restrictive case is when it is wrong.” When the header of the column contains two indices, a cross indicates that at least one of the two indexes is not correct.
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The probability of error at decoder 2 is bounded as:



P [error 2|encoding successf ul] ≤



3 X



P [E2,i ],



i=1



where P [E2,i ] is the error event defined in Table I. In the following we derive the conditions under which P [error 2|encoding successf ul] → 0 when n → ∞. We have the following cases: • When the event E2,1 occurs we have w b2c 6= 1. In this case the received Y2n is independent n are of the transmitted sequences. This follows from the fact that the codewords U2c



generated in an iid fashion and all the other codewords are generated independently n . Hence, when decoder 2 finds a wrong U n , all the decoded codewords conditioned on U2c 2c



are independent of the transmitted ones. We can bound the error probability of E2,1 as:  [



 P [E2,1 ] = P 



w e2c 6=1,w e2pa ,w e1c ,w e2pb ,e b0 ,e b2 n n n n (Y2n , U2c (w e2c ), U1c (w e2c , w e1c , eb0 ), U2pa (w e2c , w e2pa ), U2pb (w e2c , w e2pa , w e1c , eb0 , w e2pb , eb2 ))



¡ ¢¤ ∈ T²n pY2 ,U2c ,U1c ,U2pa ,U2pb 0



X



0



≤ 2n(R2c +R2pa +R1c +R0 +R2pb +R2 )



³



n n n n (y2n ,un 2c ,u1c ,u2pa ,u2pb )∈T² pY2 ,U2c ,U1c ,U2pa ,U2pb 0



0



≤ 2n(R2c +R2pa +R1c +R0 +R2pb +R2 −I2|? |?=∅ )



´



p2|? |?=∅
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for p2|? given in Equation 2.9 and I2|? given in Equation 2.11. Hence P [E2,1 ] → 0 as n → ∞ if



R2c + R1c + R2pa + R2pb + R00 + R20 < I2|∅ = I(Y2 ; U2c , U1c , U2pa , U2pb ) + I(U1c ; U2pa |U2c ),



that is, if Equation 2.3c is satisfied. Note that U2c = U2pa = U2pb = ∅ then this event reduces to an error in the decoding of U1c . Since U1c is not among the random variable to be decoded at transmitter 2, this event is not an error event and this bound can be dropped in this circumstance. • When the event E2,2 occurs, i.e., either E2,2a or E2,2b occur, we have w b2c = 1 but w b2pa 6= 1. Whether w b1c is correct or not, it does not matter since decoder 2 is not interested in w b1c . However we need to consider whether the pair (w b1c , bb0 ) is equal to the transmitted one or not. We have:



29 – Case w b1c 6= 1 and bb0 = 6 b0 . In this case the output Y2n is independent of the input n since neither the decoded U n nor the decoded U n sequences conditioned on U2c 1c 2pa



are the transmitted ones. Thus we have   P [E2,2 , w b1c 6= 1, bb0 6= b0 ] = P 



[



w e2pa 6=1,w e1c 6=1,e b0 6=b0 ,w e2pb ,e b2 n n n n (Y2n , U2c (1), U1c (1, w e2c , eb0 ), U2pa (1, w e2pa ), U2pb (1, w e2pa , w e1c , eb0 , w e2pb , eb2 ))



¡ ¢¤ ∈ T²n pY2 ,U2c ,U1c ,U2pa ,U2pb 0



X



0



≤ 2n(R2pa +R1c +R0 +R2pb +R2 )



³



n n n n (y2n ,un 2c ,u1c ,u2pa ,u2pb )∈T² pY2 ,U2c ,U1c ,U2pa ,U2pb 0



´



p2|? |?=U2c



0



≤ 2n(R2pa +R1c +R0 +R2pb +R2 −I2|? |?=U2c )



for p2|? given in Equation 2.9 and I2|? given in Equation 2.11. Hence P [E2,2 , w b1c 6= 1, bb0 6= b0 ] → 0 as n → ∞ if



R1c + R00 + R2pa + R2pb + R20 < I2|U2c = I(Y2 ; U1c , U2pa , U2pb |U2c ) + I(U1c ; U2pa |U2c ),



that is, if Equation 2.3d is satisfied.



30 – Case w b1c 6= 1 and bb0 = b0 . In this case the output Y2n is independent of the input n since neither the decoded U n nor the decoded U n sequences conditioned on U2c 1c 2pa



are the transmitted ones. Thus we have   P [E2,2 , w b1c 6= 1, bb0 = b0 ] = P 



[



w e2pa 6=1,w e1c 6=1,w e2pb ,e b2 n n n n (Y2n , U2c (1), U1c (1, w e2c , b0 ), U2pa (1, w e2pa ), U2pb (1, w e2pa , w e1c , b0 , w e2pb , eb2 ))



¡ ¢¤ ∈ T²n pY2 ,U2c ,U1c ,U2pa ,U2pb X



0



≤ 2n(R1c +R2pa +R2pb +R2 )



³ ´ n n n n (y2n ,un 2c ,u1c ,u2pa ,u2pb )∈T² pY2 ,U2c ,U1c ,U2pa ,U2pb



p2|? |?=U2c



0



≤ 2n(R1c +R2pa +R2pb +R2 −I2|? |?=U2c )



for p2|? given in Equation 2.9 and I2|? given in Equation 2.11. Hence P [E2,2 , w b1c 6= 1, bb0 = b0 ] → 0 as n → ∞ if



R1c + R2pa + R2pb + R20 < I2|U2c = I(Y2 ; U1c , U2pa , U2pb |U2c ) + I(U1c ; U2pa |U2c ),



which is implied by Equation 2.3d. Note that U2c = U2pa = U2pb then this event reduces to an error in the decoding of U1c . Since U1c is not among the random variable to be decoded at transmitter 2, this event is not an error event and this bound can be dropped in this circumstance.



31 – Case w b1c = 1 and bb0 = 6 b0 . In this case the output Y2n is independent of the input n since neither the decoded U n nor the decoded U n sequences conditioned on U2c 1c 2pa



are the transmitted ones. Thus we have   P [E2,2 , w b1c = 1, bb0 6= b0 ] = P 



[



w e2pa 6=1,e b0 6=b0 ,w e2pb ,e b2 n n n n (Y2n , U2c (1), U1c (1, w e2c , eb0 ), U2pa (1, w e2pa ), U2pb (1, w e2pa , 1, eb0 , w e2pb , eb2 ))



¡ ¢¤ ∈ T²n pY2 ,U2c ,U1c ,U2pa ,U2pb 0



0



X



0



≤ 2n(R2pa +R0 +R2pb +R2 )



³ ´ n n n n (y2n ,un 2c ,u1c ,u2pa ,u2pb )∈T² pY2 ,U2c ,U1c ,U2pa ,U2pb



p2|? |?=U2c



0



≤ 2n(R2pa +R0 +R2pb +R2 −I2|? |?=U2c )



for p2|? given in Equation 2.9 and I2|? given in Equation 2.11. Hence P [E2,2 , w b1c = 1, bb0 6= b0 ] → 0 as n → ∞ if



R2pa + R00 + R2pb + R20 < I2|U2c = I(Y2 ; U1c , U2pa , U2pb |U2c ) + I(U1c ; U2pa |U2c ),



which is implied by Equation 2.3d.



32 – Case w b1c = 1 and bb0 = b0 . In this case the output Y2n is independent of the input n , U n ) since the decoded U n is not the decoded but the sequences conditioned on (U2c 1c 1c n is the transmitted ones. Thus we have decoded U2pa



  P [E2,2 , w b1c = 1, bb0 = b0 ] = P 



[



w e2pa 6=1,w e2pb ,e b2 n n n n (Y2n , U2c (1), U1c (1, w e2c , eb0 ), U2pa (1, w e2pa ), U2pb (1, w e2pa , 1, b0 , w e2pb , eb2 ))



¡ ¢¤ ∈ T²n pY2 ,U2c ,U1c ,U2pa ,U2pb X



0



≤ 2n(R2pa +R2pb +R2 )



n n n n (y2n ,un 2c ,u1c ,u2pa ,u2pb )∈T²



³



´



p2|? |?=(U2c ,U1c )



pY2 ,U2c ,U1c ,U2pa ,U2pb



0



≤ 2n(R2pa +R2pb +R2 −I2|? |?=(U2c ,U1c ) )



for p2|? given in Equation 2.9 and I2|? given in Equation 2.11. Hence P [E2,2 , w b1c = 1, bb0 = b0 ] → 0 as n → ∞ if



R2pa + R2pb + R20 < I2|U2c ,U1c = I(Y2 ; U2pa , U2pb |U2c , U1c ) + I(U1c ; U2pa |U2c ).



that is, if Equation 2.3e is satisfied. b2c = 1,w b2pa = 1 • When the event E2,3 occurs, i.e., either E2,3a or E2,3b occur, we have w but w b2pb 6= 1. Again, whether w b1c is correct or not, it does not matter since decoder 2 is not interested in w b1c . However we need to consider whether the pair (w b1c , bb0 ) is equal
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TABLE II ERROR EVENTS AT DECODER 1. Event w2c (w1c , b1 ) w1pb pY1 |? E1,1 X ... ... pY 1 E1,2 1 X ... pY1 |U2c E1,3 1 1 X PY1 |U2c ,U1c



to the transmitted one or not. The analysis proceeds as for the event E2,2 . Finally we obtain that P [E2,3 ] → 0 as n → ∞ if Equation 2.3f and Equation 2.3g are satisfied. Decoder 1 Errors



The probability of error at decoder 1 is bounded as:



P [error 1|encoding successf ul] ≤



3 X



P [E1,i ],



i=1



where P [E1,i ] is the error event defined in Table II. In the following we derive the conditions under which P [error 1|encoding successf ul] → 0 when n → ∞. We have: • When the event E1,1 occurs we have w b2c 6= 1. Although decoder 1 is not interested in message w b2c , w b2c must be decoded correctly since it is the “cloud” center of all the other messages. When E1,1 occurs, the received Y1n is independent of all the transmitted n are generated in an iid sequences. This follows from the fact that the codewords U2c n. fashion and all the other codewords are generated independently conditioned on U2c



34 n , all the decoded codewords are independent of Hence, when decoder 2 finds a wrong U2c



the transmitted ones. We can bound the error probability of E1,1 as:  [



 P [E1,1 ] = P 



w e2c 6=1,w e1c ,w e1pb ,e b0 ,e b1 n n n (Y1n , U2c (w e2c ), U1c (w e1c , w e2c , eb0 ), U1pb (w e2c , w e1c , eb0 , w e1pb , eb1 ))



¡ ¢¤ ∈ T²n pY1 ,U2c ,U1c ,U1pb 0



X



0



≤ 2n(R2c +R1c +R0 +R1pb +R1 )



n n n (y1n ,un 2c ,u1c ,u1pb )∈T² 0



´ ³ pY1 ,U2c ,U1c ,U1pb



p1|? |?=∅



0



≤ 2n(R2c +R2pa +R1c +R0 +R2pb +R2 −I1|? |?=∅ )



for p1|? given in Equation 2.14 and I1|? given in Equation 2.15. Hence P [E2,1 ] → 0 as n → ∞ if R2c + R1c + R1pb + R00 + R10 < I1|∅ = I(Y1 ; U2c , U1c , U1pb ), that is, if Equation 2.3h is satisfied. Note that U1c = U1pb = ∅ then this event reduces to an error in the decoding of U2c . Since U2c is not among the random variable to be decoded at transmitter 1, this event is not an error event and this bound can be dropped in this circumstance. • When the event E1,2 occurs we have w b2c = 1 but w b1c 6= 1. We need to consider whether the pair (w b1c , bb0 ) is equal to the transmitted one or not. We have two cases: either w b1c 6 1 n is (in which case it does not matter whether bb0 is correct or not, since the decoded U1c



35 n is not the transmitted one), or w b1c = 1 and bb0 6= b0 (in which case again the decoded U1c



not the transmitted one). We have: – Case w b1c 6= 1. In this case the output Y1n is independent of the input sequences n since the decoded U n is not the transmitted one. Thus we have conditioned on U2c 1c



  P [E1,2 , w b1c 6= 1] = P 



[



w e1c 6=1,e b0 ,w e1pb ,e b1 n n n (Y1n , U2c (1), U1c (1, w e2c , eb0 ), U1pb (1, w e1c , eb0 , w e1pb , eb1 ))



¡ ¢¤ ∈ T²n pY1 ,U2c ,U1c ,U1pb 0



X



0



≤ 2n(R1c +R0 +R1pb +R2 )



³



n n n (y1n ,un 2c ,u1c ,u1pb )∈T² pY1 ,U2c ,U1c ,U1pb 0



´



p1|? |?=U2c



0



≤ 2n(R1c +R0 +R2pb +R2 −I1|? |?=U2c )



for p1|? given in Equation 2.14 and I1|? given in Equation 2.15. Hence P [E1,2 , w b1c 6= 1, bb0 6= b0 ] → 0 as n → ∞ if



R1c + R00 + R2pb + R20 < I1|U2c = I(Y1 ; U1c , U1pb |U2c ),



that is, if Equation 2.3i is satisfied.



36 – Case w b1c = 1 and bb0 = 6 b0 . In this case the output Y1n is independent of the input n since the decoded U n is not the transmitted one. Thus sequences conditioned on U2c 1c



we have  [



 P [E1,2 , w b1c = 1, bb0 6= b0 ] = P 



w e1c =1,e b0 6=b0 ,w e1pb ,e b1 n n n (Y1n , U2c (1), U1c (1, w e2c , eb0 ), U1pb (1, w e1c , eb0 , w e1pb , eb1 ))



¡ ¢¤ ∈ T²n pY1 ,U2c ,U1c ,U1pb 0



0



X



0



≤ 2n(R0 +R1pb +R1 )



³ ´ n n n (y1n ,un 2c ,u1c ,u1pb )∈T² pY1 ,U2c ,U1c ,U1pb



p1|? |?=U2c



0



≤ 2n(R0 +R1pb +R1 −I2|? |?=U2c )



for p1|? given in Equation 2.14 and I1|? given in Equation 2.15. Hence P [E1,2 , w b1c = 1, bb0 6= b0 ] → 0 as n → ∞ if



R00 + R2pb + R20 < I1|U2c = I(Y1 ; U1c , U1pb |U2c ),



which is implied by Equation 2.3i. • When the event E1,3 occurs, we have w b2c = 1, w b1c = 1 but w b1pb 6= 1. However we need to consider whether (w b1pb , bb1 ) is equal to the transmitted one or not. The analysis proceeds as for the event E1,2 and we obtain that P [E1,3 ] → 0 as n → ∞ if Equation 2.3j is satisfied.



37 Remark 2.2.3. After the Fourier-Motzkin elimination of the “binning” rates (R00 , R10 , R20 ) from the region in Equation 2.3 we obtain that the constraints in Equation 2.3a and in Equation 2.3b must hold with equality. This shows that binning can be performed in two steps without loss n is binned against U n conditioned on U n , i.e., encoder 1 looks for an of generality. First, U1c 2pa 2c



index b0 such that



¡ n ¢ n n U2c (w2c ), U1c (w2c , w1c , b0 ), U2pa (w2c , w2pa )



(2.16)



∈ T²n (pU2c ,U2pa ,U1c ),



(2.17)



n and U n are binned against each other conditioned on (U n , U n , U n ), that i for and then U1pb 2c 2pa 1c 2pb



the b0 = b0 found at the previous step, look for a pair of indices (b1 , b2 ) such that



¡ n ¢ n n n n U2c (w2c ), U1c (w2c , w1c , b0 ), U2pa (w2c , w2pa , U2pb (), U1pb ())



(2.18)



∈ T²n (pU2c ,U2pa ,U1c ,U2pb ,U1pb ).



(2.19)



The two step procedure just described is successful with high probability if



R00



≥ I(U1c ; U2pa |U2c ),



R10 + R20 ≥ I(U1pb ; U2pa , U2pb |U2c , U1c ). The proof follows from arguments similar to the ones developed for the joint binning case and goes as follows.
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The probability of encoding error is bounded by the sum of the probability that encoder 1 cannot find an index b0 (error at sept 1) and of the probability that encoder 1 cannot find a pair (b1 , b2 ) given that a b0 was successfully found (error at sept 2). The probability of error at sept 1 is bounded by: 







0



R 2N [0



Pe1,1 = P 



(U2c (1), U1c (1, 1, b0 ), U2pa (1, 1)) ∈ / T²n (pU1c ,U2pa |U2c )



(2.20)



b0 =1



¡ £ ¤¢2nR00 , = 1 − P (U2c (1), U1c (1, 1, b0 ), U2pa (1, 1)) ∈ T²n ((pU1c ,U2pa |U2c ))



(2.21)



where



£ ¤ P (U2c (1), U1c (1, 1, b0 ), U2pa (1, 1)) ∈ T²n (pU1c ,U2pa U2c ) =



X



(2.22)



P [un1c |un2c ]P [U2pa |U2c ]P [U2c ]



(2.23)



≥ 2nH(U1c ,U2c ,U2pa −n(H(U1c ,U2c )+H(U2pa |U2c ))



(2.24)



n n n (un 1c ,u2c ,u2pa )∈T² (pU1c ,U2pa ,U2c )



(2.25)



and therefore ³



−nI(U1c ;U2pa |U2c



Pe1,1 ≤ 1 − 2



´2nR00



³ ´ 0 ≤ exp −2n(R0 −I(U1c ;U2pa |U2c )) .



(2.26) (2.27)
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So this probability of error at sept 1 goes to zero as n → ∞ if



R0 > I(U1c ; U2pa |U2c ).



The probability of error at sept 2 is bounded by:   Pe1,2 = P 



[



(2.28)



0 0 b1 ∈1:2N R1 ,b2 ∈1:2N R2



(U2c (1, 1), U1c (1, 1, b0 ), U2pa (1, 1), U1pb (1, 1, b0 , 1, b1 ), U2pb (1, 1, 1, b0 , 1, b2 )) ¤ ∈ / T²n (pU1c ,U2pa ,U1pb ,U2pb ,U2c )



(2.29)



= (1 − P [(U2c (1, 1), U1c (1, 1, b0 ), U2pa (1, 1), U1pb (1, 1, b0 , 1, b1 ), U2pb (1, 1, 1, b0 , 1, b2 )) ¤¢2n(R10 +R20 ) ∈ T²n (pU1c ,U2pa ,U1pb ,U2pb ,U2c ) ,



(2.30)



where



£ ¤ P (U2c , U1c , U2pa , U1pb , U2pb ) ∈ T²n (pU1c ,U2pa ,U1pb ,U2pb ,U2c ) = =



X



(2.31)



P [un1pb |un2c , un1c ]P [un2pb |un2c , un1c , un2pa ]



(2.32)



≥ 2nH(U1pb U2pb |U2c ,U1c ,U2pa ) P [un1pb |un2c , un1c ]P [un2pb |un2c , un1c , u2pa ]



(2.33)



= 2nH(U1pb U2pb |U2c ,U1c ,U2pa )−n(H(U1pb |U2c ,U1c )+H(U2pb |U2c ,U1c ,U2pa ))



(2.34)



= 2−nI(U1pb ;U2pa ,U2pb |U2c ,U1c )



(2.35)



(u1pb ,u2pb )∈T²n ((pU1c ,U2pa ,U1pb ,U2pb ,U1c |un



n n )) 2c ,u1c ,u2pa
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and therefore ³ ´ 0 0 Pe1,2 ≤ exp −2n(R1 +R2 −I(U1pb ;U2pa ,U2pb |U2c ,U1c )) ,



so the probability of this event can be lead to zero if



R10 + R20 > I(U1pb ; U2pa , U2pb |U2c , U1c ).



2.3



Comparison with existing achievable regions The region of Theorem 2.2.1 is the largest known achievable region for the DM-CIFC. To



prove this we will show next that all the known achievable regions are either included or are special cases of our Theorem 2.2.1. 2.3.1



Maric et al’s region



Consider the achievable rates of (5, Th.1). After the Fourier-Motzkin elimination we obtain that the achievable region is



R1 ≤ I(U1a ; Y1 |U1c , Q) − I(U1a ; X2a , X2b |U1c , Q) + I(X2b , U1c ; Y2 |X2a , Q)(2.36a) R1 ≤ I(U1a , U1c ; Y1 |Q) − I(U1a , U1c ; X2a , X2b |Q)



(2.36b)



R2 ≤ I(X2 , U1c ; Y2 |Q)



(2.36c)



R2 ≤ I(X2 ; Y2 , U1c |Q)



(2.36d)



R1 + R2 ≤ I(U1a ; Y1 |U1c , Q) − I(U1a ; X2a , X2b |U1c , Q) + I(X2 , U1c ; Y2 |Q)



for any distributions pX1 ,X2 ,X2a ,X2b ,U1c ,U1a ,Q .



(2.36e)
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We now show that rate splitting of message 2 is not needed, and hence that without loss of generality we can set X2a = ∅. Consider the achievable rates in Equation 2.36 for a given 0 ,X 0 ,U 0 ,U 0 ,Q0 such that pX2a ,X2b ,U1c ,U1a ,Q . Consider now a new distribution pX2a 2b 1c 1a



0 0 (U1c , U1a , Q0 ) = (U1c , U1a , Q) 0 X2b = (X2a , X2b ) 0 X2a =∅



Clearly all the rate constraints but Equation 2.36a are the same under both distributions. However, comparing Equation 2.36a for the two distributions we have:



Equation 2.36a|pX 0



0 0 0 0 2a ,X2b ,U1c ,U1a ,Q



0 ; Y |U 0 , Q0 ) − I(U 0 ; X 0 , X 0 |U 0 , Q0 ) + I(X 0 , U 0 ; Y |X 0 , Q0 ) = I(U1a 1 1c 1a 2a 1c 2 2a 2b 1c 2b



= I(U1a ; Y1 |U1c , Q) − I(U1a ; X2a , X2b |U1c , Q) + I(X2a , X2b , U1c ; Y2 |Q) = I(U1a ; Y1 |U1c , Q) − I(U1a ; X2a , X2b |U1c , Q) + I(X2a ; Y2 |Q) + I(X2b , U1c ; Y2 |X2a , Q) = I(X2a ; Y2 |Q) + Equation 2.36a|pX2a ,X2b ,U1c ,U1a ,Q ≥ Equation 2.36a|pX2a ,X2b ,U1c ,U1a ,Q .
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Let therefore X2a = ∅ in Equation 2.36. Consider now the following assignment for the random variable in Equation 2.3:



U2c = Q



R2c = 0



U1c = U1c



R1c = R1c



U2pa = X2b



R2pa = R2b



U1pb = U1a



R1pb = R1a



R10 = I(U1pb ; U2pa |U1c )



U2pb = U2pa



R2pb = 0



R20 = 0



R00 = I(U1c ; U2pa |U2c )



Note that with this assignment the bound Equation 2.3g can be dropped since an error in decoding U1c an decoder 2 does not cause an error. From this we conclude that the achievable region (5) is included in the region of Theorem 2.2.1. Remark: The achievable scheme of Wu, Vishwanath and Arapostathis (3; 29) and of Jovicic and Viswanath (29) are special cases of (5, Th.1) by (5, rem. 3), hence they are also a subset of our region.
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2.3.1.1



Broadcasting strategy



Let now U1pb = U1



R1pb = R1



U2pb = U2



R2pa = R2



U1c = ∅



R1c = 0



U2c = W



R2c = 0



U2pa = ∅



R2pa = 0



X2 = ∅ In this case we obtain rates of the Marton region for the broadcast channel. 2.3.1.2



The capacity achieving scheme for the CIFC with degraded message set



Consider now the achievable scheme of (50, Thm. 5). This scheme achieves the capacity for the C-IFC with degraded message set as proved in (31). Note that the cognitive user in (50) has index 2 and not index 1 as in this document.



U2c = X1



R2c = 0



U1c = U2



R1c = R21



R00 = 0



U2pa = ∅



R2pa = R1



U1pb = X2



R1pb = R22



R10 = 0



U2pb = ∅



R2pb = 0



R20 = 0
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For this assignment we can drop Equation 2.3g and Equation 2.3f since, as for Section 2.3.1 there is no rate penalty in committing a decoding error of U1c at decoder 2. 2.3.2



Devroye et al’s region



We show that the rate region of (51, Thm. 1), which we denote as RDM T is contained in the region of Theorem 2.2.1, which we denote as RRT D . The proof structure is as follows: 1. We make a correspondence between the random variables and corresponding rates of (51, Thm. 1) and those of Theorem 2.2.1. in 2. We define new regions Rout DM T which contains the region RDM T and RRT D which is conin tained in region RRT D . The regions Rout DM T and RRT D are designed such that they are



easy to compare since they have identical input distribution decompositions and similar rate equations which lend themselves to an equation-by-equation comparison. 3. For any fixed input distribution (the same for both regions), we compare the two regions in equation-by-equation and are able to conclude that RDM T ⊆ Rout DM T ⊆ RRT D ⊆ RRT D .



Correspondence between random variables and rates. When referring to (51) please note that the index of primary and cognitive user are reversed with respect to our notation (i.e 1 → 2 and viceversa). We make the following correspondences between the variables defined in (51, Thm. 1) and those of Theorem 2.2.1:
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RV, rate of Theorem 2.2.1



RV, rate of (51, Thm. 1)



Comments



U2c , R2c



V12 , R12



TX 2 → RX 1, RX 2



U2pa , R2pa



V11 , R11



TX 2 → RX 2



U1c , R1c



V21 , R21



TX 1 → RX 1, RX 2



U1pb , R1pb



V22 , R22



TX 1 → RX 1



U2pb = ∅, R20 = 0



–



TX 1 → RX 2



R00 = I(U1c ; U2c , U2pa )



L21 − R21 = I(V21 ; V11 , V12 )



Binning rate



Rl0 = I(V22 ; V11 , V12 )



L22 − R22 = I(V22 ; V11 , V12 )



Binning rates



46



Definition of new rate regions. We first enlarge the rate region of (51, Thm. 1), RDM T by removing a number of constraints (specifically, we remove equations (2.6-8-10-13-14-16-17) of (51, Thm. 1)) to obtain the region Rout DM T defined as the set of all rate pairs satisfying:



R00 = I(U1c ; U2c , U2pa )



(2.37)



R10 = I(U1pb ; U2c , U2pa )



(2.38)



R2c + R1c + R2pa + R00 < I(Y2 ; U2c , U1c , U2pa ) + I(U1c ; U2pa , U2c )



(2.39)



R2pa + R1c + R00 < I(Y2 , U2c ; U1c , U2pa ) + I(U1c ; U2pa )



(2.40)



R1c + R00 < I(Y2 , U2c , U2pa ; U1c )



(2.41)



R2pa < I(Y2 , U2c , U1c ; U2pa )



(2.42)



R2c + R1c + R1pb + R00 + R10 < I(Y1 ; U2c , U1c , U1pb ) + I(V1pb , U1c ; U2c ) R1c + R1pb + R00 + R10 < I(Y1 , U2c ; U1c , U1pb ) + I(U1pb ; U1c ) R1pb + R10 < I(Y1 , U2c , U1c ; U1pb )



taken over the union of all distributions that factor as



pU2c pU2pa pU1c |U2c ,U2pa pU1pb |U2c ,U2pa pX2 |U2c ,U2pa pX1 |U2c ,U2pa ,U1c ,U1pb .



(2.43) (2.44) (2.45)
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Next, we using the correspondences of the table and restrict the fully general input distribution of Theorem 2.2.1 to match the more constrained factorization above, obtaining a region Rin RT D ⊆ RRT D defined as the set of rate tuples satisfying



R00 = I(U1c ; U2pa |U2c )



(2.46)



R00 + R10 = I(U2pa ; U1c , U1pb |U2c )



(2.47)



R2c + R1c + R2pa + R00 < I(Y2 ; U2c , U1c , U2pa ) + I(U1c ; U2pa |U2c )



(2.48)



R2pa + R1c + R00 < I(Y2 ; U1c , U2pa |U2c ) + I(U1c ; U2pa |U2c )



(2.49)



R1c + R00 < I(Y2 ; U1c |U2c , U2pa ) + I(U1c ; U2pa |U2c )



(2.50)



R2pa < I(Y2 ; U2pa |U2c , U1c ) + I(U1c ; U2pa |U2c )



(2.51)



R2c + R1c + R1pb + R00 + R10 < I(Y1 ; U2c , U1c , U1pb )



(2.52)



R1c + R1pb + R00 + R10 < I(Y1 ; U1c , U1pb |U2c )



(2.53)



R1pb + R10 < I(Y1 ; U1pb |U2c , U1c )



(2.54)



taken over the union of all distributions that factor as



pU2c pU2pa pU1c |U2c ,U2pa pU1pb |U2c ,U2pa pX2 |U2c ,U2pa pX1 |U2c ,U2pa ,U1c ,U1pb .



in Equation-by-equation comparison. We now show that Rout DM T ⊆ RRT D by fixing an input



distribution (which are the same for these two regions) and comparing the rate regions equation
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by equation. We refer to the equation numbers directly, and look at the difference between the corresponding equations in the two new regions.



• Equation 2.48-Equation 2.46 vs Equation 2.39-Equation 2.37: Noting the cancelation / interplay between the binning rates, we see that



(Equation 2.48 − Equation 2.46) − (Equation 2.40 − Equation 2.37) = 0.



• Equation 2.49-Equation 2.46 vs. Equation 2.40-Equation 2.37:



(Equation 2.49 − Equation 2.46) − (Equation 2.40 − Equation 2.37) = −I(U2c ; U2pa , U1c ) − I(U2pa ; U1c ) + I(U1c ; U2pa , U2c ) = −I(U2c ; U1c |U2pa ) − I(U2pa ; U1c ) + I(U1c ; U2pa , U2c ) =0 where we have used the fact that I(U2c ; U2pa ) = 0. • Equation 2.50-Equation 2.46 vs. Equation 2.41-Equation 2.37: again noting the cancelations,



(Equation 2.49 − Equation 2.46) − (Equation 2.41 − Equation 2.37) = 0
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• Equation 2.51 vs. Equation 2.42:



Equation 2.51 − Equation 2.42 = I(Y2 ; U2pa |U2c , U1c ) + I(U1c ; U2pa |U2c ) − I(Y2 , U2c , U1c ; U2pa ) = I(Y2 ; U2pa |U2c , U1c ) + I(U1c , U2c ; U2pa ) − I(Y2 , U2c , U1c ; U2pa ) =0 now we compare Equation 2.52-Equation 2.47 with Equation 2.43-Equation 2.38-Equation 2.37



(Equation 2.52 − Equation 2.47) − (Equation 2.43 − Equation 2.38 − Equation 2.37) = I(Y1 ; U2c , U1c , U1pb ) − I(U2pa ; U1c , U1pb |U2c ) −I(Y1 ; U2c , U1c , U1pb ) − I(U1pb , U1c ; U2c ) + I(U1c ; U2c , U2pa ) + I(U1pb ; U2c , U2pa ) = −I(U1pb , U1c ; Upa , U2c ) + I(U1c ; U2c , U2pa ) + I(U1pb ; U2c , U2pa ) = −I(U1pb ; U2pa , U2c ) − I(U1c ; U2pa , U2c |U1pb ) + I(U1c ; U2c , U2pa ) + I(U1pb ; U2c , U2pa ) = −I(U1c ; U2pa , U2c |U1pb ) + I(U1c ; U2c , U2pa ) = −H(U1c |U1pb ) + H(U1c |U2pa , U2c ) + H(U1c ) − H(U1c |U2pa , U2c ) = I(U1c ; U1pb ) > 0
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• Equation 2.53 − Equation 2.47 vs. Equation 2.44 − Equation 2.38 − Equation 2.37:



(Equation 2.53 − Equation 2.47) − (Equation 2.44 − Equation 2.38 − Equation 2.37) = −I(U2pa ; U1c , U1pb |U2c ) + I(U1c ; U2c , U2pa , U1pb ) + I(U1pb ; U2c , U2pa ) − I(U1pb ; U1c ) = −I(U2pa ; U1c |U2c ) + I(U2pa ; U1pb |U2c , U1c )+ +I(U1c ; U1pb ) + I(U1c ; U2c , U2pa |U1pb ) + I(U1pb ; U2c , U2pa ) − I(U1pb ; U1c ) = −I(U2pa ; U1c |U2c ) + I(U1c , U1pb ; U2c , U2pa ) = −I(U2pa ; U1c |U2c ) + I(U1c ; U2c , U2pa ) + I(U1pb ; U2pa , U2c |U1c ) > 0 where we have used the fact that U1c and U1pb are conditionally independent given (U2c , U2pa ). • Equation 2.54 − Equation 2.47 + Equation 2.46 vs. Equation 2.45 − Equation 2.38:



(Equation 2.54 − Equation 2.47 -Equation 2.46) − (Equation 2.45 − Equation 2.38) = −I(U1pb ; U2pa |U2c , U1c ) − I(U1pb ; U2c , U1c ) + I(U1pb ; U2pa , U2c ) = −I(U1pb ; U2pa , U2c , U1c ) + I(U1pb ; U2c , U2pa ) = −I(U1pb ; U1c |U2c , U2pa ) =0



CHAPTER 3



THE DETERMINISTIC COGNITIVE INTERFERENCE CHANNEL



The content of this chapter appeared in the Proceedings of ITW2009



3.1



Channel Model Here we consider deterministic CIFC, that is, a CIFC for which there exist functions



V1 = g1 (X1 )



⇐⇒ H(V1 |X1 ) = 0,



(3.1)



Y1 = f1 (X1 , X2 )



⇐⇒ H(Y1 |X1 , X2 ) = 0,



(3.2)



Y2 = f2 (V1 , X2 )



⇐⇒ H(Y2 |V1 , X2 ) = 0.



(3.3)



We further restrict our attention to CIFC’s for which the random variable V1 is such that for all pX1 ,X2



H(Y2 |X2 ) = H(V1 |X2 ),
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(3.4)
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The condition in Equation 3.4 together with Equation 3.3 implies that, given the output Y2 and the input X2 , the interference V1 can be determined exactly, i.e., that there exists a function fV1 (·, ·) such that



V1 = fV1 (Y2 , X2 ) ⇐⇒ H(V1 |X2 , Y2 ) = 0.



(3.5)



Indeed,



H(V1 |X2 )



for Equation 3.4



=



for Equation 3.3



=



H(Y2 |X2 ) H(Y2 |X2 ) − H(Y2 |X2 , V1 )



= I(Y2 ; V1 |X2 ) = H(V1 |X2 ) − H(V1 |X2 , Y2 )



=⇒ H(V1 |X2 , Y2 ) = 0.



In (34), the authors derived the capacity of IFC’s for which also channel 1 satisfies a condition similar to Equation 3.4. In this work we impose less restrictive conditions than (34) on the channel structure. A CIFC that satisfies Equation 3.1, Equation 3.2, Equation 3.3 and Equation 3.4 is referred to as Deterministic Cognitive InterFerence Channel (D-CIFC). A D-CIFC is shown in . Figure 3. In the following we present inner and outer bounds for the D-CIFC.
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Figure 3. A D-CIFC.



3.2



Outer Bound



Theorem 3.2.1. The capacity region of the D-CIFC is contained into the set



R1 ≤ H(Y1 |X2 ),



(3.6a)



R2 ≤ H(Y2 ),



(3.6b)



R1 + R2 ≤ H(Y2 ) + H(Y1 |V1 , X2 ),



for some input distributions pX1 ,X2 .



(3.6c)



54 Proof. By Fano’s inequality we have that H(Wi |YiN ) ≤ N ²N , where ²N → 0 as N → 0 for i ∈ {1, 2}. The rate of user 1 can be bounded as



N R1 ≤ H(W1 ) ≤ I(W1 ; Y1N ) + N ²N ≤ I(W1 ; Y1N |W2 ) + N ²N ≤ H(Y1N |W2 , X2N (W2 )) − H(Y1N |W1 , W2 , X1N (W1 , W2 ), X2N (W2 )) + N ²N for Equation 3.2



=



≤



N X



H(Y1N |W2 , X2N (W2 )) + N ²N



(H(Y1,t |X2,t ) + ²N ) .



(3.7a)



t=1



The rate of user 2 can be bounded as



N R2 ≤ H(W2 ) ≤ I(W2 ; Y2N ) + N ²N = H(Y2N ) − H(Y2N |W2 , X2N (W2 )) + N ²N ≤ H(Y2N ) − H(Y2N |W2 , V1N , X2N (W2 )) + N ²N for Equation 3.3



=



N X t=1



H(Y2N ) + N ²N



(H(Y2,t ) + ²N ) .



(3.7b)
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The sum-rate can be bounded as



N (R1 + R2 ) ≤ H(W1 , W2 ) ≤ I(W1 ; Y1N |W2 ) + I(W2 ; Y2N ) + 2N ²N ≤ I(W1 ; Y1N , V1N |W2 ) + I(W2 ; Y2N ) + 2N ²N = I(W2 ; Y2N ) + I(W1 ; V1N |W2 ) + I(W1 ; Y1N |V1N , W2 ) + 2N ²N = H(Y2N ) +



³



´ − H(Y2N |W2 ) + H(V1N |W2 )



− H(V1N |W1 , W2 ) + H(Y1N |V1N , W2 ) − H(Y1N |V1N , W1 , W2 ) + 2N ²N for Equation 3.4



=



H(Y2N ) + H(Y1N |W2 , X2N (W2 ), V1N ) + 2N ²N



− H(V1N |W1 , W2 , X1N ) − H(Y1N |V1N , W1 , W2 , X1N , X2N ) for Equation 3.1 and Equation 3.2



=



H(Y2N ) + H(Y1N |W2 , X2N (W2 ), V1N ) + 2N ²N



≤ H(Y2N ) + H(Y1N |X2N , V1N ) + 2N ²N ≤



N X



(H(Y2,t ) + H(Y1,t |X2,t , V1,t ) + 2²N ) .



(3.7c)



t=1



Finally, given the convexity of the capacity region, there exists an input distribution pX1 ,X2 for which Equation 3.7a, Equation 3.7b and Equation 3.7c are upper bounded by Equation 3.6a, Equation 3.6b and Equation 3.6c, respectively.
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Remark 3.2.2. If in addition to the assumptions Equation 3.1-Equation 3.4 we assume that V2 = g2 (X2 ) such that for all pX1 .X2



H(Y1 |X1 ) = H(V2 |X1 ),



(3.8)



then our outer bound can be restated as



R1 ≤ H(Y1 |V2 ),



(3.9a)



R2 ≤ H(Y2 ),



(3.9b)



R1 + R2 ≤ H(Y2 ) + H(Y1 |V1 , V2 ).



(3.9c)



For a fixed input distribution pX1 ,X2 our outer bound in Theorem 3.2.1 has one of the two possible shapes depicted in . Figure 4, where the corner points are



(A)



(A)



(B)



(B)



(R1 , R2 ) = (H(Y1 |X2 , V1 ), H(Y2 )) (R1 , R2 ) = (H(Y2 ) + H(Y1 |X2 , V1 ), 0) ,



(3.10) if



H(Y2 ) + H(Y1 |X2 , V1 ) − H(Y1 |X2 ) ≤ 0 (3.11)



(B)



(B)



(R1 , R2 ) = (H(Y1 |X2 ), H(Y2 ) − I(Y1 ; X1 |X2 , V1 )) , if



H(Y2 ) + H(Y1 |X2 , V1 ) − H(Y1 |X2 ) > 0 (3.12)
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The maximum rate for user 1 in Equation 3.6 is



R1 ≤ max min{H(Y1 |X2 ), H(Y2 ) + H(Y1 |V1 , X2 )} ≤ max H(Y1 |X2 ) = pX1 ,X2



pX1 ,X2



max H(Y1 |X2 = a),



pX1 ,a∈X2



(3.13) which is achievable when transmitter 2 sends over the channel the symbol X2 = a ∈ X2 that causes the least interference to transmitter 1. The maximum rate for transmitter 2 in Equation 3.6 is



R2 ≤ max H(Y2 ),



(3.14)



pX1 ,X2



which is achievable when transmitter 1 cooperates with transmitter 2 by sending the message W2 to decoder 2 through the “interference” V1 .



(a) H(Y1 |X2 ) H(Y1 |V1 , X2 ).



≤



H(Y2 ) +



(b) H(Y1 |X2 ) H(Y1 |V1 , X2 ).



>



H(Y2 ) +



Figure 4. Shape of the outer bound in Theorem 3.2.1 for a fixed pX1 ,X2 .
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We now proceed to compare our outer bound with the outer bounds and the capacity results available in the literature. • Our outer bound in Theorem 3.2.1 is not a special case of the outer bound in (3, Th.3.2), which is given by the union over all pU,X1 ,X2 of



R1 ≤ I(Y1 ; X1 |X2 ),



(3.15a)



R2 ≤ I(Y2 ; U, X2 ),



(3.15b)



R1 + R2 ≤ I(Y2 ; U, X2 ) + I(Y1 ; X1 |U, X2 ).



(3.15c)



In fact, the closure of the union over all pU,X1 ,X2 is not necessarily achieved by U = V1 . In (3, Th.3.3) it is shown that the region Equation 3.15 is the capacity region if



∀pU,X1 ,X2 :



I(U ; Y2 |X2 ) ≤ I(U ; Y1 |X2 ),



I(X1 ; Y2 ) ≤ I(X1 ; Y1 ).



This class of channels include CIFC’s where the output of the primary receiver (receiver 2) is a degraded version of the output of the cognitive receiver (receiver 1), i.e., if the following Markov chain holds: (X1 , X2 ) → Y1 → Y2 ,



• In (5, Th.5) it is shown that under the very strong interference condition in (5, eq.(43)) given by ∀pX1 ,X2 :



I(X1 ; Y1 |X2 ) ≤ I(X1 ; Y2 |X2 ),
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the capacity is



R1 ≤ I(Y1 ; X1 |X2 ),



(3.16a)



R1 + R2 ≤ I(Y2 ; X1 , X2 ).



(3.16b)



In the deterministic case, the very strong interference condition reduces to H(Y1 |X2 ) ≤ H(Y2 |X2 ) for all pX1 ,X2 , which implies (6, Lemma 1) that also H(Y1 |X2 , V1 ) ≤ H(Y2 |X2 , V1 ) for all pX1 ,X2 . Since the entropy of a discrete random variable is non-negative and since by the deterministic nature of the channel H(Y2 |X2 , V1 ) = 0, we conclude that in the deterministic case the very strong interference condition H(Y1 |X2 , V1 ) = 0. By setting H(Y1 |X2 , V1 ) = 0 in our outer bound Equation 3.6 we obtain



R1 ≤ H(Y1 |X2 ), R1 + R2 ≤ H(Y2 ).



which coincides with Equation 3.16. Notice that the very strong interference condition implies the following Markov chain



X1 → (V1 , X2 ) → (Y1 , Y2 ),
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since I(Y1 ; X1 |V1 , X2 ) = 0 from



H(Y1 |X2 ) = H(Y1 |X2 ) − H(Y1 |X2 , X1 , V1 ) = I(Y1 ; V1 , X1 |X2 ) = I(Y1 ; V1 |X2 ) + I(Y1 ; X1 |V1 , X2 ) = H(Y1 |X2 ) − H(Y1 |X2 , V1 ) = I(Y1 ; V1 |X2 ).



Hence, in very strong interference we can just as well set V1 = X1 . Also notice that the class of very strong interference D-CIFC’s also includes the following degraded channel: X1 → (V1 , X2 ) → Y2 → Y1 ,



i.e., Y1 is a deterministic function of Y2 . • In (31) it is shown that the rate region



R1 ≤ I(X1 ; Y1 |X2 )



(3.17a)



R2 ≤ I(U, X2 ; Y2 )



(3.17b)



R1 + R2 ≤ I(X1 ; Y1 |X2 , U ) + I(U, X2 ; Y2 )



(3.17c)



R1 + R2 ≤ I(X1 , X2 ; Y1 )



(3.17d)



for some joint input distribution pU,X1 ,X2 , is the capacity region for the cognitive radio channel where the cognitive receiver has to decode the message of the primary receiver too. The latter requirement is redundant for weak CIFC and indeed under the weak
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interference condition, the last sum-rate constraint in Equation 3.17 is redundant and the region in Equation 3.17 reduces to the region in Equation 3.15. If we were to add to our model the additional requirement that the cognitive receiver has to decode the message of the primary receiver, then our outer bound in Theorem 3.2.1 would require the extra sum-rate constraint R1 + R2 ≤ H(Y1 ). Again, because the region in Equation 3.17 defined as the union over all pU,X1 ,X2 , it does not seem possible to derive our outer bound as a special case of the Equation 3.17. • In general, it is not possible to compare our outer bound with (5, Th.4) since the latter is expressed as a function of three auxiliary random variables. • The outer bound in Theorem 3.2.1 is included in the capacity region of the Deterministic Broadcast Channel (D-BC) obtained by further providing encoder 2 with W1 . The capacity of a D-BC is (52):



R1 ≤ H(Y1 ),



(3.18a)



R2 ≤ H(Y2 ),



(3.18b)



R1 + R2 ≤ H(Y1 , Y2 ).



(3.18c)
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Indeed, for any distribution pX1 ,X2 eq.Equation 3.18a = H(Y1 ) ≥ H(Y1 |X2 ) = eq.Equation 3.6a, eq.Equation 3.18b = eq.Equation 3.6b, and



eq.Equation 3.6c = H(Y2 ) + H(Y1 |Y2 ) − H(Y1 |Y2 ) + H(Y1 |X2 , V1 , Y2 (X2 , V1 )) = H(Y1 , Y2 ) − I(Y1 ; X2 , V1 |Y2 ) ≤ H(Y1 , Y2 ) = eq.Equation 3.18c.



Our channel model reduces to a broadcast channel when X2 =constant. 3.3



Achievability The achievability of the outer bound in Theorem 3.2.1 for certain D-CIFC’s is showed next



by using the inner bound of Theorem 2.2.1 We will establish the achievability of the corner point A in Equation 3.10 for any input distribution and any D-CIFC. We will then proceed to establish the achievability of the corner point B in Equation 3.11 or Equation 3.12 for certain D-CIFC’s.
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3.3.1



Achievability of the corner point A in Equation 3.10



Fix a distribution pX1 ,X2 and set in Equation 2.3



U2c = ∅,



R2c = 0,



U2pa = X2 , U2pb = V1 , U1c = ∅, U1pb = Y1 ,



R2pb = H(Y2 |V1 ),



R20 = 0,



R2pa + R2pb = R2 ,



R1c = 0, R10 = I(U1pb ; U2pa , U2pb ),



R1pb = R1 .



Then, the achievable region in Equation 2.3 reduces to



R1 ≤ I(U1pb ; Y1 ) − I(U1pb ; U2pa , U2pb ) = H(Y1 |X2 , V1 ), R2 ≤ I(Y2 ; U2pa , U2pb ) = H(Y2 ),



thus showing the achievability of point A in Equation 3.10. Notice that with the above choices, all messages are private, but part of the private message of user 2 is broadcasted by transmitter 1. The “broadcasting” feature of the achievable region in Equation 2.3 is the novel ingredient of Theorem 2.2.1
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Remark 3.3.1. If the point A in Equation 3.10 is the only corner point of the outer bound region, then the achievability of A implies the achievability of the whole outer bound region. It is easy to see that A is the only corner point if, for all distribution pX1 ,X2 , either B = (·, 0) as in .4(a), that is, if



H(Y2 ) + H(Y1 |X2 , V1 ) − H(Y1 |X2 ) ≤ 0 ⇐⇒ H(Y2 ) = I(Y2 ; X2 , V1 ) ≤ I(Y1 ; V1 |X2 ),



or if A = B in .4(b), that is, if



H(Y1 |X2 , V1 ) = H(Y1 |X2 ) ⇐⇒ I(Y1 ; V1 |X2 ) = 0.



This condition implies that V1 is constant: this condition implies the Markov chain V1 −X2 −Y1 . Let now input distribution factors as px1 px2 . since X2 ⊥ X1 the only way in which the Markov chain condition can hold is for V1 to have a degenerate distribution. Note that when 3.3.2



Achievability of the outer bound using superposition coding



Consider now the case I(Y1 ; X2 , V1 ) > I(Y2 ; X2 , V1 )



which is equivalent to H(Y2 ) = I(Y2 ; X2 , V1 ) ≤ I(Y1 ; X2 , V1 )
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and the “degraded message set achievable region” (50) obtained with the choice of random variables of Theorem 2.2.1 , that is, with



U2c



= V1



R2c = R2



U1c



= X1



R1pb = R1



U1pb



=∅



R1pb = 0



U2pa = ∅



R2pa = 0



U2pb



R2pb = 0



= X2



in 2.2.1, then the achievable region reduces to



R1 ≤ I(X1 ; Y1 |X2 ) = H(Y1 |X2 )



(3.19a)



R2 ≤ I(V1 , X2 ; Y2 ) = H(Y2 )



(3.19b)



R1 + R2 ≤ I(X1 ; Y1 |X2 , V1 ) + I(V1 , X2 ; Y2 ) = H(Y2 ) + H(Y1 |X2 , V1 )



(3.19c)



R1 + R2 ≤ I(X1 , X2 ; Y1 ) = H(Y1 )



(3.19d)



If for all pX1 ,X2 the constraint in Equation 3.19d is redundant, i.e., if



H(Y1 ) ≥ H(Y2 ) + H(Y1 |X2 , V1 ) ⇐⇒ I(Y1 ; X2 , V1 ) ≥ I(Y2 ; X2 , V1 ) = H(Y2 ),



then the region in Equation 3.19 coincides with the outer bound.



(3.20)
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3.3.3



Achievability of the outer bound with superposition coding and common messages



The “very strong interfence” achievable region of (28, Thm. 1), that is, set



U2c



= X2



R2c = R2



U1c



= X1



R1c = R1



U2pa = ∅



R2pa = 0



U1pb



=∅



R1pb = 0



U2pb



=∅



R2pb = 0



in the achievable region 2.2.1, is



R1 ≤ min I(X1 ; Yt |X2 ) = min H(Yt |X2 ) t=1,2



t=1,2



R1 + R2 ≤ min I(Yt ; X1 , X2 ) = min H(Yt ) t=1,2



t=1,2



(3.21a) (3.21b)



If for all pX1 ,X2 we have



H(Y1 |X2 ) ≤ H(Y2 |X2 ),



H(Y2 ) ≤ H(Y1 )



(3.22)



then the region in Equation 3.21 coincides with the outer bound since H(Y2 |X2 ) ≥ H(Y1 |X2 ) for all pX1 ,X2 implies (6, Lemma 1) H(Y2 |X2 , V1 ) ≥ H(Y1 |X2 , V1 ). But since H(Y2 |X2 , V1 ) = 0 by assumption and since the entropy of a discrete RV is non-negative, the latter condition implies H(Y1 |X2 , V1 ) = 0, that is, Y1 is a deterministic function of (X2 , V1 ).
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3.3.4



Summary of D-CIFC’s for which capacity can be shown



In summary can be proven when • I(Y1 ; V1 |X2 ) = 0, • H(Y1 ) ≥ H(Y2 ) + H(Y1 |X2 , V1 ), • H(Y1 ) > H(Y2 ), Y1 = f (X2 , V1 ), for every distribution px1 ,x2 . Note that the last condition is less strict then the penultimate but the achievability con be shown with two different schemes 3.4



Examples We next give three examples of channels that do not fall in the categories listed in Section



3.3.4 and thus for which we cannot show capacity. For these examples we show that the proposed outer bound can still be achieved. This result suggests that the outer bound in Equation 3.6 is indeed tight but the inner bound is not. The achievable strategies employed provide an intuition on how to improve the current outer bound. The third example has also another motivation. Deterministic channel has been successfully employed to approximate the behavior of Gaussian networks. In particular we consider the deterministic approximation of the Gaussian cognitive interference channel. This deterministic model is constructed from the random model aiming to a better understanding of the interaction among signals and noise. The insights on the Gaussian cognitive interference channel provided by this approximation are crucial to prove the approximate capacity of this channel. This result is presented in Chapter 4.
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Figure 5. A D-CIFC.



3.4.1



Example I: the Asymmetric Clipper



Consider the channel in . Figure 5. The input and output alphabets are X1 = Y1 = {0, 1, 2, 3} and X2 = Y2 = {0, 1, 2, 3, 4, 5, 6, 7} and the input/output relationships are



Y1 = X1 ⊕4 X2



(3.23)



Y2 = 1{2,3} (X1 ) ⊕8 +X2



(3.24)



where 1A (x) = 1 if x ∈ A and zero otherwise. Since V1 = Y2 ⊕8 (−X2 ), the condition in Equation 3.5 is satisfied.
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First we show that the channel in Equation 3.24 does not fall in the categories listed in Section 3.3.4 for which the achievability of the outer bound can be shown. Consider the condition I(Y1 ; V1 |X2 ) = 0 ∀px1 ,x2 . This condition does not hold when the input is chosen as



X1 ∼ U(X1 ) P [X2 = 0] = 1 then H(Y1 |X2 ) = 2 H(Y1 |X2 , V1 ) = 1 I(Y1 ; V1 |X2 ) = 1 Consider now the conditions H(Y1 ) ≥ H(Y2 ) + H(Y1 |X2 , V1 ) and H(Y1 ) > H(Y2 ), Y1 = f (X2 , V1 ) ∀px1 ,x2 . A necessary condition in both cases is H(Y2 ) ≤ H(Y1 ) ∀px1 ,x2 . We now show that this precondition is not verified for this channel. Consider the input distribution:



P [X1 = 0] = 1 X2 ∼ U(X2 ), For this input distribution, we have Y1 ∼ U(Y1 ) and Y2 ∼ U(Y2 ), so that



H(Y2 ) = log(|Y2 |) = 3 > 2 = log(|Y1 |) = H(Y1 ).



This shows that there exists at least one input distribution for which H(Y2 ) > H(Y1 ).
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We now prove the achievability outer bound in Equation 3.6. We have



H(Y1 |X2 ) ≤ H(Y1 ) ≤ log(|Y1 |) = 2 H(Y2 ) ≤ log(|Y2 |) = 3 H(Y1 |X2 , V1 ) ≤ H(X1 |1{2,3} (X1 )) ≤ 1



where the last bound follows from the multiplicity of the solutions of an addition in a Galois field. With this we can show that the outer bound in Equation 3.6 is included in



R1 ≤ 2 R2 ≤ 3 R1 + R2 ≤ 4.



The corner point (R1 , R2 ) = (1, 3) in Equation 3.25 is obtained in Equation 3.6 with the input distribution X1 ∼ U({0, 1}) X2 ∼ U(X2 ). The corner point (R1 , R2 ) = (2, 2) in Equation 3.25 is obtained in Equation 3.6



X1 ∼ U(X1 ) X2 ∼ U(X2 ).
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Since the capacity is convex , we have that the region Equation 3.6 and the region Equation 3.25 coincide. In 3.3.1 we show the achievability of corner point (R1 , R2 ) = (1, 3), corresponding to A in Equation 3.10. We now show the achievability of the corner point (R1 , R2 ) = (2, 2), , corresponding to B in Equation 3.12. Consider the following strategy: • Encoder 2 sends symbols from {0, 2, 4, 6} with uniform probability; • Encoder 1 transmits [x2 − x2 ]4 ; • Decoder 1 emits w b1 = y1 ; • Decoder 2 emits w b2 = b y22 c. It can be verified by inspection (see Table III) that the rate pair (R1 , R2 ) = (2, 2) is achievable with zero error. Notice that decoder 2 is able to decode the interference V1 but not X1 and decoder 1 sees an interference-free channel. This example suggests that it is possible to achieve capacity having decoder 2 decode the interference V1 without actually decoding the channel input X1 . This can be achieved by setting V1 to be the a common message. 3.4.2



Example II: the Symmetric Clipper



The following example suggests yet another achievable strategy to achieve the outer bound in Equation 3.6. As for the previous section, we start proving that the specific channel does not belong to the class of channels for which we can prove capacity. We then propose an transmission scheme that achieves the proposed outer bound. We conclude the section trying to gain some insight on the possible capacity achieving strategies.
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TABLE III ACHIEVABILITY TABLE FOR THE RATE POINT w1 w2 X1 X2 Y1 Y2 0 0 0 0 0 0 0 1 2 2 0 3 0 2 0 4 0 4 0 3 2 6 0 7 1 0 1 0 1 0 1 1 3 2 1 3 1 2 1 4 1 4 1 3 3 6 1 7 2 0 2 0 2 0 2 1 0 2 2 2 2 2 2 4 2 5 2 3 0 6 2 6 3 0 3 0 3 1 3 1 1 2 3 2 3 2 3 4 3 5 3 3 1 6 3 6



(R1 , R2 ) = (1, 3) IN EXAMPLE I. w b1 w b2 0 0 0 1 0 2 0 3 1 0 1 1 1 2 1 3 2 0 2 1 2 2 2 3 3 0 3 1 3 2 3 3
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Figure 6. Example II in section 3.4



Consider the channel in Figure Figure 6.



The channel input are X1 = {0, 1, 2, 3} = Y2 ,



X2 ∈ {0, 1, 2}, and Y1 = {0, 1}. The input/output relationship is expressed as:



Y1 = 1{1,2} (X1 ) ⊕2 1{1,2} (X2 ) Y2 = 1{0,1} (X1 ) ⊕ +X2 Now consider the input X1 ∼ U({1, 3}) P [X2 = 1] = 1,
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X2 X1 0 1 2



1 1/8 1/8 1/8 3/8



2 1/8 1/8 1/8 3/8



3 1/8 0 0 1/8



4 1/8 0 0 1/8



1/2 1/4 1/4



TABLE IV THE INPUT DISTRIBUTION FOR EXAMPLE II



in this case H(Y1 |X2 ) = 1 H(Y1 |X2 , V1 ) = 0 I(Y1 , V1 |X2 ) = 1



Consider now the conditions H(Y1 ) ≥ H(Y2 ) + H(Y1 |X2 , V1 ) and H(Y1 ) > H(Y2 ), Y1 = f (X2 , V1 ) ∀px1 ,x2 . A necessary condition in both cases is H(Y2 ) ≤ H(Y1 ) ∀px1 ,x2 . We now show that this precondition is not verified for this channel. Consider the input distribution:



P [X1 = 3] = 1, X2 ∼ U({1, 2}), in this case H(Y1 ) = 0 and H(Y2 ) = 1. Consider now the input distribution of Section Table IV. This distribution produce H(Y1 ) = 1 = log2 (Y1 ) and H(Y2 ) = 2 = log(Y2 ) so clearly no possible larger outer bound can exists. Consider now the transmission scheme in Table V.



The decoding is simply ω ˆ i = Yi ,



i∈
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TABLE V ACHIEVABILITY TABLE FOR THE RATE ω1 ω2 X1 X2 0 0 3 0 0 1 0 0 0 2 1 1 0 3 1 2 1 0 2 0 1 1 1 0 1 2 0 1 1 3 0 2



POINT (R1 , R2 ) = (1, 2) IN EXAMPLE II. V1 V2 Y1 Y2 0 0 0 0 1 0 0 1 1 1 0 1 1 1 0 3 0 0 1 0 1 0 1 1 1 1 1 2 1 1 1 3



{1, 2}. This transmission scheme achieves the proposed outer bound, thus showing capacity. In this example both decoders obtain the transmitted symbol without observing any interference. Here cognition allows collaboration among the transmitters and the complete cancelation of the interference at both decoders. Encoder 2 has only three codewords and relies on transmitter one to achieve its rate. This suggests that part of the message for receiver 2 is broadcasted from transmitter one. The message for receiver1 is binned against the known interference.
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3.4.3



Example III: High SNR approximation of Gaussian Cognitive Channels



In this example we consider an high-SNR deterministic approximation of a Gaussian Cognitive Interference Channel (GIFC) inspired by (39). The input/output relationship of a GIFC is



Yi = hi1 X1 + hi2 X2 + Zi , Zi ∼ N(0, 1), E[|Xi |2 ] ≤ 1, i ∈ {1, 2}.



The key idea on (39) is to consider a transmitted signal Xi as a sequence of bits xi . The number of bits from Xi that can be “seen” by the receiver Yj relates to the SNR on the channel between i and j according to the relationship



1 nij = b log(1 + |hij |2 )c, 2



m = max nij . i,j



Let S be the m × m binary shift matrices with components S ij = δi−1,j for (i, j) ∈ {1, ..., m}2 . The input/output relationship of a GIFC in high-SNR can thus be approximated by neglecting the noise as follows:



y i = Sm−ni1 x1 + Sm−ni2 x2 ,



i ∈ {1, 2},



(3.26)



where x1 and x2 are binary vectors of length m and additions are modulo 2. We will use block representations as in . Figure 7 to intuitively illustrate the effect of the shift matrix on the
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Figure 7. Example of block representation for the case m = n22 > n21 > n11 > n12



input signals. In particular, (a) white blocks represent zeros in transmitted signals that are “shifted below the level of the noise”, i.e, these bits do not contribute to the received signal of any receiver, (b) filled blocks represent transmitted bits that are shifted downward according to the nij of the link, i.e., these bits are received at least one receiver, (c) the received signal is the XOR of the two shifted transmitted signals that “align at the noise level”. The upper bound in Equation 3.6 can be further upper bounded by considering that



H(Y1 |X2 ) ≤ H(S m−n11 x1 ⊕ S m−n21 x2 |x2 ) ≤ H(S m−n11 x1 ) ≤ n11 H(Y2 ) ≤ H(S m−n21 x1 ⊕ S m−n22 x2 ) ≤ max{n21 , n22 } H(Y1 |X2 , V1 ) ≤ H(S m−n21 x1 ⊕ S m−n22 x2 |x2 , S m−n21 x1 ) ≤ H(S m−n21 x1 |S m−n21 x1 ) ≤ [n11 − n21 ]+
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With this we have: Theorem 3.4.1. The capacity region of the channel in Equation 3.26 is given by the set of rates (R1 , R2 ) satisfying



0 ≤ R1 ≤ n11



(3.27a)



0 ≤ R2 ≤ max{n21 , n22 }



(3.27b)



0 ≤ R1 + R2 ≤ max{n21 , n22 } + [n11 − n21 ]+



(3.27c)



Proof. Depending on the relative nij values, the outer bound can have one of the four expressions listed in Table VI. We will use the following name convention: If n21 < n11 we say that the channel has weak interference, while if n21 ≥ n11 we say that the channel has strong interference. If n22 < n21 we say that the channel has weak signal, while if n22 ≥ n21 we say that the channel has strong signal. We next show the achievability of the corner points in each of the cases listed in Table VI. The achievability of corner points involving one of the rates being zero is a trivial flow argument. When rate R2 is zero the maximum rate R1 achievable is n11 : the number of clean bits that can be conveyed from transmitter 1 to receiver 1 with no interference from transmitter 2. When R1 is set to zero, the maximum rate R2 achievable corresponds to max{n21 , n22 }. This is the maximum between the bits send by transmitter 1 or transmitter 2 to receiver 2 with no interference. For this reason we only show the achievability of the corner points in which both
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TABLE VI POSSIBLE EXPRESSIONS FOR THE DERIVED OUTER BOUND OF THE D-CIFC. ½ n21 < n11 n21 ≥ n22 R2 ≤ n21 weak int. weak sig.  R1 + R2 ≤ n11  R1 ≤ n11 n21 < n22 R2 ≤ n22 strong sig.  R1 + R2 ≤ n11 + n22 − n21 ½ n21 ≥ n11 n21 ≥ n22 R1 ≤ n11 weak sig. R1 + R2 ≤ n21 strong int. ½ n21 < n22 R1 ≤ n11 strong sig. R1 + R2 ≤ n22



the rates are non-zero. Since the outer bound region is piecewise linear, time sharing between corner points will give any rate in the convex hull. Strong interference/weak signal (n21 ≥ n11 , n21 ≥ n22 ): In this case the achievable region is a rhomboid with corner points (R1 , R2 ) = (n11 , 0), (R1 , R2 ) = (0, n21 ), and (R1 , R2 ) = (n11 , n21 − n11 ). The first two corner points are trivially achievable with transmitter 1 active and transmitter 2 sending all zeros. Hence we only show the achievability of the last one. A block representation of this scenario is given in . Figure 8 where it is clear that if the transmitter 2 sends all zeros then transmitter 1 can send n11 bits to decoder 1 (green block) and n21 − n11 bits to decoder 2 (blue block). In formula, let bn1 11
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Figure 8. Block representation of the achievability proof for the case strong interference/weak signal case n21 ≥ n11 , n21 ≥ n22 .



be a vector containing n11 bits to be decoded by decoder 1 and b2n11 −n21 be a vector containing n21 − n11 bits to be decoded by decoder 2. If the transmitted signals are



x1 = [bn1 11 bn2 21 −n11 0m−n21 ]T , x2 = 0m , then the received signals are



y 1 = S m−n11 x1 = [0m−n11 bn1 11 ]T y 2 = S m−n21 x1 = [0m−n21 bn1 11 b2n21 −n11 ]T
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Figure 9. Block representation of the achievability proof for the case weak interference, strong signal case (n11 > n21 , n22 > n21 ), point A.



and decoder 1 can correctly decode n11 bits and decoder 2 can decode n21 − n11 bits. Notice that in this case, a broadcast strategy from encoder 1, the cognitive encoder, to both receivers achieves the whole capacity region. Weak interference/strong signal (n11 > n21 , n22 > n21 ): We only prove the achievability of the two non-trivial corner points A = (R1 , R2 ) = (n11 , n22 − n21 ) and B = (R1 , R2 ) = (n11 − n21 , n22 ). For point A, consider . Figure 9 to see how one can use the condition n22 > n21 to send additional n22 − n21 from transmit-
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Figure 10. Block representation of the achievability proof for the case weak interference/strong signal n11 > n21 , n22 > n21 , point B



ter 2 to receiver 2 through the interference created by encoder 1 at receiver 2. In the vector representation, x2 = [bn2 22 −n21 0m−n22 +n21 ]T u1 = [bn1 11 0m−n11 ]T ∆



x1 = u1 ⊕ S n11 −n12 u2 = [b1 n11 0m−n11 ]T



83 where we have defined b1 n11 to be the pre-coded version of bn1 11 against the interference generated by encoder 2. The channel outputs are



y 1 = S m−n11 x1 ⊕ S m−n12 x2 = [0m−n11 bn1 11 ]T y 2 = S m−n21 x1 ⊕ S m−n22 x2 = [0m−n21 b1 n21 ]T + [0m−n22 b2n22 −n21 0n21 ] = [0m−n22 bn2 22 −n21 b1 n21 ], which shows that A is achievable. For point B, consider Figure 10 In this scenario encoder 1 cannot pre-code against the whole interference caused by encoder 2 because this will create interference at the decoder 2. The strategy that achieves the outer bound is then for encoder 2 to transmit at capacity and for encoder 1 to pre-code for the interference only in the bits that are not received at decoder 2. This translates into: u1 = [0n21 bn1 11 −n21 0m−n11 ]T x2 = [bn2 22 0m−n22 ]T ∆



x1 = u1 ⊕ S −(n12 −n11 ) u2 = [0n21 b1 n11 −n21 0m−n11 ]T
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Figure 11. Block representation of the achievability proof for the case weak interference/weak signal n11 > n21 ≥ n22 .



where again b1 n11 −n21 is defined as the pre-coded version of b1n11 −n21 . The channel outputs are



y 1 = S m−n11 x1 ⊕ S m−n12 x2 = [0m−n11 +n21 b1n11 −n21 ]T y 2 = S m−n21 x1 ⊕ S m−n22 x2 = [0m−n22 bn2 22 ] which shows the achievability of point B. Weak interference/weak signal (n11 > n21 ≥ n22 ):
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Figure 12. Block representation of the achievability proof for the case strong interference/strong signal case n12 > n22 > n21 ≥ n11 .



In this case capacity is proved by showing the achievability of (R1 , R2 ) = (n11 − n21 , n21 ). The capacity achieving strategy is depicted in . Figure 11. In this case, a broadcast strategy from encoder 1 to both decoders, with encoder 2 being “silent”, i.e., sending all zeros, achieves capacity, i.e., with inputs x1 = [bn2 21 bn1 11 −n21 0m−n11 ]T x2 = 0m , The outputs are y 1 = S m−n11 x1 = [0m−n11 bn2 21 b1n11 −n21 ]T y 2 = S m−n21 x1 = [0m−n21 bn2 21 ]T . Strong interference/strong signal (n22 > n21 ≥ n11 ):
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In this case capacity is proved by showing the achievability of (R1 , R2 ) = (n11 , n22 − n11 ). The capacity achieving strategy is depicted in . Figure 12: transmitter 2 sends bits to receiver 2 above the level of interference, in the n22 − n21 most significant bits. Transmitter 1 transmits bits for both receivers: n11 bits for decoder 1 (green block) and n21 −n11 bits for decoder 2 (blue block). The bits from transmitter 2 create interference at receiver 1 in the top n12 − (n22 − n21 ) bits. When this interference is at the level of the green block, transmitter 1 pre-codes it. Note that when n12 > n22 there is no collision at receiver 1. In this instance pre-coding is not needed and the achievable scheme is similar to the case weak interference/weak signal where transmitter 2 transmits bits for receiver 2 over the bits from receiver 1. We can then let the channel inputs be



u1 = [bn1 11 bn2121 −n11 0m−n21 ]T x2 = [bn2222 −n21 0m−n22 +n21 ]T ³ ´ ¡ ¢m n21 −n11 m−n21 T x1 = [ bn1 11 + bn2121 −n11 m−n11 b21 0 ] 11 x1 = [b0n bn2121 −n11 0m−n21 ]T 1



87 Where b01 is b1 pre-coded against the known interferenceit is simply not received at decoder 1. The channel output is then:



y 1 = S m−n11 x1 + S m−n12 x2 [



m−n12 b ]] 11 = [0m−n11 b0n 1 ] + [0 22 +



[n −[n −n ]+ ]



12 12 21 = [0m−n11 −[n12 −n21 ] (b22 )[n21 bn11 ]T −[n12 −n21 ]+ ] 1



y 2 = S m−n21 x1 + S m−n22 x2 n22 −n21 m−n22 +n21 11 = [0m−n21 b0n bn2121 −n11 ]T + [0m−n22 b22 0 ] 1 11 n21 −n11 = [0m−n22 bn2 22 −n21 b0n ] 1 b2



Remark 3.4.2. Very Strong interference/strong signal (n12 ≥ n22 ≥ n21 ≥ n11 ): Consider the case when n12 − (n22 − n21 ) > n11



then no pre-coding at transmitter one is necessary since there is no collision of the bits transmitter by encoder 2 at receiver 1. This condition holds if and only if n12 > n11 since



n12 + n21 > n11 + n22 > n11 + n21 n12 + n21 > n11 + n21 n12 > n11
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Figure 13. Capacity regions for deterministic interference channels with different degree of cooperation for n11 = 14, n12 = 8, n21 = 8 and n22 = 5.



and since n12 > n11 and n21 > n11 imply



n12 + n21 > n11 + n22



Therefore no pre-coding is necessary when n12 > n11 . In this circumstance both decoders are able to decode both messages . A representation of this situation can be found in Figure Figure 12. Gain due to cognition: To contrast the effect of no, partial and full transmitter cooperation in the high-SNR deterministic approximation setting, in Figure Figure 13 we plot the capacity regions of the high SNR
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deterministic approximation of the interference channel (D-IFC), a special case of the general results of [13], the deterministic cognitive channel obtained here (C-IFC), and the high-SNR deterministic approximation of 2 transmit antenna MIMO broadcast channel (MIMO-BC), obtained as a special case of [12]. For the high SNR deterministic approximation of the IFC the capacity is R1 ≤ n11 R2 ≤ n22 R1 + R2 ≤ max{n21 , n22 } + [n11 − n21 ]+ R1 + R2 ≤ max{n11 , n12 } + [n22 − n12 ]+ R1 + R2 ≤ max{n12 , [n11 − n21 ]+ } + max{n21 , [n22 − n12 ]+ } 2R1 + R2 ≤ max{n11 , n12 } + [n11 − n21 ]+ + max{n21 , [n22 − n12 ]+ } R1 + 2R2 ≤ max{n21 , n22 } + [n22 − n12 ]+ + max{n21 , [n22 − n12 ]+ } and for the MIMO broadcast channel is



R1 ≤ max{n11 , n12 } R2 ≤ max{n21 , n22 } R1 + R2 ≤ max{n11 , n12 , n21 , n22 } 1{n11 +n22 =n12 +n21 } + max{n11 + n22 , n12 + n21 } 1{n11 +n22 6=n12 +n21 }
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For the particular values plotted (n11 = 14, n12 = 8, n21 = 8 and n22 = 5) it is clear that the use of a cognitive transmission strategy with partial cooperation (between transmitters) results in a capacity region that lies within the non-cooperative interference channel and fully cooperative MIMO-BC channels. In Figure 13 we represent the capacity results of Section 3 high SNR approximation of the G-CIFC for the different channel parameters. This plot shows the region where we were able to establish a capacity result for this specific channel that are not available for the general D-CIFC. 3.5



Concluding remarks In this section we point out which proving strategies where successful in obtaining capacity



for the high SNR approximation of the G-CIFC. These observations will be used in the following sections to prove a constant gap result for the capacity of the G-CIFC. Even if it is not possible to derive a direct correspondence between the two channel models, the insight gained from the deterministic approximation is crucial in determining the constant gap result. In particular the partition of the parameter space in strong/weak interference and strong/weak signal provides a divide-and-conquer approach to the problem in comparing inner and outer bounds. From this starting point we were able to determine a close correspondence between inner and outer bounds The sum rate outer bound that is tight is the deterministic approximation is derived providing the interference V1 to decoder 1. This same choice of genie aided information at the decoders is used in deriving the sum rate outer bounds for the G-CIFC. Moreover the outer
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Figure 14. Representation of the capacity results of section Section 3 for the high SNR approximation of the G-CIFC for n11 ≥ n22 ,



Figure 15. the same plot as above for n11 < n22 .
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bound of the deterministic model does not depend on the input distribution and it is piecewise linear. This simplifies the achievability proof as it reduces the set of points of the rate region to be shown achievable. A similar approach is used in proving a constant gap result where a piecewise linear outer is shown within a constant distance to a piecewise linear achievable region. In the achievability part of the capacity proof four different schemes for four partitions of the parmentier space are used. This same proving strategy is mimicked in proving the constant gap result for the G-CIFC. The conditions that determines a specific subset in the deterministic approximation are translated into conditions for the G-CIFC using 3.4.3. The capacity achieving strategy for the deterministic approximation naturally suggests a transmission strategy for the Gaussian case. The achievable rates for this strategy are computed and a constant gap is shown. The schemes are overall relatively simple: in two of the four subcases transmitter one transmits bits for both users. This is implemented with a scheme reminiscent of superposition coding. Other strategies used are pre-coding at encoder 1 and rate splitting at decoder 2. This suggests an overall simplicity of the achievable schemes that perform close to capacity for the G-CIFC.



CHAPTER 4



THE GAUSSIAN COGNITIVE INTERFERENCE CHANNEL



The content of this chapter a has been submitted to ITW2010



Here we demonstrate a capacity result to within 1.87 bits for the Gaussian cognitive interference channel (G-CIFC) by using the insights from the high SNR approximation of the Gaussian cognitive channel discussed in the previous chapter. We first derive an outer bound for the capacity region of a G-CIFC along the lines of the outer bound developed for the DCIFC in Equation 3.6. We will show that our outer bound unifies, but does not improve upon, two known outer bounds (3; 30) which are the capacity in weak and strong interference. Next, we partition the channel parameter space into four subsets inspired by the partitions seen for the high SNR approximation of a G-CIFC in Table VI. For each partition, we specify a choice for the random variables in our novel achievable region in Theorem 2.2.1 and demonstrate that the inner and outer bound are at most 1.87 bits, no matter what the SNR’s are. The results presented in this Chapter were in part submitted to the 2010 IEEE Information Theory Workshop (ITW 2010, Cairo, Egypt, January 2010).
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Figure 16. A G-CIFC in canonical form.



4.1



Channel Model A two-user Gaussian Cognitive InterFerence Channel (G-CIFC) in “standard form” (5),



depicted in . Figure 16, is characterized by



Y1 = X1 + aX2 + Z1 Y2 = bX1 + X2 + Z2 ,



where Zi ∼ N(0, 1) and the input Xi is subject to the power constraint E[|Xi |2 ] ≤ Pi , i ∈ {1, 2}. The four parameters (a, b, P1 , P2 ) completely define a G-CIFC. We partition the space of parameters (a, b, P1 , P2 ) into four regions, as shown in Figure 18. For each region we indicate whether capacity has been establish, shaded region denoted by a C, or the maximum gap between inner and outer bound proven here. For the shaded region |b| ≤ 1, capacity was proved in (3) while for the shaded region for |b| > 1 capacity was proved in (30). In the non-shaded
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Figure 17. For fixed powers P2 > P1 , a partitioned of the space of the interference link gains (|a|, |b|) for which capacity has been establish, denoted by a C, or for which the reported gap between inner and outer bound proven here.



Figure 18. the same plot as above in the case P2 ≤ P1
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regions we indicate the maximum gap between inner and outer bound that we will prove in the following sections. Formally, the system is described as follows. Encoder i wishes to communicate a message Wi uniformly distributed on [1 : 2N Ri ] to decoder i in N channel uses at rate Ri , i ∈ {1, 2}. The two messages are assumed to be independent. Encoder 1 (i.e., the cognitive user) in addition to its message W1 , also knows W2 . A rate pair (R1 , R2 ) is achievable if there exists a sequence of encoding functions



X1N = f1N (W1 , W2 ), X2N = f2N (W2 ),



and a sequence of decoding functions



ˆ 1 = g1N (Y1N ), W ˆ 2 = g2N (Y2N ), W



for N = 1, 2, · · · , such that h i ˆ i 6= Wi → 0, max P W



i∈{1,2}



The capacity is the closure of all achievable rate pairs.



N → ∞.
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4.2



Outer Bound We present in the following an outer bound for the G-CIFC that unifies, but does not



improve upon, the outer bounds obtained in (3; 29; 30). We note that whenever capacity is known, this outer bound is tight. Theorem 4.2.1. (Unified outer bound) The capacity region of a G-CIFC is contained in the convex-hull of the region Rout defined as



Rout ,



[



{(R1 , R2 ) : R1 ≤



|ρ|≤1



¢ ¡ 1 log 1 + (1 − ρ2 )P1 2



³ ´ p 1 log 1 + |b|2 P1 + P2 + 2ρ |b|2 P1 P2 2 ³ ´ p 1 R1 + R2 ≤ log 1 + |b|2 P1 + P2 + 2ρ |b|2 P1 P2 2 µ ¶¾ 1 1 + (1 − ρ2 ) max{1, |b|2 }P1 + log . 2 1 + (1 − ρ2 )|b|2 P1 R2 ≤



(4.1a)



(4.1b)



(4.1c)



Proof. For any joint distribution on (X1 , X2 ) let (X1G , X2G ) be a jointly Gaussian input with the same covariance matrix as (X1 , X2 ). If R1 is achievable, then H(W1 |Y1N , W2 ) ≤ H(W1 |Y1N ) ≤



98 N ²N , with ²N → 0 as N → ∞. Similarly, if R2 is achievable, then H(W2 |Y2N ) ≤ N ²N . Let √ ∆ ρ P1 P2 = E[X1 X2 ]. The rate R1 of the cognitive user (user 1) may be bounded as



N R1 ≤ H(W1 ) = H(W1 |W2 ) ≤ I(W1 ; Y1N |W2 , X2N (W2 )) + N ²N = −h(Y1N |W2 , X2N (W2 ), W1 , X1N (W1 , W2 ))+ + h(Y1N |W2 , X2N (W2 )) + N ²N ≤ h(Y1N |X2N ) − h(Y1N |X2N , X1N ) + N ²N = I(Y1N ; X1N |X2N ) + N ²N ³ ´ ≤ N I(Y1 ; X1G |X2G ) + ²N .



The rate R2 of the primary user (user 2) is bounded as



N R2 ≤ H(W2 ) ≤ I(W2 ; Y2N ) + N ²N = h(Y2N ) − h(Y2N |W2 , X2N (W2 )) + N ²N ≤ h(Y2N ) − h(Y2N |X2N , X1N ) + N ²N = I(Y2N ; X1N , X2N ) + N ²N ³ ´ ≤ N I(Y2 ; X1G , X2G ) + ²N .



Finally, the sum-rate R1 + R2 is bounded using a series of steps reminiscent of (25; 53).
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∆



0 , where (Z , Z 0 ) is a jointly Gaussian random vector whose entries have Let Si = bX1i + Z2i 1i 2i 0 ] = ρ . The correlation coefficient ρ ∈ [−1, 1] can be zero mean and unit power, and E[Z1i Z2i Z Z



chosen to tighten the upper bound. We have:



N (R1 + R2 ) ≤ H(W1 |W2 ) + H(W2 ) ≤ I(W1 ; Y1N |W2 ) + I(W2 ; Y2N ) + N 2²N ≤ I(W1 ; Y1N , S1N |W2 ) + I(W2 ; Y2N ) + N 2²N = h(Y1N |W2 , S1N , X2N (W2 )) + h(S1N |W2 ) − h(Y1N , S1N |W1 , W2 , X2N (W2 ), X1N (W1 , W2 )) + h(Y2N ) − h(Y2N |W2 ) + N 2²N 0



≤ h(Y1N |S1N , X2N ) + h(Y2N ) − h(Z1N , Z2N ) + N 2²N = I(Y1N ; X1N |S1N , X2N ) + I(Y2N ; X1N , X2N ) + N 2²N ³ ´ ≤ N I(Y1 ; X1G |bX1G + Z20 , X2G ) + I(Y2 ; X1G , X2G ) + 2²N ,



where we have used the fact that



h(S1N |W2 , X2N (W2 )) = h(Y2N |W2 , X2N (W2 )),
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by the definition of Si . Since the sum rate bound is valid for any ρz we conclude that



R1 + R2 ≤



1 2



p log(1 + P2 + |b|2 P1 + 2|ρ| |b|2 P1 P2 )



+ minρz ∈[0,1] 12 log



³



1−ρ2Z +(1−ρ2 )P1 (|b|2 +1−2|b|ρZ ) [1−ρ2Z ][1+|b|2 (1−ρ2 )P1 ]



´ .



(4.2)



We obtain Equation 4.1c after substitution in Equation 4.2 of the optimal value for ρz given by



ρ∗z



4.2.1



½ ¾ 1 |b|2 + 1 − 2|b|ρZ = min |b|, . = arg min ρz |b| 1 − ρ2Z



Comparison with existing outer bounds



Strong interference. In strong interference (|b| > 1), the bound Equation 4.1b is redundant and Rout reduces to (5, Th.5). Furthermore, the outer bound in Equation 4.1 is known to be achievable in very strong interference, that is, when |b| > 1 and



αa ≥



³p



´ α2 + |b|2 − 1 + 2ραb + ρ2 − ρ ,



α,



p P1 /P2 ,



(4.3)



holds for every |ρ| ≤ 1. Capacity is achieved BY a scheme where both receivers decode both messages, as in a compound multiple-access channel. Notice that, in strong interference, receiver 2 can decode both messages without imposing any rate penalty on the rate for user 1.



101 Indeed, after decoding W2 , receiver 2 can reconstruct X2N (W2 ) and compute the following estimate of the receiver 1 output



Yb1N



Y N − X2N + aX2N + = 2 b



s 1−



1 N Z ∼ Y1N |b|2



where Z N ∼ N(0, I) and independent of everything else. If decoder 1 can decode W1 from Y1N the decoder 2 can also decode W1 from Yb1N . In the above reasoning, the role of the users cannot be revered. In fact, for |a| ≥ 1, even though user 1 has determined W1 , it cannot reconstruct X1N as X1N is a function of (W1 , W2 ). Weak interference. In weak interference (|b| ≤ 1), the region in Equation 4.1 reduces to (3, Th. 3.2), (29, Th. 4.1) since the closure of the region in Equation 4.1 is determined by the rates pairs for which Equation 4.1a and Equation 4.1c are met with equality (54, Ex. 4.3). In this case the capacity is achieved using a scheme where the primary receiver treats the cognitive message as interference and the cognitive encoder pre-codes its message against the interference generated by encoder 2 at its intended receiver. 4.3



Achieving Capacity to Within 1.87 Bits The capacity region of the G-CIFC is in general unknown. Here we show schemes that



achieve to within 1.87 bits the outer bound in Rout for any channel parameter (|a|, |b|, P1 , P2 ). For fixed powers (P1 , P2 ), we partition the space of (|a|, |b|) into four regimes depending on the strength of the interference (strong/weak interference) and of the intended signal (strong/weak signal), as shown in Figure 18. We outline the capacity-achieving and capacity-approaching
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schemes in a unified manner: for each set of parameters, we specify the choice of variables (which will all be chosen to be jointly Gaussian) in Theorem 2.2.1 which either achieve capacity (if capacity is known) or approach the outer bound in Rout to within 1.87 bits. In the regimes where capacity is known, we will demonstrate certain sub-optimal schemes, of interest due to their simplicity, that are also to within 1.87 bits of capacity. 4.3.1



Weak interference (|b| ≤ 1)



In weak interference (|b| ≤ 1) Rout can be re-written as:



¢ ¡ 1 log 1 + (1 − ρ2 )P1 2 Ã !) p 1 + |b|2 P1 + P2 + 2ρ |b|2 P1 P2 1 R2 ≤ log . 2 1 + |b|2 (1 − ρ2 )P1



Rweak out , ∪|ρ|≤1 {(R1 , R2 ) : R1 ≤



(4.4a) (4.4b)



Rweak was shown achievable in (3; 29). In the capacity achieving strategy the cognitive out transmitter splits its the power in two parts: for 0 ≤ ρ ≤ 1 power (1 − ρ2 )P1 is spent for its own message and power ρ2 P1 is spent to relay the message of the primary user. The message of the cognitive is dirty paper coded (DPC) against the known interference of the primary user at the cognitive receiver. At the primary decoder, the cognitive user’s message is treated as noise. The interference due the primary user at the receiver of the cognitive user is completely canceled through the use of DPC.
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Capacity achieving scheme. For completeness, the capacity achieving scheme may be obtained by the following choice of random variables in Theorem 2.2.1: for any 0 ≤ ρ ≤ 1



U1c = U2c = ∅ X2 = U2pa = U2pb ∼ N(0, P2 ) Ã ! r (1 − ρ)P1 ρP1 U1pb = X1pb + a + sign{b} X2 1 + (1 − ρ)P1 P2 X1pb ∼ N(0, (1 − ρ)P1 ), r X1 = X1pb + sign{b}



ρP1 X2 P2



1 log(1 + (1 − ρ)P1 ), 2 ³ q ´2 ρP1 P2 |b| + 1 P2 1 = log(1 + (1 − ρ)P1 ) 2 1 + |b|2



R1 = R1pb = R2 = R2pa



i.e., U1pb is the “Costa’s DCP auxiliary random variable” to pre-cancel in Ã Y1 = X1pb +



sign{b}



r



! ρP1 + a X2 + Z1 , P2



q ³ ´ 1 the known interference S = sign{b} ρP + a X2 . P2 Simple broadcast scheme to within 1 bit for weak interference and weak signal. While capacity is known in this regime, here we consider a very simple broadcast strategy that is an alternative strategy to the capacity achieving one of (3; 29) shown above. We will show that a simple broadcasting of both messages from encoder 1 with transmitter 2 silent is optimal to within 1 bit in the weak interference (|b|2 P1 ≤ P1 ) and weak signal (|b|2 P1 ≥ P2 ) regime.
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Since |b| ≤ 1, with X2 = 0, the channel X1 → Y1 → Y2 is degraded and so the capacity region is well known to be given by



1 log(1 + (1 − ρ2 )P1 ) 2 ¶¾ µ 1 1 + |b|2 P1 R2 ≤ log . 2 1 + (1 − ρ2 )|b|2 P1



1→2 Rdegraded , ∪|ρ|≤1 {(R1 , R2 ) : R1 ≤ BC



(4.5a) (4.5b)



In the notation of Theorem 2.2.1, the region Equation 4.5 is achievable with



U1c = ∅ U1pb ∼ N(0, (1 − ρ2 )P1 ), U2pb = U2pa = U2c ∼ N(0, ρ2 P1 ) X1 = U1pb + U2pb , X2 = 0,



Then, since Equation 4.4a and Equation 4.5a are the same for every ρ there is zero gap for the rate R1 of the cognitive (user 1). The gap of the primary (user 2) rate R2 may be bounded as



∆2 = Equation 4.4b − Equation 4.5b µ ¶ √ ³ P2 +2 |b|2 P1 P2 1 1 ≤ 2 log 1 + ≤ log 1+ 2 1+|b|2 P1



3|b|2 P1 1+|b|2 P1



´ ≤



1 2



log(4) = 1 (bit).



105 where the second passage follows from P2 ≤ b2 P1 . This shows that for weak interference (|b|2 P1 < P1 ) and weak signal (|b|2 P1 ≥ P2 ) a broadcast superposition coding loses at most 1 bit with respect to the capacity achieving dirty-paper coding with MISO cooperation scheme. 4.3.2



Strong interference (|b| ≥ 1)



The corner points of the outer bound region Rout in Equation 4.1, i.e., the points for which the rate of one user is the maximal, are obtained for ρ = 1 and ρ = 0. For ρ = 1, the rate pair at point A (A) (A) (R1 , R2 )



µ ³ ´¶ p p 1 2 2 , 0, log 1 + ( |b| P1 + P2 ) 2



is achievable if transmitter 1 uses all its power P1 to transmit W2 in a fully cooperative (MISOlike) fashion with transmitter 2. For ρ = 0, the rate pair at point B is µ (B) (B) (R1 , R2 )



,



1 1 log (1 + P1 ) , log 2 2



µ



1 + |b|2 P1 + P2 1 + P1



¶¶ .



In strong interference the outer bound region Rout of Equation 4.1 is contained in the larger region R0out defined by



1 log (1 + P1 ) 2 ³ ´¾ p p 1 R1 + R2 ≤ log 1 + ( |b|2 P1 + P2 )2 . 2



R0out = {(R1 , R2 ) : R1 ≤



(4.6a) (4.6b)



where Equation 4.6a corresponds to Equation 4.1a for ρ = 0 and to Equation 4.1c for ρ = 1.
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In the following we will demonstrate the achievability of points (for both strong/weak signal (B)



(B)



|b|2 P1 ≶ P2 ) that are within a finite gap from the rate pair (R1 , R2 ) corresponding to point B, which in turn is at most 1/2 bit away from Rout since



(4.3.2) −



(B) (R1



+



(B) R2 )



1 = log 2



Ã



! p √ 1 + ( |b|2 P1 + P2 )2 1 1 ≤ log(2) = . 2 1 + |b| P1 + P2 2 2



You can also use R1 + R2 ≤



¡ ¢ 1 log 1 + 4 max{||b|2 P1 , P2 } 2



¢ 1 ¡ ¢ 1 ¡ 1 log 1 + 4 max{|b|2 P1 , P2 } − log 1 + |b|2 P1 + P2 ≤ log(4) = 1. 2 2 2 In the following we show achievable schemes that are within a finite gap from the rate pair B. We divide the analysis into two cases. Strong interference (|b|2 P1 ≥ P1 ) and weak signal (|b|2 P1 ≥ P2 ) We again employ a broadcast strategy, inspired by the achievability in the high-SNR approximation for this regime given in Equation 3.27, from transmitter 1 to both receivers (with
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transmitter 2 being silent) and we show that it is optimal to within 1/2 bit per user. In the notation of Theorem 2.2.1, we take



U2c = ∅ U1c = U1pb ∼ N(0, (1 − ρ2 )P1 ), U2c = U2pa = U2pb ∼ N(0, ρ2 P1 ) X1 = U1pb + U2pb , X2 = ∅



Since |b| < 1 with X2 = 0 the channel X1 → Y2 → Y1 is degraded and so the capacity region is well known to be given by



Rdegraded BC



2→1



, ∪|ρ|≤1 {(R1 , R2 ) : R1 ≤ R2 ≤



1 log 2



µ



1 + P1 1 + ρ2 P1



¶



¾ ¢ ¡ 1 log 1 + ρ2 |b|2 P1 . 2



(4.7a) (4.7b)



If we set ρ2 = min{1, 1/P1 } in Equation 4.7, then we obtain the point C corresponding to the rate pair µ (C) (C) (R1 , R2 )



,



1 log 2



µ



1 + P1 1 + min{1, 1/P1 }P1



¶



¶ ¡ ¢ 1 2 , log 1 + min{1, 1/P1 }|b| P1 . 2
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The gap between points B and C for user 1 is given by



∆



(B)



∆1 = R1



(C)



− R1



1 1 1 = (1 + min{1, P1 }) ≤ log 2 = , 2 2 2



while for user 2 (using P2 ≤ |b|2 P1 and |b|2 ≥ 1) is



∆



¶ µ 1 1 + 2|b|2 P1 − ≤ log 2 (1 + P1 )(1 + |b|2 min{1, P1 }) ½ ¶ ¶¾ µ µ 1 1 2|b|2 2 ≤ max , log log 2 1 + |b|2 2 1 + P1



(B) ∆2 =R2



≤



(C) R2



1 1 log 2 = . 2 2



As shown in Figure 19, the achievable point C in Equation 4.7 is at most at 1/2 + ∆1 + ∆2 ≤ 1.5 bits from the outer bound in region R0out . By time sharing between points A and C, we have an achievable rate region that is at most at max{0.5, 1.5} = 1.5 bits from the outer bound region Rout in Equation 4.1. Strong interference (|b|2 P1 ≥ P1 ) and strong signal (|b|2 P1 ≤ P2 ) We demonstrate an achievable scheme for a new point C that is within ∆1 + ∆2 ≤1.37 bits from point B. Consequently, by time sharing between points A and C we obtain an achievable region that is at most 1/2 + ∆1 + ∆2 ≤1.87 bits from the outer bound R0out in Equation 4.6. Consider a specific instance of Theorem 2.2.1 in which the cognitive transmitter employs DPC to transmit its own signal.
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Figure 19. G-CIFC with strong interference: solid line: outer bound region Rout in Equation 4.1 ; dashed line: achievable region by time sharing among points A and C; dotted line: outer bound region R0out Equation 4.6.



The cognitive receiver decodes only the cognitive message, while the primary receiver decodes both the primary and cognitive messages. Remark 4.3.1. Here we showed achievable schemes that come to within 1.87 bits of capacity for |b| > 1 and ∀a. However, capacity is known for a more restrictive subset of this regime is the v ery strong interference and strong signal regime (30) . The capacity achieving strategy in (30) differs from the strategy we used to prove a constant gap in the strong interference/strong signal case. In Remark 3.4.2 we pointed out that under the condition n12 > n11 dirty-paper coding is not necessary and that superposition suffices to achieve capacity. The condition



110 n12 > n11 translates to the condition |a|2 P1 > P1 for the G-CIFC. We thus ask whether the capacity achieving strategy for v ery strong interference (|a|2 P1 > P1 ) performs well in the strong interference / strong signal regime as well. We will demonstrate a gap of 1.5 bits by using the capacity achieving strategy of (30) can be achieved with |b| > 1 and |a| > 1. The capacity achieving scheme for the v ery strong interference regime may be obtained from Theorem 2.2.1 by setting the random variables as follows:



U2pb = U2pa = U2c ∼ N(0, 1) U1pb = U1c ∼ N(0, 1) X2 = X1 = so that Y1 =



p



√ P2 U2c p



√ (1 − ρ2 )P1 U1c + ρ P1 U2c



√ √ (1 − ρ2 )P1 U1c + (ρ P1 + a P2 )U2c + Z1



p √ √ Y2 = b (1 − ρ2 )P1 U1c + (bρ P1 + P2 )U2c + Z2 and decode both signals at both receivers, as in a compound multiple-access channel. Then the following rates are achievable



¡ ¢ 1 log 1 + (1 − ρ2 )P1 min{1, |b|2 } (4.8a) c=1,2 2 ³ ´ p p 1 R1 + R2 ≤ min I(X1 , X2 ; Yc ) = log 1 + min{|a|2 P2 + P1 + 2ρa P1 P2 , |b|2 P1 + P2 + 2ρb P1 P2 } . c=1,2 2 R1 ≤ min I(X1 ; Yc |X2 ) =



(4.8b)
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This gives ∆1 = 0



for every ρ and



∆



µ ¶ 1 1 + |b2 |P1 + P2 − ≤ log 2 1 + min{a2 P2 + P1 , P2 + b2 P1 } µ ½ ¾¶ 1 1 + b2 P1 + P2 ≤ log max 1, 2 1 + a2 P2 + P1 ¾¶ µ ½ 1 1 + 2P2 ≤ log max 1, 2 1 + a2 P2 + P1 µ ½ ¾¶ 1 1 + 2P2 1 1 ≤ log max 1, ≤ log(2) = . 2 2 1 + a P2 + P1 2 2



(B) ∆2 =R2



(C) R2



We thus achieve a rate pair that lies within 1/2 bits of the outer bound. We will now show the achievability of a new point C in Figure Figure 19 and argue that this point is within a constant gap from the maximal sum-rate outer bound of R0out . To do so, consider the following assignment of random variables in Theorem 2.2.1:



X1 ∼ N(0, P1 ) independent of X2 = U2pa ∼ N(0, P2 ) U = U1c = X1 + λaX2 , U1pb = U2c = U2pb = ∅
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Then the following rates are achievable by Theorem 2.2.1, where we note that receiver 1 decodes U while receiver 2 jointly decodes U and X2 :  R1 ≤ I(U ; Y1 ) − I(U ; X2 ) =



1  log  2



 |a|2 P



1 + P1 ³



λ(P1 +1) 2 P1 1 + 1+P1 +|a| 2P P1 2 ¶¶ µ µ 2 1 (λab) 2 R2 ≤ I(X2 ; Y2 , U ) = log 1 + P2 (1 − λab) + 2 2 |b| P1



R1 + R2 ≤ I(X2 , U ; Y2 ) =



1 log(1 + P2 + |b|2 P1 ). 2



 ´2  −1



(4.9a)



(4.9b) (4.9c)



Notice that the sum-rate inner bound in Equation 4.9c is within half a bit of the sum-rate outer bound in Equation 4.1c for any (|b|2 P1 , P2 , ρ) since



1 log 2



Ã



! Ã ! p p 1 + |b|2 P1 + P2 + 2 |b|2 P1 P2 2 |b|2 P1 P2 1 1 1 ≤ log 1 + ≤ log 2 = . 1 + |b|2 P1 + P2 2 1 + |b|2 P1 + P2 2 2



If equation Equation 4.9a is tight there are two possible scenarios: the corner point C is determined by 1) the intersection between Equation 4.9c and Equation 4.9a or by 2) the intersection of Equation 4.9b and Equation 4.9a. We now prove a constant gap between the Equation 4.9a and Equation 4.1a and between Equation 4.9b and Equation 4.1b. In both cases these constant gaps will imply a constant between Equation 4.9c and Equation 4.1c. The proof is divided in two subcases: |ab| ≤ 1 and |ab| > 1.



113 h S ub-case |ab| ≤ 1: Let λ =



√ i+ P1 − P1 P1 +1



in equations Equation 4.9 and assume that Equa-



tion 4.9a holds with equality. Then



∆



(B)



∆1 = R1



(C)



− R1



=



1 2



³ log



1+P1 +2|a|2 P2 1+P1 +|a|2 P2



´ ≤



1 2



Similarly letting Equation 4.9b hold with equality, we obtain 



 ∆



(B)



∆2 = R2



(C)



− R2



≤ maxa:|ab|≤1 21 log  ³



≤



1 2



log



≤



1 2



log



³



1+2P2 1+P1



¶2  µ √ (P − P )a b 1+P2 1− 1 1+P 11



(1+P1 )(1+2P2 ) √ (1+P1 )(1+P2 +P1 )+2P2 P1 1+2P2 1+P2 +P1



´



´



≤ 21 ,



where we have used that the expression has a global maximum in a∗ > 1b . Since the point C may be determined from the intersection between Equation 4.1a and Equation 4.1c or by the intersection between Equation 4.1a and Equation 4.1b, the largest gap between points C and B is bounded by max



©1



2



+ ∆1 , ∆1 + ∆2



ª



= 1, and so the overall gap between the specified



achievable scheme of Theorem 2.2.1 and the outer bound is within 1 + 0.5 = 1.5 bits. S ub-case |ab| > 1: When P1 ≤ 3 a gap of 1 bit is achievable by having transmitter 1 (B)



remain silent (rate R1 = 0) since in this case R1 λ=



√ P1 +2 P1 P1 +1 .



−0 ≤



1 2



log2 (1 + 3) = 1. When P1 > 3 let



Then the gap for R1 may be bounded as



∆



∆1 =



(B) R1



−



(C) R1



1 = log 2



µ



1 + P1 + 5|a|2 P2 1 + P1 + |a|2 P2



¶ ≤



log 5 , 2
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while that for the rate R2 of transmitter 2 may be bounded as



∆



(B)



∆2 = R2



(C)



− R2











 1 log   a:|ab|>1 2



 1 + 2P2  µ ³ ¶ ´ √  2 P1 +2ab P1 (1 + P 1) P2 1 − 1+P 1 +1



≤ max



1 log 2



µ



(1 + P1 )(1 + 2P2 ) √ P2 − 4P2 P1 + 4P2 P1 + (1 + P1 )2 ¶ µ 1 (1 + P1 )(1 + 2P2 ) ≤ log 2 2P1 P2 + (1 + P1 )2 µ ¶ 1 P1 + 1 ≤ log 2 P1 µ ¶ 1 4 ≤ log , 2 3 ≤



(4.10a)



¶



where Equation 4.10b follows since the expression has a global maximum for a∗ 



(4.10b) (4.10c) (4.10d) (4.10e)



1 b



and



√ Equation 4.10c follows since 4P1 − 4 P1 + 1 > 2P1 for P1 > 3. Finally Equation 4.10d and Equation 4.10e follow since the expression is monotonically increasing in P2 and decreasing in P1 . For the same reasoning on Figure 18 we have that the maximum gop is bounded by ∆1 + ∆2 + .5 = 1.87



CHAPTER 5



CONCLUSION AND FUTURE WORK



Our future direction of research naturally stems from our current results: having determined a constant gap result for the G-CIFC has provided us with the methodology, the insight and proving technique to address a number of relevant research topics. In the specific we are mainly interested in the following thee topics: • cognition in 2+ users networks, • cooperation in 2+ networks, • capacity of a gaussian networks and its deterministic approximation. 5.0.3



Cognition in 2+ users networks



The cognitive radio channel we have analyzed here corresponds to a particular encoding/decoding scenario in over the interference channel. When we consider a network with two transmitters, two receivers and interfering links, many such combinations are possible. A list of all the possible permutations of encoding/ decoding strategies over the interference channel can be found in Table VII. Despite of the simplicity of the channel model, this list captures most of the channels studied in information theory in the last decades. The list contains classical problems such as the point to point channel, the broadcast channel and the multiple access one and also lists some very recent models such as the MIMO broadcast channel and the cognitive radio channel. Interestingly one of the cases has never been considered. 115
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Our intention is to determine a capacity result or an approximate capacity result for all the problems in this list and try to gain some insight from the complete picture. The main contribution of this result would be to characterize the set of transmitting strategies that would increase the performance of real life networks where the routing of the packets changes dynamically in time. Consider the case where locally the network is composed of only four entities, routing packets according to a dynamic schedule. With this result available we would be able to characterize which transmission strategy is close to optimal. The current design of devices does not take these into account multi-user information theoretical considerations and collaboration among nodes is not implemented according to heuristic algorithms. This solution would be optimal only for segments of the network but could be the best transmitting strategy to implement in more general cases. In real life networks users don’t usually have knowledge of the surrounding environment and a central authorities collect and dispatches the messages. As we pointed out in the introduction, it is now possible to implement devices that acquire information about the surrounding nodes. Here this solution would describe the best local behavior of a user that cooperates with a neighboring entity. In this case the best strategy that they can implement is to behave according to an optimal strategy locally. Clearly the most general result possible would be the determination of the capacity of a general network with every possible distribution of the messages. This problem is clearly very involved but a complete result for two users could stimulate the development of collaboration
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protocols among small subsets of users. Such protocols would increase the efficiency in the use of power and frequency resources of the network. A direct extension of the two by two case would bo the three by three case. Studying such problem would clearly indicate which strategies can be borrowed from the two by two to a more general scenario. This is indeed a crucial question as currently we have no insight on how the problem of the general network can be approached. In particular it is not clear which and how transmission strategies can be scaled from the two user scenarios to the general one. The literature available on channels with more than two users is very limited and the problem is generally considered hard. Introducing cognition in simple three user networks increases the complexity of the model exponentially. As before consider all the possible encoding/decoding strategies for the three user network in Figure 20. In this case we have 29 = 512 ways in which encoding and decoding of three messages can be distributed. We hope that form the three users scenario a fundamental structure of the problem will arise allowing a more general characterization of the capacity region of the general case. 5.0.4



Cooperation in 2+ networks



The model of cognition that we have adopted in this document is very idealistic. We have assumed that the cognitive transmitter is able to acquire the message of the primary transmitter before the beginning of the transmission. For this condition to hold in a real scenario we have to assume that cognitive and primary transmitters have very favorable channel among them and that the primary transmitter has sufficient power to share its message with the cognitive user. This assumption is a very strong assumption that does not hold in general.
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Enc. 1 ω1 ω1 ω1 , ω2 ω1 , ω2 ω1 , ω2 ω1 ω1 ω1 ω1 ω1 , ω2 ω1 , ω2 ω1 , ω2 ω1 , ω2 ω1 , ω2 ω1 , ω2 ω1 , ω2



Enc. 2 ∅ ∅ ∅ ∅ ∅ ω2 ω2 ω2 ω2 ω2 ω2 ω2 ω2 ω1 , ω2 ω1 , ω2 ω1 , ω2



Dec. 1 ω ˆ1 ω ˆ1 ω ˆ1 ω ˆ1, ω ˆ2 ω ˆ1, ω ˆ2 ω ˆ1, ω ˆ2 ω ˆ1 ω ˆ1, ω ˆ2 ω ˆ1, ω ˆ2 ω ˆ1 ω ˆ1, ω ˆ2 ω ˆ1 ω ˆ1, ω ˆ2 ω ˆ1 ω ˆ1, ω ˆ2 ω ˆ1, ω ˆ2



Dec. 2 ∅ ω ˆ1 ω ˆ2 ω ˆ2 ω ˆ1, ω ˆ2 ∅ ω ˆ2 ω ˆ2 ω ˆ1, ω ˆ2 ω ˆ2 ω ˆ2 ω ˆ1, ω ˆ2 ω ˆ1, ω ˆ2 ω ˆ2 ω ˆ2 ω ˆ1, ω ˆ2



nomenclature point to point channel broadcast channel with common messages broadcast channel broadcast channel with common messages broadcast channel with common messages multiple access channel interference channel interference channel with common information compound multiple access channel cognitive interference channel cognitive radio with degraded message set MAC channel with common messages MIMO broadcast channel MIMO broadcast channel with common messages MIMO broadcast channel with common messages TABLE VII



ALL THE POSSIBLE PERMUTATION OF ENCODING AND DECODING STRATEGIES OF TWO MESSAGES IN A 2 × 2 NETWORK
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Figure 20. A three transmitter/receiver network



There are many passible ways in which a more realistic cooperation between encoders can be modeled. Different models are able to capture fundamental features of different communication scenarios. We can consider a model with an additional bidirectional a link between either the transmitters or the receivers. The first case is denoted as transmitter cooperation and the latter as receiver cooperation. This model focuses on the advantages in establishing a communication in either the transmitters or the receiving side. For this reason the model well represents scenarios where a different communication channels can coexist between transmitters or receivers.
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Another model of interest here is referred to as generalized feedback: here each encoders receives a channel output at each transmission. This scenario captures the cost of collaboration among users since a channel transmission aids collaboration and transmission simultaneously. This model arises naturally in wireless scenarios where each transmitter can listen to the channel while transmitting. This allows the transmitters to collaborate without any extra direct link. The models presented so far are only two examples of all the possible forms of cooperation that one can consider. Currently it is not clear which models represent a good choice and which models are hard problem. Research in this direction has just began and new interesting findings are sure to come. Another aspect of cooperation among transmitters is the position of the collaboration link. As for the previous section we can show that simple variation of the interference channel to aid cooperation give rise to an incredible number of interesting models. Consider for instance the fully connected network of Figure 21 constructed around the classical interference channel. Consider now all the possible models that can be obtained adding no more than two cooperation links. In Table VIII the eighteen models that we can obtain are listed where hij represents the link between sender j and receiver i.. Some of the models of Table VIII cover the feedback models either form one receiver to the corresponding transmitter (h13 ) or from both receivers to the corresponding transmitter (h13 and h24 ). Other collaboration models focuses on unidirectional receiver cooperation (IFC+h21 ), transmitter cooperation (IFC+h21 +h12 ), and receiver cooperation (IFC+ h34 + h43 ).
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Figure 21. A fully connected network of four users



one link two links



h12 h12 , h21 h12 , h24 h12 , h13 h12 , h34 h12 , h43 h12 , h14 h12 , h23



h34 h24 , h13 h24 , h34 h24 , h43 h24 , h14 h24 , h23



h34 , h43 h34 , h14 h34 , h23



h14 , h23



TABLE VIII ALL POSSIBLE COMBINATION OF AT MOST TWO COLLABORATION LINKS FOR AN INTERFERENCE CHANNEL
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Most of the models of Table VIII are never been considered in the specific and many are surely of interest from an information theoretical prospective. This set of problems is still largely unexplored and it is not know what are the fundamental tradeoffs between transmission and cooperation. Shedding light over this tradeoffs can surely help understand and design networks for practical applications. 5.0.5



Capacity of a gaussian networks and its deterministic approximation



As pointed out in the previous two sections, the problem of determining the capacity region of channels with cognition and cooperation is usually considered caustic. In this setup research results focuses mainly on sum rate , scaling laws and asymptotic behaviors. Here the determination of the whole capacity region is generally considered a problem hard to tackle. When restricting the attention to Gaussian networks, deterministic approximation techniques have been a promising approach. One deterministic approximation that has been of great help throughout different research group is the deterministic approximation at high SNR. Gaussian networks are usually considered the principal model for practical channel and thus often considered the main model of reference. The role of the deterministic approximation is usually to provide an insight on the behavior of the channel but so far it has not been possible to identify the nature of the similarities between the two models. There seems to exists a certain correspondence between the derivation of inner and outer bounds between the two models but no strong theory is present to support and explain these similarities. We are interested in determining the conditions under which such a similarities can be proved and how they can be exploited. In particular these approximation suggest close to optimal transmission schemes and outer bound
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that lie within a constant number of bits apart. At this point it is not clear when such a result can be determined when having determined the capacity of the deterministic approximation of a channel. Such a result would allow an approximated characterization of the capacity region of networks with a reasonable complexity with respect to the real life application. Investigate this issue is our present goal for the immediate future. (37)
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