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Abstract—The triangle-perimeter 2-site distance function defines the “distance” P(x, (p, q)) from a point x to two other points p, q as the perimeter of the triangle whose vertices are x, p, q. Accordingly, given a set S of n points in the plane, the Voronoi diagram of S with respect to P, denoted as VP (S), is the subdivision of the plane into regions, where the region of p, q ∈ S is the locus of all points closer to p, q (according to P) than to any other pair of sites in S. In this paper we prove a theorem about the perimeters of triangles, two of whose vertices are on a given circle. We use this theorem to show that the combinatorial complexity of VP (S) is O(n2+ε ) (for any ε > 0). Consequently, we show that one can compute VP (S) in O(n2+ε ) time and space. Keywords-distance function; planar map;



I. I NTRODUCTION The standard Voronoi Diagram of a given set of points (called sites) is a subdivision of the plane into regions, one associated with each site. Each site’s region consists of all points in the plane closer to it than to any of the other sites. The Voronoi diagram has been rediscovered many times in dozens of fields of study including crystallography, geography, metrology, and biology, as well as mathematics and computer science. A comprehensive review of the various variations of Voronoi diagrams and of the hundreds of applications of them is given by Okabe, Boots, and Sugihara [7]. The notion of a 2-site Voronoi diagram of a point set S was first introduced in [2]. In this diagram, each pair of points p, q ∈ S has a (possibly empty) region, that is the locus of all points in the plane closer to p, q than to any other pair of points in S. Here, the distance is measured from a point x to a pair of points p, q by some 2-point distance function D(x, (p, q)). The reference cited above investigated the combinatorial complexity of Voronoi diagrams, as well as efficient algorithms to compute them, with respect to several 2-point distance functions, such as E(x, p) + E(x, q) (the sum of distances from x to p and q), |E(x, p) − E(x, q)| (the absolute value of the difference between the two distances), etc. One of the observations in [2] was that the Voronoi diagram under the sum-ofdistances 2-site function is identical to the well-known 2nd-order Voronoi diagram [3, §17] and, thus, has O(n)
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complexity. General kth-order Voronoi diagrams of point sets, in two or higher dimensions, were also considered in the literature; see, e.g., [1], [4]. We consider the triangle-perimeter 2-point distance function, P(x, (p, q)), that measures the perimeter of the triangle whose vertices are x, p, q. (Since the roles of all of x, p, q are symmetric, we hereafter use the notation P(xpq).) We denote by VS the sum-of-distances 2-point Voronoi diagram,1 while the triangle-perimeter 2-point Voronoi diagram is denoted by VP . The triangle-perimeter function is interesting since it models the amount of work spent by a client served by two suppliers, while the two suppliers need to communicate in order to serve correctly the client. For example, assume that for security, or efficiency, data are split and transmitted from a mobile phone (a point) by using two cellular antennas (sites), so that the protocol also requires the synchronization between the two antennas to ensure the correctness of the combined pieces of data. Thus, a client will prefer to be served by the two suppliers closest to it with respect to the perimeter function. This setting has many industrial and military applications. A similar construction (a graphtheoretic Voronoi diagram) was explored in the context of geographic networks [6]. The Voronoi diagram is a minimization diagram of a set of surfaces in one higher dimension. The respective Voronoi surfaces of the triangle-perimeter diagram are identical to those of the sum-of-distances diagram up to a vertical translation: the surface of the pair (p, q) in the latter diagram is raised by |pq| to form the respective surface in the former diagram. Experimental results suggest that the worst-case complexity of VP be similar to that of VS . However, until now no better bound than the straightforward O(n4+ε ) upper bound2 has been proven. On the other hand, it has been shown [2] that several 2-site Voronoi diagrams, e.g., the triangle-area diagram, have Θ(n4 ) complexity. 1 Since V is identical to the 2nd-order Voronoi diagram, all the propS erties proven in this paper for VS apply also to the 2nd-order Voronoi diagram. 2 The O(n4+ε ) bound comes from the combinatorial complexity of the lower envelope of Θ(n2 ) “well-behaved” surfaces (in the sense of Assumptions 7.1 of [10, p. 188]). Since the perimeter functions are such surfaces and there are O(n2 ) site-pairs, the bound is immediate.



In this paper we prove a theorem about the perimeters of triangles, two of whose vertices are on a given circle. Using this theorem and the mentioned condition, we are able to provide the upper bound O(n2+ε ) (for any ε > 0) on the combinatorial complexity of VP (S), improving upon the previously best known bound O(n4+ε ). Recently, Dickerson and Eppstein [5] obtained the same result by a very elegant and more general proof. We also show that VP (S) can be computed in O(n2+ε ) time and space. Throughout the paper we use the following notation. The line-segment defined by a pair of points p, q ∈ IR2 is denoted by pq, and its length is denoted by |pq|. The circle whose diameter is pq is denoted by C(pq). Given three points p, q, r ∈ IR2 , we denote the triangle they induce by pqr. The circumscribing circle of pqr is denoted by C(pqr). The perimeter of the pqr is denoted by P(pqr). On a few occasions we also write P(pqrs) to denote the perimeter of the quadrilateral whose vertices are the points p, q, r, s. II. O UTLINE OF THE P ROOF In this section we outline the sequence of claims that form the main proof in the paper. Our goal is to prove that if a pair of sites p, q ∈ S does not have a (non-empty) face in VS (S), then neither can it have a face in VP (S). Thus, since the complexity of VS (S) is linear in the number of sites [2, §2], the number of pairs of sites having nonempty faces in VP (S) is also linear. This implies the bound O(n2+ε ) (for any ε > 0) on the complexity of VP (Theorem 15 in Section VI-D). We first recall, in Section III, a Delaunay-like necessary and sufficient condition for a pair of sites (p, q) not to have a face in a VS . This condition reduces the problem to proving that for any four points p, r, q, s ordered along a circle (see Figure 1), and for any point x in IR2 , the perimeter of at least one of prx, qrx, psx, and qsx is smaller than the perimeter of pqx. For example, it is easy to see in Figure 1 that the perimeter of prx is smaller than that of the pqx. This is stated in the following theorem, which is the main theorem of this paper. Theorem 1: Given four ordered cocircular points p, r, q, s, for any point x in the plane, at least one of the following holds: (i) P(pqx) ≥ P(prx); (ii) P(pqx) ≥ P(qrx); (iii) P(pqx) ≥ P(psx); or (iv) P(pqx) ≥ P(qsx). In order to prove Theorem 1, we break the plane into several portions and show that the claim holds for each portion separately, when the portion contains the point x. Specifically, we take the following steps: 1) In Section IV we trim the feasible region in the plane in which the point x from Theorem 1 can exist. • In Theorem 3 we reduce the region to a “feasible slice” in the plane. • In Lemma 6 we reduce the feasible region further, to the portion outside the circle.
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x Figure 1. Triangles induced by four points on a circle. Theorem 1 states 2 that, for any point x ∈ IR , the minimal-perimeter triangle cannot be pqx.



2) In Section V we represent the problem using three angles, α, β, γ. We then continue the proof by shrinking the possible ranges of these angles. • In Theorem 8 we reduce the domain of α and prove that it cannot be greater than π/6. • In Theorem 9 we further reduce the domain of γ and prove that it must be between −3α and α (or, symmetrically, between −π − α and −π + 3α). 3) Finally, in Section VI we conclude the proof by showing that Theorem 1 also holds for the configurations defined by the reduced domains. After Theorem 1 is proven for a point s on C(pqr), we apply in Section VI-C an extension argument to prove the claim for points inside the circle. Corollary 14 concludes that if the pair (p, q) does not have a face in VS (S), neither can it have a face in VP (S). The complexity of VP (S) is then proven in Theorem 15. III. FACE C ONDITION IN VS (S) It is a well-known fact [8], [1] that the faces of the 2ndorder Voronoi diagram of a point set S are in bijection with the edges in the Delaunay triangulation of S. As noted in the introduction, the former diagram is identical to VS (S). Thus, we have: Theorem 2: Let S be a set of points in IR2 . The pair (p, q) has a non-empty face in VS (S) if and only if there exists a site r ∈ S \ {p, q} such that C(pqr) is empty. This condition reduces our problem to that of proving the properties of quadruples of points p, q, r, s, in which s lies inside C(pqr). Namely, in order to prove that if a pair of sites (p, q) ∈ S does not have a face in VS (S), then neither can it have a face in the VP (S), we have to prove that for any
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a b Figure 2. The circle induced by the points p, q, r, with the bisectors of p and r, and of q and r. The infinite region bounded by the rays Ob and Oa is the feasible slice.



point x in the plane one of the following holds: (i) P(pqx) ≥ P(prx); (ii) P(pqx) ≥ P(qrx); (iii) P(pqx) ≥ P(psx); or (iv) P(pqx) ≥ P(qsx). Given a proof of this property for a point s on C(pqr), a simple extension argument shows that the property also holds for any point s inside the circle (see Section VI-C). Hence, in Theorem 1 we only prove the claim for configurations of four points on the circle. IV. R EDUCING THE F EASIBLE R EGION In this section we define a feasible region, such that Theorem 1 holds for any point x outside this region. Thus, we only need to prove the theorem for points inside the feasible region. In Section IV-A we define a “feasible slice” and prove that it is a feasible region. In Section IV-B we introduce Lemma 4, which will be used throughout the proof of the theorem, and in Section IV-C we make use of this lemma to reduce the feasible region further to be outside the circle. A. The Feasible Slice Definition 1: Consider the circle C(pqr) defined by three sites (see Figure 2). The lines aa and bb are the bisectors of pr and qr, respectively, and their intersection, O, is the center of C(pqr). Hence, every point to the right of aa is closer to r than to p, and, similarly, every point to the left of bb is closer to r than to q. Therefore, the only points in IR2 that can be closer to (p, q) (in the sum-of-distances sense) than to (p, r) or to (q, r) are those within the (infinite) slice defined by bOa. We call this the feasible slice of p, q, r. The feasible slice has the following properties: 1) Its angle span is π − α (where α =  prq). This can be seen by looking at the quadrilateral Oa rb , which has two right angles. 2) For any point r above (resp., below) pq, the feasible slice is bounded from the left (resp., right) by the line



passing through q and O and from the right (resp., left) by the line passing through p and O. The extreme cases are attained when r coincides with p (in which case aa passes through p and O) or when r coincides with q (in which case bb passes through q and O). The properties above are true both when the point r lies on the smaller arc of the circle (as in the figure) or on the larger arc. Observe that if (p, q) is a pair of sites that have no face in VS (S), then there must be at least one site r inside C(pq). Otherwise, we could extend the circle (moving its center along the bisector of p and q) until encountering the first site r, keeping C(pqr) empty, which is a contradiction to Theorem 2. This observation means that there is at least one site r such that the pqr does not contain its circumcenter (the center of C(pqr)). We will use this fact in the proofs therein. Theorem 3: Let (p, q) be a pair of sites that have no face in VS (S), and let r ∈ S be a site inside C(pq).3 For any point x outside the feasible slice of r, either (p, r) or (q, r) is closer to x than (p, q) in the triangle-perimeter sense. Proof: The segments pr and qr are shorter than pq since they support a shorter arc. Thus, if (without loss of generality) |xp|+|xq| > |xp|+|xr|, then |xp|+|xq|+|pq| > |xp| + |xr| + |pr| (and similarly for q). Since, by definition, outside the feasible slice of r we have either |xp| + |xq| > |xp| + |xr| or |xp| + |xq| > |xq| + |xr|, the claim follows. B. Maximun Perimeter of a Chord-Based Triangle In this section we refer, without loss of generality, to triangles whose base is parallel to the x axis and whose third vertex is above the base. Lemma 4: The maximum perimeter of a triangle based on a chord of a circle, whose apex lies on the circle, is achieved when it is an isosceles triangle. (The minimum is achieved by a degenerate triangle: the chord.) Proof: The maximum and minimum values are obtained by using the sine rule and basic calculus. Corollary 5: Given two triangles whose bases are the same chord c of a circle and whose apexes are on the circle, the triangle with the larger perimeter is the one whose apex is closer to the apex of the isosceles triangle based on c. Proof: The claim follows from the monotonicity and symmetry of the perimeter function. C. Reducing the Feasible Region to Outside the Circle In this section we reduce the feasible region further and prove that any point x inside the circle satisfies the conditions of Theorem 1. The proof consists of two steps: In Lemma 6 we prove the claim for points on the circle itself, and then in Theorem 7 we use an extension argument to prove it for points inside the circle. 3 As



noted above, there is at least one such site.
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A point x on the arc of the feasible slice, and the bisector line



Lemma 6: Every point x on the arc of C(prq) in the feasible slice is closer to (p, r) or to (q, r) than to (p, q) in the triangle-perimeter sense. Proof: Consider a point x on the arc of the feasible slice, and compare the perimeters of xqr and xqp (see Figure 3). The apex of the isosceles triangle based on xq is the intersection of xq , the bisector of xq, with the circle; denote the intersection point by cxq . By Corollary 5, if the point p is closer to cxq than r is, then we are done since in this case the perimeter of xpq is greater than the perimeter of xrq. Therefore, we only need to analyze the case in which r is closer to cxq than p. We will show that in this case P(xpq) ≥ P(xrp) (i.e., the perimeter of the other triangle based on xr (xrp) is smaller than that of xpq). The fact that r is closer to cxq than to p means that cxq is to the right of a (see Figure 3). However, in this case we can take xp , the bisector of xp, in which case cxp must be closer to q than to r. This is because the angle between xp and xq is larger than π/2 (since  pxq ≤ π/2), while the angle between aa and bb is smaller than π/2 (since  prq ≥ π/2).4 Thus, if r is closer to cxq than p, it must be further from cxp than q, and, therefore, by Corollary 5, we have P(xpq) ≥ P(xrp). Hence, x is closer either to (p, r) or to (q, r) than to (p, q) in the triangle-perimeter sense. Theorem 7: For every point x inside or on C(pqr), either P(xpr) or P(xqr) is smaller than P(xpq). That is, every point x inside or on C(pqr) is closer to (p, r) or to (q, r) than to (p, q) in the triangle-perimeter sense. Proof: Since we know, according to Lemma 6, that the claim is true for points on the circle, we only need to prove 4 The inequalities  prq ≥ π/2 and  pxq ≤ π/2 follow from the fact that r lies on the smaller arc on pq, on the other side of its circumcenter.



it for points strictly inside the circle (and inside the feasible slice). We prove this by a simple argument that extends the line from r through x to the arc of the feasible slice and uses Lemma 6. Let x be the point on C(pqr) that is on the line extending from r through x. We assume, without loss of generality, that (by Lemma 6) P(prx ) ≤ P(pqx ).5 Then, let d1 = |rx | − |rx| = |xx |, d2 = |px | − |px|, and d3 = |qx | − |qx|. The difference between the perimeters P(pqx ) and P(pqx) (resp., P(prx ) and P(prx)) is d2 +d3 (resp., d2 + d1 ). Since, by the triangle inequality, d3 ≤ d1 , and by the assumption P(prx ) ≤ P(pqx ), we have: P(pqx) = P(pqx ) − d2 − d3 , P(prx) = P(prx ) − d2 − d1 . Therefore, P(pqx) − P(prx) = (P(pqx ) − P(prx )) + (d1 − d3 ) ≥ 0, i.e., P(prx) ≤ P(pqx). V. A NGLE R EPRESENTATION AND R EDUCING THE R ANGE OF A NGLES As noted in Section III, our proof is reduced to proving properties of a configuration of four points p, q, r, s on a circle. We assume, without loss of generality, that this is a unit circle. The points p, q, r, s can be defined by using three angles p = (− cos(α), sin(α)), q = (cos(α), sin(α)), r = (cos(β), sin(β)), s = (cos(γ), sin(γ)), where α < β < π − α and −π − α < γ < α. In the next theorem we prove that α ≤ π/6 by showing that if α > π/6, then one of the conditions (i–iv) of Theorem 1 is met. In Section V-A we further reduce the angle γ and prove that it must be between −3α and α (or, symmetrically, between −π − α and −π + 3α). Theorem 8: α ≤ π/6. In Appendix A we sketch a proof of Theorem 8 which is based on transforming it to a set of equations in α and β and tracing the space of solutions. In the full version of the paper we provide the complete proof. A. Constraining γ Theorem 9: −3α ≤ γ ≤ α (or, symmetrically, (−π − α) ≤ γ ≤ −π + 3α). Proof: If α ≤ π/6 and −π + 3α ≤ γ ≤ −3α, we have both |ps| ≤ |pq| and |qs| ≤ |pq| (see Figure 4). Since, by our assumption, (p, q) does not have a face in VS , we either have |qx| + |px| ≥ |qx| + |sx| or |qx| + |px| ≥ |px| + |sx|. However, if |qx| + |px| ≥ |qx| + |sx| (resp., |qx| + |px| ≥ |px| + |sx|), then |qx| + |px| + |pq| ≥ |qx| + |sx| + |qs| (resp., |qx| + |px| + |pq| ≥ |px| + |sx| + |ps|). Therefore, for (−π + 3α) ≤ γ ≤ −3α, we either have P(pqx) ≥ P(psx) or P(pqx) ≥ P(qsx), so that either condition (iii) or (iv) of Theorem 1 holds. 5 Otherwise,



P(qrx ) ≤ P(pqx ) and an identical argument holds.
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The line 2αq passing through q at angle 2α.



VI. C ONCLUDING THE P ROOF
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x Figure 5. If x is on the same side of the ps-bisector as s, then P(xqs) < P(xpq).



Corollary 10: If s is on the right half of the plane (i.e., −3α ≤ γ ≤ α), then x cannot be on the same side of the ps-bisector as s (the lower right side—see Figure 5). Symmetrically, if s is on the left half of the plane (−π−α ≤ γ ≤ −π + 3α), then x cannot be on the same side as s (the lower left side) of the qs-bisector. Proof: If −3α ≤ γ ≤ α, then |sq| ≤ |pq|. Furthermore, if x is closer to s than to p (on the same side of the psbisector as s, see Figure 5), then we again have |xs| < |xp|, and, thus, P(xqs) = |sq| + |xs| + |qx| < |pq| + |xp| + |qx| = P(xpq) and (iv) hold. A similar argument holds for the symmetric case.



In this section we conclude the proof of the main theorem. In what follows we refer to the center of C(pqs) as the center of coordinates, and assume, without loss of generality, that the segment pq is parallel to the x axis and lying above it. The “right” and “left” (resp., “upper” and “lower”) halves of the plane are with respect to the y (resp., x) axis. The final proposition is as follows: Theorem 11: Under the above constraints on α and on the feasible region, if s is on the right half of the plane (i.e., −3α ≤ γ ≤ α), then for any point x on the left half of the plane either P(prx) ≤ P(pqx) or P(psx) ≤ P(pqx), i.e., either condition (i) or (iii) of Theorem 1 holds (and, hence, Theorem 1 is proven). Note that we actually need to prove the claim only for the third (lower left) quarter and outside the unit circle, because the feasible region is outside the unit circle and contained in the lower half of the plane (since it is delimited by the bisectors of pr and qr). Also note that from Corollary 10 we have that Theorem 11 is sufficient to finish the proof of the main theorem, since if s is in the right (resp., left) half of the plane, x cannot be on the right (resp., left) half of the plane. Therefore, it is sufficient to prove that x cannot be on the left (resp., right) half of the plane in order to conclude our proof. The proof of Theorem 11 consists of two steps. In Lemma 12 we use Corollary 5 to prove that for a point x on the third-quarter arc, either P(prx) < P(pqx) or P(psx) < P(pqx). We then use an extension argument to generalize the result to any point in the third quarter that is outside the circle, and, thus, prove Theorem 11. A. A Point on the Circle Lemma 12: Let 2αq be the line passing through q at angle 2α with the positive x axis (see Figure 6). Under the above constraints on (p, q) (α ≤ π/6) and on s (−3α ≤ γ ≤ α), for any point x on the arc in the third quarter, we have the following: If x is above the line 2αq ,
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Figure 7.



Proving Theorem 11 using the point x .



then P(prx) < P(pqx), and if x is below the line, then P(psx) < P(pqx). Proof: If x is below 2αq (and on the arc in the third quarter), then cxp (the intersection of the circle and xp , (the bisector of px, see Figure 6) is in the first quarter above q (xp passes through q when x is on the line 2αq ). Thus, by Corollary 5, since q is closer to cxp than s, P(psx) < P(pqx). If x is above 2αq , then the point cxp is below q. Thus, by Corollary 5, since q is closer to cxp than r, we have P(prx) < P(pqx). B. Extending Theorem 11 to External Points We are now ready to prove Theorem 11 for points outside the circle (points inside the circle are not in the feasible region, as was proven in Theorem 7). The proof is based on an extension argument. Proof: (Theorem 11) We prove that under the above constraints on (p, q) and s, for any point x in the third quarter (and outside the circle), if x is above the line 2αq , then P(pxr) < P(pxq), and if x is below the line, then P(pxs) < P(pxq). Extend x to q and let x be the point of intersection with the circle (see Figure 7). We need to consider two cases: (i) x is above the line. From Lemma 12 we have that P(px r) < P(px q). Therefore, if we remove px from px r and px q, and replace it them by the two segments px and xx , we obtain the quadrilateral pxx r and the triangle pxx q = pxq. Having only substituted |px | by |px| + |xx |, it readily follows that P(pxx r) < P(pxx q) = P(pxq). Since |xr| < |xx | + |x r|, we obtain (by the triangle inequality) that P(pxr) < P(pxx r). Thus, 







P(pxr) < P(pxx r) < P(pxx q) = P(pxq). (ii) x is below the line. A similar argument shows that P(pxs) < P(pxx s) < P(pxx q) = P(pxq).



C. Extending Theorem 11 to Internal Points Having proved Theorem 1 for four sites on the circle, we now use an extension argument to prove the claim for a point s inside C(pqr). Theorem 13: Given three cocircular points p, r, q, where |pq| is smaller than the diameter of C(pqr), and a point s inside C(pqr), where s and r are separated by the line supporting pq, for any point x in the plane, at least one of the following holds: P(pqx) ≥ P(prx), P(pqx) ≥ P(qrx), P(pqx) ≥ P(psx), or P(pqx) ≥ P(qsx). Proof: If s lies inside pqx, then it is trivial that P(pqx) ≥ P(psx) and P(pqx) ≥ P(qsx). Thus, we only need to consider the case in which s is inside C(pqr) and outside pqx. In this case, we extend the line-segment xs on the side of s until it intersects C(pqr) again. Let s denote the intersection point. Then, from Theorem 1 we know that P(pqx) ≥ P(ps x) or P(pqx) ≥ P(qs x). Since |xs| < |xs |, we have that P(ps x) > P(psx) and P(qs x) > P(qs x), and the claim follows. Combining Theorem 13 with Corollary 2 results in the following: Corollary 14: If a pair of sites (p, q) has no face in VS (S), then neither can it have a face in VP (S). D. The Complexity of VP (S) Theorem 15: Let S be a set of n points. Then, the combinatorial complexity of VP (S) is O(n2+ε ) (for any ε > 0). Proof: From Corollary 14 we know that a pair of points in S has a non-empty region in VP (S) only if this pair has a non-empty region in the 2-site Voronoi diagram under the sum-of-distances function. As already noted in [2], the latter diagram is identical to the regular 2nd-order Voronoi diagram, whose complexity is known to be Θ(n). This means that only O(n) pairs of sites from S have non-empty regions in VP (S). This by itself is not enough to guarantee the linear complexity of VP (S), since a single region may be broken into many cells in the diagram.6 However, we can easily show a slightly-superquadratic bound on the complexity of the diagram. Each pair that has a non-empty region in the diagram induces a Voronoi surface whose function is simply the perimeter of the respective triangle. These are “wellbehaved” functions (in the sense of Assumptions 7.1 of [10, p. 188]), and so, the combinatorial complexity of their lower envelope is O(n2+ε ) (for any ε > 0). Since VP (S) is the orthogonal projection of this lower envelope, the claim follows. VII. C OMPUTING VP (S) Theorem 16: Let S be a set of n points in the plane. VP (S) can be computed in O(n2+ε ) time and space, for any ε > 0. 6 We were able to construct examples in which a single pair of sites has Θ(n) cells in VP (S).



Proof: As noted in Section III, the Voronoi surfaces relevant for computing VP (S) can easily be identified by the edges of the Delaunay triangulation of S. VP (S) can be computed by applying the general divide-and-conquer algorithm of [10, pp. 202–203] for computing the lower envelope of a collection of bivariate functions. The merging step of this algorithm uses the standard line-sweep procedure of [9]. The total running time of the algorithm is O((M + M1 + M2 ) log N ), where M , M1 , and M2 are the complexities of the envelope and the two subenvelopes, respectively, and N is the number of surfaces. In our case M = M1 = M2 = O(n2+ε ) and N = O(n), so one can compute VP (S) in O(n2+ε ) time. The space required by the algorithm is dominated by the output size. Therefore, the algorithm requires O(n2+ε ) space.
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Figure 9. The hyperbolae induced by the perimeters of p, q, r, s. Hpr and Hqr (on the upper segments) and Hps and Hqs (on the lower segments) for α = 0.1π, β = 0.5π, and γ = −0.5π.



[7] A. O KABE , B. B OOTS , AND K. S UGIHARA, Spatial Tessellations: Concepts and Applications of Voronoi Diagrams, John Wiley & Sons, 1992. [8] D.T. L EE, On k-nearest neighbor Voronoi diagrams in the plane, IEEE Trans. on Computers, 31 (1982), 478–487. [9] F.P. P REPARATA AND M.I. S HAMOS , Computational Geometry: An Introduction (Springer-Verlag, 1985). [10] M. S HARIR AND P.K. A GARWAL, Davenport-Schinzel Sequences and Their Geometric Applications, Cambridge University Press, 1995.



A PPENDIX A R EDUCING THE P ROBLEM TO AN I NTERSECTION OF H YPERBOLAE In this appendix we sketch a proof of Theorem 8 (α ≤ π/6). The main idea of the proof is showing that if α > π/6, then, for any point x in the feasible region, the perimeter of either xpr or xqr is smaller than that of xpq. Thus, in order to satisfy Theorem 1, α cannot exceed π/6. An alternative way to view the problem is as the intersection of four portions of the planes bounded by hyperbolae. Our goal is to prove that the conjunction of the following conditions is empty: Hpr : |px| − |rx| ≤ |qr| − |pq| (induced by |qx|+|px|+|pq| ≤ |qx|+|rx|+|qr|); Hqr : |qx|−|rx| ≤ |pr|−|pq| (induced by |qx|+|px|+|pq| ≤ |px|+|rx|+|pr|); Hps : |px|−|sx| ≤ |qs|−|pq| (induced by |qx|+|px|+|pq| ≤ |qx|+|sx|+|qs|); and Hqs : |qx|−|sx| ≤ |ps|−|pq| (induced by |qx| + |px| + |pq| ≤ |px| + |sx| + |ps|. See Figure 9 for an illustration. In terms of the hyperbola formulation, Theorem 8 means that if α > π/6, then the hyperbolae Hpr and Hqr do not intersect. In order to prove this, we need to show that the head angle of pqr (which is π + α) is larger than the sum of the two asymptote angles (θ1 + θ2 ).



(a) Color table



(b) Sum of distances Figure 8.



(c) Triangle perimeter



The sum-of-distances and perimeter-distance Voronoi diagrams of six points.
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Figure 10. The intersection of the head-angle plane π + α and the sumof-asymptote-angles function. For α > 0.5, the head angle is greater than the sum of asymptote angles.



The asymptote angle (between the base segment and the asymptotes of the hyperbola) can be written as θ =  2 2 atan( c a−a ), where c is the length of the base segment 2 (e.g., |pr| for Hpr ) and a is the quantity on the right side of the hyperbola inequality (e.g., |qr| − |pq| for Hpr ). Since |pr|, |qr|, and |pq| can be formulated as functions of α and β, it is sufficient to show that the function (θ1 (α, β)+ θ2 (α, β)) is smaller than π + α for any α > π/6. Figure 10 shows the sum-of-asymptote-angles function F (α, β) = (θ1 (α, β) + θ2 (α, β)) and its intersection with the plane π + α, the head-angle function (0 ≤ α ≤ π/2, α ≤ β ≤ π/2−α). For α > π/6 (in fact, even for α > 0.1π), it is evident that the sum of asymptote angles is smaller than the head angle, and, therefore the hyperbolae do not intersect.
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Voronoi diagram of S with respect to P, denoted as VP (S), ... complexity of VP be similar to that of VS . ... The circumscribing circle of pqr is denoted by C(pqr). 






 Download PDF 



















 238KB Sizes
 0 Downloads
 171 Views








 Report























Recommend Documents







[image: alt]





Efficient Computation of 3D Clipped Voronoi Diagram 

widely used in various fields, especially in computer graphics and geom- ... reader is referred to [4, 10, 15] for the properties and applications of the Voronoi ..... the experimental results are tested on a laptop with 2.4Ghz processor and 2Gb.














[image: alt]





Vectorization with the Voronoi L-diagram 

{agribov, ebodansky}@esri.com. Abstract. A new precision vectorization method has been developed for building centerlines of plain shapes. First a dense skeleton is computed. Centerlines are obtained as a subset of branches of the dense skeleton. The














[image: alt]





See Visual Flow Diagram on the following pages - 

Prioritze KME's based on Strategic Direction Sequence. 2. Prioritized KME's assigned to small team workgroups. 3. Small teams brainstorm activities necessary ...














[image: alt]





2D Fluid Simulation based on Voronoi Regions 

Intel(R) Core (TM) 2 Duo CPU 1.6Ghz(2CPUs),. CPU Memory: 2046 MB RAM, Nvidia GeForce. 8400M GS with 128MB video memory. OpenGL was used as the graphics API library. We used 2400 particles (a total of 4800 particles. + the boundary particles) for each














[image: alt]





Venn Diagram - Scholastic 

Page 1. Venn Diagram http://teacherscholastic.com.














[image: alt]





ISD ETVX* Diagram Process ETVX Diagram - 

Jul 30, 2004 - Asset Type: Template. Title: ETVX Diagram. PAL Number: 3.5.2.2. GUIDANCE: This template can be used to define an ETVX Diagram. ... Added alternative formats for data tables. Dropped ... This included addition of mapping.














[image: alt]





Overview Diagram - 

(SLR). Service Level. Targets. Contains everything that defines the service through each stage of the .... Service â€“ A collection of IT systems, components, and.














[image: alt]





10. Schematic Diagram 

This Document can not be used without Samsung's authorization. TP01. TP02. TP08. TP04. Power. Signal. TP01. TP02. TP04. TP08 ...














[image: alt]





UDOO Pinout Diagram 

SD1 CD. WATCHDOG 2 OUT gpio19. PWM 2. SD1 DATA2. TIMER COMPARE. SPI 5 SS1 gpio21. PWM 1. SD1 DATA3. WATCHDOG 2 RESET. SPI 5 SS2. D39.














[image: alt]





Vindictive Voronoi Games and Stabbing Delaunay Circles 

Department of Computer Science. University of ... in locations such that they can â€œinterfereâ€� the business of Player1 ..... time, where d(r1) is the degree of r1 in D.














[image: alt]





phasor diagram pdf 

Connect more apps... Try one of the apps below to open or edit this item. phasor diagram pdf. phasor diagram pdf. Open. Extract. Open with. Sign In. Main menu.














[image: alt]





Venn Diagram PDF.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Venn Diagram ...














[image: alt]





Board Block Diagram & Schematics - GitHub 

Jul 1, 2016 - Page 1 ... Designer : drawer : Print Area X:1550 Y:1110. 1 ..... R74. 4.7K. 2. 1. R75. 4.7K. +1.8V. SOIC8. CS. 1. SO. 2. WP. 3. GND. 4. VCC. 8.














[image: alt]





tree diagram pdf 

File: Tree diagram pdf. Download now. Click here if your download doesn't start automatically. Page 1 of 1. tree diagram pdf. tree diagram pdf. Open. Extract.














[image: alt]





Venn Diagram - RC Year 4 

Page 1. Name. Class. Date. Block / Period. Topic / Concept: Venn Diagram. Conclusions / Connections / Questions / Realizations . . .














[image: alt]





design and implementation of a voronoi diagrams ... 

There are various legal systems in place to protect consumers. Electronic fraud related to ... at lower prices. Online companies are trying their best to attract and ...














[image: alt]





UML diagram QUIZ.pdf 

A node represents a physical machine that can host software (i.e. a server or. workstation). A node also can be used to model deployment to a virtual machine.














[image: alt]





4. Package Diagram - 

Page 1. MC96F6432. July 20, 2011 Ver. 1.2. 19. 4. Package Diagram. Figure 4.1 44-Pin MQFP Package.














[image: alt]





Frog Diagram Ventral.pdf 

Whoops! There was a problem loading more pages. Whoops! There was a problem previewing this document. Retrying... Download. Connect more apps.


























×
Report On the Triangle-Perimeter Two-Site Voronoi Diagram





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















