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C Appendix C: Proofs for Section 4 The following result gives a set of conditions that must hold for every mediator in the set of neutral bargaining solutions, stated without proof.1 Theorem C.1 (Modified Version of Characterization Theorems in Myerson (1984)). A mediator µ is a neutral bargaining solution for Γ∗ if and only if, for each positive number ε, there exist vectors λ, α, β, and $ (which may depend on ε) such that:    X X λi (ti ) + αi (ti |si )$i (si ) /¯ pi (ti ) αi (si |ti ) + βi (ti ) $i (ti ) − si ∈Ti



si ∈Ti



=



X t−i ∈T−i



p¯−i (t−i ) max



d∈{d0, d1 }



X vj (d, t, λ, α, β) , 2



∀i, ∀ti ∈ Ti ;



(C.1)



j∈{1,2}



λi (ti ) > 0, αi (si |ti ) ≥ 0, βi (ti ) ≥ 0,



∀i, ∀si ∈ Ti , ∀ti ∈ Ti ;



and Ui (µ|ti ) ≥ $i (ti ) − ε, ∀i, ∀ti ∈ Ti , where vi (·) is the virtual utility payoff to player i from outcome d, defined by X vi (d, t, λ, α, β) = [(λi (ti ) + αi (si |ti ) + βi (ti ))ui (d, t) si ∈Ti



−



X



αi (ti |si )ui (d, (t−i , si ))]/¯ pi (ti );



si ∈Ti



αi (si |ti ) denotes the Lagrange multiplier for the informational incentive constraints; and βi (ti ) denotes the Lagrange multiplier for the participation constraints. Moreover, (λ, α, β) satisfies the interim incentive efficiency conditions for the mediator µ. Note that, in what follows, I use p and 1 − p, the prior probabilities of the strong type and the weak type, respectively, for both players, interchangeably with p¯i (ti ) for ti ∈ {s, w}, for all i. Remark 2 and Remark A.1 continue to apply. ∗
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The proof of Proposition 4, using Theorem C.1, involves linear programming techniques in computing the set of all possible “distorted” welfare weights. I can characterize the neutral bargaining solution within the set of symmetric IIE mediators by showing that the weights in the computed interval generate a unique neutral bargaining solution, and any neutral bargaining solution has weights in that interval. The computations of the weights and multipliers (λ, α, β) are inclusive in the proofs of Propositions 1 and 2. Proof of Theorem 1: The proof follows directly from the proof of Proposition 4. Proof of Proposition 4: 0 (When p ≤ p∗ ) 0 Case 1. p < p : The proof of Proposition 1 already shows that any λ(s) < λ∗p generates µy(p),0 as the only symmetric IIE mediator together with α = (0, 0) and β = (βp∗ , 0)); λ(s) = λ∗p generates µy,0 with any y ∈ (y(p), 1) together with α = (0, 0) and β = (0, 0); and any λ(s) > λ∗p generates only µ1,0 together with α = (0, 0) and β = (0, 0). Thus to characterize the neutral bargaining solution within S(Γ∗ ), it suffices to check whether there exists a vector $ = ($(s), $(w)) that together with (λ, α, β) satisfy (C.1) for each symmetric IIE mediator in S(Γ∗ ). For µy(p),0 , the first condition in (C.1) for the strong type is: X X X vj (d, (s, t−i ), λ, α, β)  λ(s) + βp∗ $(s)/p = p¯−i (t−i ) µy(p),0 (d|(s, t−i )) 2 t−i ∈T−i



d∈D



j∈{1,2}



= p(λ(s) + βp∗ )u1 (d1 , ss)/p 1 + (1 − p)(1 − y(p)) {(λ(s) + βp∗ )u1 (d1 , sw)/p 2 + λ(w)u2 (d1 , sw)/(1 − p)} = p(λ(s) + βp∗ )u1 (d1 , ss)/p, since βp∗ = must be



−p(1−λ(s))u1 (d1 ,ws)−(1−p)λ(s)u1 (d1 ,sw) . (1−p)u1 (d1 ,sw)



So it follows that $(s) = pu1 (d1 , ss). Then, it



U1 (µy(p),0 |s) = pu1 (d1 , ss) + (1 − p)(1 − y(p))u1 (d1 , sw) ≥ pu1 (d1 , ss), which is a contradiction because u1 (d1 , sw) < 0. For the weak type, it must be: λ(w)$(w)/(1 − p) =



X t−i ∈T−i



p¯−i (t−i )



X



µy(p),0 (d|(s, t−i ))



d∈D



X vj (d, (s, t−i ), λ, α, β) 2



j∈{1,2}



1 = p(1 − y(p)) {λ(w)u1 (d1 , ws)/(1 − p) 2 + (λ(s) + βp∗ )u2 (d1 , ws)/p} + (1 − p)λ(w)u1 (d1 , ww)/(1 − p) = (1 − p)λ(w)u1 (d1 , ww)/(1 − p). This condition gives $(w) = (1 − p)u1 (d1 , ww), and such $(w) satisfies: U1 (µy(p),0 |w) = p(1 − y(p))u1 (d1 , ws) + (1 − p)u1 (d1 , ww) ≥ $(w). Therefore, $(w) = (1 − p)u1 (d1 , ww) satisfies (C.1)
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for each positive number ε, but there does not exist $(s) that satisfies (C.1) if  ε ∈ 0, (1 − p)(1 − y(p)) [−u1 (d1 , sw)] , for any λ(s) < λ∗p . Thus µy(p),0 is not a neutral bargaining solution. For µy,0 such that y ∈ (y(p), 1), taking into account λ(s) = λ∗p , α = (0, 0), and β = (0, 0), the first condition in (C.1) for the strong type is: X



λ∗p $(s)/p =



p¯−i (t−i )



t−i ∈T−i



=



X



µy,0 (d|(s, t−i ))



d∈D



X vj (d, (s, t−i ), λ, α, β) 2



j∈{1,2}



pλ∗p u1 (d1 , ss)/p 1 + (1 − p)(1 − y) {λ∗p u1 (d1 , sw)/p 2 + (1 − λ∗p u2 (d1 , sw)/(1 − p)}



= pλ∗p u1 (d1 , ss)/p, 1 (d1 ,ws) where the third equation follows from plugging in λ∗p ≡ (1−p)(−u1pu (d1 ,sw))+pu1 (d1 ,ws) or by noticing that µy,0 randomizes between d0 and d1 when t = {(s, w), (w, s)}. It follows that $(s) = pu1 (d1 , ss). Then, it must be U1 (µy,0 |s) = pu1 (d1 , ss) + (1 − p)(1 − y)u1 (d1 , sw) ≥ pu1 (d1 , ss), which is a contradiction since u1 (d1 , sw) < 0. For the weak type’s $(w) such that $(w) = (1 − p)u1 (d1 , ww), the following is true: U1 (µy,0 |w) = p(1 − y)u1 (d1 , ws) + (1 − p)u1 (d1 , ww) ≥ (1 − p)u1 (d1 , ww). However, for all ε < (1 − p)(1 − y) [−u1 (d1 , sw)], there does not exist $(s) that satisfies (C.1). Thus, µy,0 with any y ∈ (y(p), 1) is not a neutral bargaining solution. There is only one candidate left in S(Γ∗ ) to be considered as a neutral bargaining solution, which is µ1,0 . It suffices to check whether there exist a vector $ = ($(s), $(w)) together with α = (0, 0) and β = (0, 0) that satisfy (C.1) for any λ(s) > λ∗p and for any ε ≥ 0. The first condition is:



λ(s)$(s)/p =



X t−i ∈T−i



p¯−i (t−i )



X



µ1,0 (d|(s, t−i ))



d∈D



X vj (d, (s, t−i ), λ, α, β) 2



j∈{1,2}



= pλ(s)u1 (d1 , ss)/p. This gives $(s) = pu1 (d1 , ss). Then, it must be U1 (µ1,0 |s) = pu1 (d1 , ss) ≥ $(s) = pu1 (d1 , ss) which holds with equality. For the weak type’s $(w) such that $(w) = (1 − p)u1 (d1 , ww), the following is also trivially true: U1 (µ1,0 |w) = (1−p)u1 (d1 , ww) ≥ $(w) = (1−p)u1 (d1 , ww). Since any λ(s) > λ∗p , α = (0, 0), β = (0, 0), and $ = (U1 (µ1,0 |s), U1 (µ1,0 |w)) satisfy the conditions in (C.1) for the case of ε = 0, the same λ, α, β, and $ satisfy the conditions for every positive ε. 0 Thus µ1,0 is the unique neutral bargaining solution when p < p . 0 Case 2. p ∈ [p , p∗ ): The proof of Proposition 1 already shows that any λ(s) < λ∗p generates µ0,0 as the only symmetric IIE mediator together with any α = (α1 , α2 ) that satisfies (A.10) and β = (0, 0); λ(s) = λ∗p generates µy,0 with any y ∈ (0, 1) together with α = (0, 0) and β = (0, 0); and any λ(s) > λ∗p generates only µ1,0 together with α = (0, 0) and β = (0, 0). Again, to characterize the neutral bargaining solution within S(Γ∗ ), I only need to check whether there is a vector $ = ($(s), $(w)) that together satisfy (C.1) for each symmetric IIE mediator. For µ0,0 , $(s) and $(w) together must satisfy the first condition in (C.1) for the strong and the
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weak type, respectively, as follows: ((λ(s) + α1 ) $(s) − α2 $(w)) /p X vj (d, (s, t−i ), λ, α, β) X X µ0,0 (d|(s, t−i )) = p¯−i (t−i ) 2 t−i ∈T−i



d∈D



j∈{1,2}



= p ((λ(s) + α1 )u1 (d1 , ss) − α2 u1 (d1 , ws)) /p 1 + (1 − p) {((λ(s) + α1 )u1 (d1 , sw) − α2 u1 (d1 , ww)) /p 2 + ((λ(w) + α2 )u2 (d1 , sw) − α1 u2 (d1 , ss)) /(1 − p)} ←→ ((λ(s) + α1 ) $(s) − α2 $(w)) = p ((λ(s) + α1 )u1 (d1 , ss) − α2 u1 (d1 , ws)) 1 + (1 − p) ((λ(s) + α1 )u1 (d1 , sw) − α2 u1 (d1 , ww)) 2 1 + p ((λ(w) + α2 )u2 (d1 , sw) − α1 u2 (d1 , ss)) ; 2 and ((λ(w) + α2 ) $(w) − α1 $(s)) /(1 − p) X X X vj (d, (w, t−i ), λ, α, β) = p¯−i (t−i ) µ0,0 (d|(w, t−i )) 2 t−i ∈T−i



d∈D



j∈{1,2}



1 = p {((λ(w) + α2 )u1 (d1 , ws) − α1 u1 (d1 , ss)) /(1 − p) 2 + ((λ(s) + α1 )u2 (d1 , ws) − α2 u2 (d1 , ww)) /p} + (1 − p) ((λ(w) + α2 )u1 (d1 , ww) − α1 u1 (d1 , sw)) /(1 − p) 1 ←→ ((λ(w) + α2 ) $(w) − α1 $(s)) = p ((λ(w) + α2 )u1 (d1 , ws) − α1 u1 (d1 , ss)) 2 1 + (1 − p) ((λ(s) + α1 )u2 (d1 , ws) − α2 u2 (d1 , ww)) 2 + (1 − p) ((λ(w) + α2 )u1 (d1 , ww) − α1 u1 (d1 , sw)) . These virtual-equity equations yield a unique solution $ for each λ(s):   λ(w)λ(s) + λ(s)α2 1 1 $(s) = pu1 (d1 , ss) + 2 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1   1 1 λ(s)α2 + (1 − p)u1 (d1 , sw) + 2 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1   1 λ(w)(λ(w) + α2 ) + pu1 (d1 , ws) 2 λ(w)(λ(s) + α1 ) + λ(s)α2   λ(w)α2 1 ; + (1 − p)u1 (d1 , ww) 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1
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 λ(w)α1 1 1 $(w) = pu1 (d1 , ws) + 2 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1   1 1 λ(w)λ(s) + λ(w)α1 + (1 − p)u1 (d1 , ww) + 2 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1   λ(s)α1 1 + pu1 (d1 , ss) 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1   1 λ(s)(λ(s) + α1 ) + (1 − p)u1 (d1 , sw) . 2 λ(w)λ(s) + λ(s)α2 + λ(w)α1 



Then, it must be U1 (µ0,0 |s) = pu1 (d1 , ss) + (1 − p)u1 (d1 , sw) ≥ $(s)   α1 u1 (d1 , ss) − (λ(w) + α2 )u1 (d1 , ws) ←→ pλ(w) λ(w)λ(s) + λ(s)α2 + λ(w)α1   α2 u1 (d1 , ww) − (λ(s) + α1 )u1 (d1 , sw) ≥ (1 − p)λ(w) λ(w)λ(s) + λ(s)α2 + λ(w)α1 ←→ p [α1 u1 (d1 , ss) − (λ(w) + α2 )u1 (d1 , ws)] ≥ (1 − p) [α2 u1 (d1 , ww) − (λ(s) + α1 )u1 (d1 , sw)] .



(C.2)



But note that it must also be p [α1 u1 (d1 , ss) − (λ(w) + α2 )u1 (d1 , ws)] < (1 − p)((λ(s) + α1 )u1 (d1 , sw) − α2 u1 (d1 , ww))



(C.3)



from (A.10) in the proof of Proposition 1 for Case 2 . Then, (C.2) and (C.3) together imply (1 − p)((λ(s) + α1 )u1 (d1 , sw) − α2 u1 (d1 , ww)) > (1 − p) [α2 u1 (d1 , ww) − (λ(s) + α1 )u1 (d1 , sw)] , which is a contradiction because u1 (d1 , sw) < 0 and u1 (d1 , ww) > 0. Therefore, there does not exist $(s) that satisfies (C.1) for ε ∈ (0, $ − U1 (µ0,0 |s)) for any λ(s) < λ∗p . Thus µ0,0 is not a neutral bargaining solution. Also, for µy,0 with any y ∈ (0, 1), taking into account λ(s) = λ∗p , α = (0, 0), and β = (0, 0), there does not exist $(s) that satisfies (C.1) for ε ∈ (0, (1 − p)(1 − y) [−u1 (d1 , sw)]) by the same logic as before. Thus µy,0 for any y ∈ (0, 1) is not a neutral bargaining solution. Again, there is only one candidate left in S(Γ∗ ), which is µ1,0 . Similarly as in the proof of Case 1 , α = (0, 0), β = (0, 0), and $ = (U1 (µ1,0 |s), U1 (µ1,0 |w)) along with any λ(s) > λ∗p satisfy the conditions in (C.1) for the case ε = 0. Then, the same λ, α, β, and $ satisfy the conditions for every positive number ε. Thus µ1,0 is the unique bargaining 0 solution when p ∈ [p , p∗ ). Case 3. p ∈ [p∗ , p∗∗ ): The proof of Proposition 1 shows that any λ(s) < λ∗∗ p generates µ0,0 as 00 00 00 00 the only symmetric IIE mediator together with α = (α1 , α2 ) for some α1 > 0 and α2 > 0, which 0 depend on λ(s), and β = (0, 0). By the same logic as in the case of p ∈ [p , p∗ ) above, µ0,0 is not a neutral bargaining solution. The proof of Proposition 1 also shows that λ(s) = λ∗∗ p generates µy,z for any y ∈ (0, 1) and for z = z(y, p) ∈ (0, z¯(p)) as the symmetric IIE mediators together with α = (0, αp∗∗ ) and β = (0, 0); and any λ(s) > λ∗∗ z (p) as the only symmetric p generates µ1,¯ 0 0 IIE mediator together with α = (0, α ) and β = (0, 0), where α depends on λ(s). For µy,z with any y ∈ (0, 1) and z = z(y, p) ∈ (0, z¯(p)), taking into account λ(s) = λ∗∗ p (specified in (A.12)), Online Appendix – 5



u1 (d1 ,ss) α = (0, αp∗∗ ) where αp∗∗ = λ∗∗ p u1 (d1 ,ws) , and β = (0, 0), the first condition in (C.1) for the strong type is:  ∗∗  λp $(s) − αp∗∗ $(w) /p X X X vj (d, (s, t−i ), λ, α, β) = p¯−i (t−i ) µy,z (d|(s, t−i )) =0 2 t−i ∈T−i



d∈D



j∈{1,2}



because µy,z randomizes between d0 and d1 when t ∈ {(s, s), (s, w), (w, s)}. Also for the weak type, it must be: ∗∗ (1 − λ∗∗ p + αp )$(w)/(1 − p) X X X vj (d, (w, t−i ), λ, α, β) = p¯−i (t−i ) µy,z (d|(w, t−i )) 2 t−i ∈T−i d∈D j∈{1,2}  ∗∗ = (1 − p) 1 − λ∗∗ p + αp u1 (d1 , ww)/(1 − p).



From the two equations, I can compute the unique solutions $(w) = (1 − p)u1 (d1 , ww) and α∗∗ (d1 ,ss) p $(s) = λ∗∗ $(w) = (1 − p) uu11(d u1 (d1 , ww). Then, it must be: 1 ,ws) p



U1 (µy,z |s) = p(1 − z)u1 (d1 , ss) + (1 − p)(1 − y)u1 (d1 , sw) u1 (d1 , ss) ≥ (1 − p) u1 (d1 , ww). u1 (d1 , ws) i h 1 (d1 ,ww) 1 (d1 ,ww) < z¯(p) = 1 − (1−p)u implies that But z := z(y, p) = y 1 − (1−p)u pu1 (d1 ,ws) pu1 (d1 ,ws)



(C.4)



 pu1 (d1 , ws) − (1 − p)u1 (d1 , ww) (1 − y)u1 (d1 , ss) (C.4) ←→ p pu1 (d1 , ws) + (1 − p)(1 − y)u1 (d1 , sw) ≥ 0 



←→ p ≥



u1 (d1 , ww)u1 (d1 , ss) − u1 (d1 , sw)u1 (d1 , ws) u1 (d1 , ws)u1 (d1 , ss) + u1 (d1 , ww)u1 (d1 , ss) − u1 (d1 , sw)u1 (d1 , ws) = p∗∗ ,



which is a contradiction because p ∈ [p∗ , p∗∗ ). For the weak type, the following holds for any y ∈ (0, 1): U1 (µy,z |w) = p(1 − y)u1 (d1 , ws) + (1 − p)u1 (d1 , ww) ≥ (1 − p)u1 (d1 , ww). Therefore, $(w) = (1 − p)u1 (d1 , ww) satisfies (C.1) for each positive number ε, however, there does not exist $(s) that satisfies (C.1) for ε ∈ (0, (1 − y)((1 − p)(−u1 (d1 , sw)) − p¯ z (p)u1 (d1 , ss))). Thus any µy,z such that y ∈ (0, 1) and z = z(y, p) ∈ (0, z¯(p)) is not a neutral bargaining solution. Now I need to check for µ1,¯z (p) whether there exist a vector $ = ($(s), $(w)) that together 0



0



u1 (d1 ,ss) with α = (0, α ), β = (0, 0), and any λ(s) > λ∗∗ p , where α ≡ λ(s) u1 (d1 ,ws) , satisfy (C.1):



h i 0 λ(s)$(s) − α $(w) /p X X X vj (d, (s, t−i ), λ, α, β) = p¯−i (t−i ) µ1,¯z (p) (d|(s, t−i )) = 0, 2 t−i ∈T−i



d∈D



j∈{1,2}



where the last equality follows since µ1,¯z (p) , which randomizes between d0 and d1 when t = (s, s)
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and puts probability one on d0 when t ∈ {(s, w), (w, s)}, gives zero virtual utilities for both players. Also for the weak type, it must be: 0



(1 − λ(s) + α )$(w)/(1 − p) X X X vj (d, (w, t−i ), λ, α, β) = p¯−i (t−i ) µ1,¯z (p) (d|(w, t−i )) 2 t−i ∈T−i d∈D j∈{1,2}   0 = (1 − p) 1 − λ(s) + α u1 (d1 , ww)/(1 − p). From the two equations, I can compute $(s) and $(w), each uniquely determined by $(w) = 0



(1 − p)u1 (d1 , ww) and $(s) =



α λ(s) $(w)



(d1 ,ss) = (1 − p) uu11(d u1 (d1 , ww). Then, it must be: 1 ,ws)



U1 (µ1,¯z (p) |s) = p(1 − z¯(p))u1 (d1 , ss) ≥ $(s) which holds with equality. For the weak type’s $(w), the following is also true: U1 (µ1,¯z (p) |w) = (1 − p)u1 (d1 , ww) ≥ $(w). 0



Because for any λ(s) > λ∗∗ z (p) |s), U1 (µ1,¯ z (p) |w)) satisfy p , α = (0, α ), β = (0, 0), and $ = (U1 (µ1,¯ the conditions in (C.1) for the case of ε = 0, the same λ, α, β, and $ satisfy the conditions for every positive ε. Thus µ1,¯z (p) is the unique neutral bargaining solution when p ∈ [p∗ , p∗∗ ). 0 (When p > p∗ ) Analogously, I can show that the unique neutral bargaining solution for each corresponding range of p is exactly as characterized by Proposition 4. Because the logic and the steps of the proof are redundant, I do not expound on it here. The detailed computations of (λ, α, β, $) are available upon request.



D Appendix D: Mediation versus No Mediation In this appendix, I first give an informal yet intuitive justification for my modeling choice of mediator as mechanism. Then, I analyze a Bayesian game without communication that underlies the class of Bayesian bargaining problems given in the paper. The subsequent discussion on a Bayesian game with communication and its equivalent Bayesian bargaining problem with communication further provides a more formal justification for analyzing mediator as mechanism that dictates an outcome. Finally, I compare mediation to no mediation. D.1 Mediator as Mechanism A central issue in two-person bargaining problems is that of two parties having private information that might lead to disagreement even when the parties have a mutually better option. In order to improve the efficiency, the two parties often use methods or processes of conflict resolution to develop a solution to disagreement. The three most common tools of conflict resolution are negotiation, arbitration, and mediation. Negotiation can be defined as a direct face-to-face dialogue (or cheap talk in the language of game theory) between two parties to reach an agreement on the courses of action. Arbitration, as used in law, is a process in which two parties commit to implement a neutral third party’s binding decision. Mediation also involves a neutral third party as in arbitration but it often takes a variety of forms depending on the degree of Online Appendix – 7



intervention. One form of mediation most commonly observed is what Meirowitz et al. (2012) refer to as communication facilitation mediation. As the term suggests, mediation can be defined as the involvement of a neutral third party in the interaction between two parties to facilitate communication. Under this form of mediation, the third party recommends a non-binding decision (an agreement or a settlement) with no authority to enforce the recommendation. Myerson (1991) defines a mediator as “a person or a machine that can help the players communicate and share information” (250). Typically, a mediator can be an individual, group, state, or organization that attempts to resolve a conflict between two parties by intervening in the conflict and that assists the parties in reaching a settlement. In this paper, the underlying focus of my analysis is on Bayesian games with communication in which two players can share information and coordinate actions through a mediator. In particular, I model a mediator to be equivalent to a direct-revelation mechanism.2 Then I can define the set of feasible mediator as the set of incentive feasible mechanisms. This restriction is natural by the revelation principle. In essence, the revelation principle asserts that “for any equilibrium of any general mechanism, there is an incentive-compatible direct-revelation mechanism that is essentially equivalent.”3 In the context of Bayesian games with incomplete information, the revelation principle is stated as: “[G]iven any general communication system and any Bayesian equilibrium of the induced communication game, there exists an equivalent incentive-compatible mediation plan, in which every type of every player gets the same expected utility as he would get in the given Bayesian equilibrium of the induced communication game” (Myerson, 1991, 260). By the revelation principle, we are able to reduce the scope of analysis from the class of any general mechanisms of all possible Bayesian games to the much smaller class of incentive-compatible direct-revelation mechanisms.4 Therefore, there is no loss of generality in assuming that the players communicate with each other through a mediator by the following form: first, each player is asked to separately and confidentially report his type to the direct-revelation mechanism; then, after getting these reports, the mechanism confidentially recommends some action to each player, in such a way that respects the players’ incentives to lie or disobey. Generally in Bayesian games with communication, when players have private information that is not verifiable and have inalienable rights to control their own actions, the mechanism must give players incentives to share their information honestly (adverse selection) and to obey the recommendations (moral hazard). However, in some situations where there is a threat-point in the game, the players might voluntarily commit to obeying the recommendations, even though the mechanism’s recommendation has no binding force. In such situations, there is no question 2 A mechanism, first introduced by Leonid Hurwicz in 1960, is an institution, procedure, or system for determining outcomes as a function of the information that is known by the individuals in the economy. That is, economic institutions of all kinds can be viewed as mechanisms for communicating information and coordinating actions. Mechanism design theory inquires whether or not an appropriate institution could be designed to attain desired outcomes or social goals taking the basic question of incentives to communicate information into account. Thus, the theory of mechanism design offers a very powerful tool for analyzing incentive problems and strategic behavior in a wide variety of settings. The analytical power of mechanism design theory is underlined by the revelation principle that was developed in its greatest generality by Myerson (1979). 3 This extract is from Myerson (1989, 3). In his seminal paper, Myerson (1979) shows that “the set of expected utility allocations which are feasible with incentive-compatible mechanisms [...] includes the equilibrium allocations for all other mechanisms” (61). 4 The important implication of this observation is that any outcome achievable via any equilibrium under any bargaining procedure must be attainable as the equilibrium outcome of an information revelation game in which each player finds it optimal to truthfully reveal his information, given the conjecture that all other players will truthfully reveal their information as well.
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of disobedience and so there is no moral hazard. On the other hand, in many situations, a player might have a right to refuse to participate in the mechanism in which case the mechanism must give the players incentives to agree to participate (individual rationality). In the analysis of Bayesian games with communication in which there is an adverse-selection problem but no moral hazard, the incentive problem is to get the players to share their information honestly and to agree to participate in the mechanism. Then, there is no loss of generality in focusing on incentive-feasible direct-revelation mechanisms.5 Now another important consideration requires justification for modeling Bayesian bargaining problems instead of Bayesian games6 and thus defining a mediator to be a direct-revelation mechanism (or decision rule) that specifies how the choice of a bargaining outcome should depend on the parties’ types. The modeling of such mechanisms might at first seem to be restrictive and unrealistic in describing real life mediation. Normally, we think of a real-world mediator not as some kind of a centralized machine that dictates the outcome but as a person who tries to guide the bargaining parties in a variety of ways to negotiate a peaceful settlement. There is an important justification for studying such mechanisms. Any particular human mediator aggregates information from the parties about their types and comes up with some solution as a function of the reported types of the parties, guiding the parties’ actions accordingly. Now consider a mapping from the reported types to the final outcome. The mapping could be modeled as a particular mechanism. In fact, I can characterize the set of all mappings into all of the possible outcomes that parties could have ended up with from different kinds of mediators who might have different mediation approaches (such as, being more inclined towards peace, being neutral or biased towards one of the parties, being intrusive in the sense that a mediators have significant capabilities to make credible threats of reward or punishment, etc). These mappings can be modeled as direct-revelation mechanisms using the revelation principle. Without loss of generality, the mappings capture everything that can be implemented by human mediators in any way they could have guided players’ actions. That is, given any informational inputs from the parties, the equivalent direct-revelation mechanism simulates the resulting bargaining outcome in the original institutions. Therefore, I can abstract away from the vastly more complicated details of reality. Then, in the Bayesian bargaining problem that I consider, I can formally characterize what can be accomplished in any possible equilibrium of any possible communication mechanism for the given bargaining situation, in which some players would sometimes insist on the disagreement outcome, by analyzing mediators as incentive feasible direct-revelation mechanisms that specify how the outcomes should depend on the players’ types. In addition, the set of such mechanisms can be easily characterized by a simple set of linear inequalities defined by informational incentive and participation constraints. Therefore, I focus on Bayesian bargaining problems with communication in which two players communicate through a mediator, if chosen, by the following form: first, each player confidentially reports his type to a trustworthy mediator; then, based on all these reports, the mediator chooses a bargaining outcome, in such a way that no player has any incentive to lie or to not participate. 5



A mechanism is incentive feasible if and only if it is both incentive-compatible (no type of any player would have an incentive to lie) and individually rational (no type of any player would have an incentive to not participate). 6 This is formally stated in Subsection D.3.
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D.2 Bayesian Games without Communication Let Γb be a general two-person Bayesian game of the form: Γb = (C1 , C2 , T1 , T2 , u ˆ1 , u ˆ2 , p1 , p2 ), whose components are interpreted as follows. For each i ∈ {1, 2}, Ci is the finite set of possible actions, Ti is the finite set of possible types ti , u ˆi is the utility function, and pi is the probability function. I let C = C1 × C2 to be the set of all possible combinations of actions that the players may use in the game. The other components (Ti )i∈{1,2} and (pi )i∈{1,2} of the two-person Bayesian game have the same interpretation and the same mathematical structure as in the two-person Bayesian bargaining problem Γ∗ (as defined in Section 2), except that each utility function u ˆi is now a function from C × T into R. That is, for any combination of actions and types (c, t) in C × T , u ˆi (c, t) represents the payoff to player i in von Neumann-Morgenstern utility scale if the players all choose their actions as specified in c and the players’ true types were all as in t. As before, the players’ types are independent random variables so that pi (t−i |ti ) = p¯−i (t−i ) for all i, for all t−i ∈ T−i , and for all ti ∈ Ti , where p¯i (ti ) is the prior marginal probability that player i’s type will be ti . For simplicity, I assume symmetry in the prior probabilities, i.e., p¯1 (s) = p¯2 (s) ≡ p. All these structures of Γb are assumed to be common knowledge among all the players, and each player i knows his own true type in Ti as his private information. The class of Bayesian games, corresponding to the class of benchmark bargaining models described in Subsection 2.2, can be described as follows. Each i ∈ {1, 2} has private information ti ∈ Ti = {s, w}, where s denotes the strong type and w denotes the weak type. For each i ∈ {1, 2}, let Ci = {ˆ c0 , cˆ1 }, where cˆ0 can be interpreted as going to (or declaring) war and cˆ1 as peaceful settlement. The payoffs satisfy the following assumptions. Assumption (D0). u ˆi (c, t) = 0 if c1 = cˆ0 or c2 = cˆ0 , ∀t, ∀i. P ˆi (c, t) > 0 if c1 = c2 = cˆ1 , ∀t. Assumption (D1). iu Assumption (D2). u ˆi (ˆ c1 , cˆ1 , t) < 0, when ti = s and t−i = w, ∀i. Assumption (D3). The payoffs are symmetric in the sense that T1 = T2 and u ˆ1 (ˆ c1 , cˆ1 , (α, β)) = u ˆ2 (ˆ c1 , cˆ1 , (β, α)), ∀α ∈ T1 , ∀β ∈ T1 . Assumption (D0) asserts that if one player declares war, then war outbreaks regardless of the other player’s action with the payoff from either player going to war normalized to zero. Assumption (D1) then implies that both players choosing peaceful settlement is socially better than going to war. Assumption (D2) asserts that a strong type player would be better off going to war when she is sure that the other player is a weak type. The last assumption (D3) is for simplicity – that payoffs are symmetric. Let Γb∗ denote a two-person Bayesian game Γb such that (ˆ ui )i∈{1,2} satisfies the assumptions (D0) through (D3). I focus on the class of two-person Bayesian games Γb∗ within the general class of Bayesian games Γb . The definitions of what follows are directly from Section 3.9 in Myerson (1991, 127-128). A Bayesian equilibrium for a Bayesian game with incomplete information specifies an action for each type of each player, such that each type of each player would be maximizing his own expected utility when he knows his own given type but does not know the other player’s type. A Online Appendix – 10



randomized-strategy profile for the Bayesian game Γb∗ is any σ in the set ×i∈{1,2} ×ti ∈Ti ∆(Ci ), that is any σ such that σ = ((σi (ci |ti ))ci ∈Ci )ti ∈Ti ,i∈{1,2} , σi (ci |ti ) ≥ 0, ∀ci ∈ Ci , ∀ti ∈ Ti , ∀i, X and σi (ci |ti ) = 1, ∀ti ∈ Ti , ∀i. ci ∈Ci



In such a randomized-strategy profile σ, the number σi (ci |ti ) represents the conditional probability that player i would use action ci if his type were ti . In the randomized-strategy profile σ, the randomized strategy for type ti of player i is σi (·|ti ) = (σi (ci |ti ))ci ∈Ci . Then, formally, a Bayesian equilibrium of the game Γb∗ is any randomized-strategy profile σ such that, for every i ∈ {1, 2} and every type ti ∈ Ti , X X σi (·|ti ) ∈ argmaxτi ∈∆(Ci ) p¯−i (t−i ) σ−i (c−i |t−i )τi (ci )ˆ ui (c, t). t−i ∈T−i



c∈C



Then, I can solve for the set of Bayesian equilibria for any two-person Bayesian game Γb∗ . We can expect equilibria to be symmetric with respect to the players. In Appendix D, I only present the results and omit the proofs since they are fairly simple to check. ∗



Result D.1 (Bayesian Equilibria). For any Bayesian game Γb : 0



1. If p < p , the unique Bayesian equilibrium is σi (·|s) = [ˆ c0 ], σi (·|w) = [ˆ c1 ], for all i. 0



2. If p ∈ [p , p∗∗ ), there exist two pure-strategy Bayesian equilibria such that: a) σi (·|s) = [ˆ c0 ], σi (·|w) = [ˆ c1 ], for all i; b) σi (·|s) = σi (·|w) = [ˆ c1 ], for all i; and there exists a Bayesian equilibrium that involves randomized strategies such that: c) σi (·|s) = (1 − x) · [ˆ c0 ] + x · [ˆ c1 ], σi (·|w) = [ˆ c1 ], for all i, where x=



−(1 − p)ˆ u1 (ˆ c1 , cˆ1 , s, w) ∈ (0, 1); pˆ u1 (ˆ c1 , cˆ1 , s, s)



3. If p ≥ p∗∗ , the unique Bayesian equilibrium is σi (·|s) = [ˆ c1 ], σi (·|w) = [ˆ c1 ], for all i.



D.3 Bayesian Games and Bayesian Bargaining Problems with Communication In the Bayesian game Γb∗ , players might seek to transform the game by trying to communicate with each other and coordinate their actions to extend the set of equilibria to include better outcomes. The transformed game is called a Bayesian game with communication. By the revelation principle, any Bayesian equilibrium of the communication game induced by any general communication system can be simulated by an equivalent incentive compatible “mediator.” Therefore, in analyzing the Bayesian game with communication, there is no loss of generality in assuming that the players communicate with each other through a mediator who first asks each player to Online Appendix – 11



confidentially report his type and then, after getting these reports, confidentially recommends an action to each player, in such a way that no player has any incentive to lie or disobey. The Bayesian bargaining problem Γ∗ considered in the paper differs from the Bayesian game b∗ Γ in that we are given a set of possible outcomes that are jointly feasible for the players together, rather than a set of actions for each player separately. There is now no longer any question of players disobeying recommended actions, but there is a question of players refusing to participate in mediation. Accordingly, in analyzing the Bayesian bargaining problem with “mediation,” I consider an incentive feasible mediator who first asks each player to confidentially report his type and then, based on these reports, chooses an outcome, in such a way that no player has any incentive to lie or not participate. This setup might at first seem restrictive, but the revelation principle applies equally to Bayesian bargaining problems and to Bayesian games. The justification follows from Myerson (1991, 264-265). In general, the Bayesian bargaining problem Γ = (D, d0 , T1 , T2 , u1 , u2 , p1 , p2 ) subsumes the Bayesian game Γb = (C1 , C2 , T1 , T2 , u ˆ1 , u ˆ2 , p1 , p2 ) if and only if there exists some function g : C → D such that u ˆi (c, t) = ui (g(c), t), ∀i ∈ {1, 2}, ∀c ∈ C, ∀t ∈ T.



(D.1)



For the simplified setup in Subsection 2.1, g(c) that satisfies (D.1) would be: ( d0 , if c1 = cˆ0 or c2 = cˆ0 , g(c) = d1 , if c1 = c2 = cˆ1 . Therefore, since the Bayesian game Γb has the same sets of players and types as Γ, has the same probability functions as Γ, and has payoff functions that can be derived from the payoff functions in Γ by specifying an outcome in Γ for every combination of actions in Γb , then the Bayesian game Γb is subsumed by the Bayesian bargaining problem Γ. The following claim is adapted from Myerson (1991, 265). Claim D.1. If µ ˆ is an incentive compatible mediator for Γb , Γb is subsumed by Γ, and µ(d|t) = P ˆ(c|t) for all d ∈ D and for all t ∈ T , where g −1 (d) = {c ∈ C|g(c) = d}, then µ is an c∈g −1 (d) µ incentive feasible mediator for Γ. This claim implies that the set of incentive feasible mediators for Γ∗ includes the set of incentive compatible mediators for Γb∗ . Therefore, analyzing the Bayesian game with communication would not enrich the discussion beyond what we can examine from the Bayesian bargaining problem with communication. Thus, without loss of generality, I can focus on the set of incentive feasible mediators in the Bayesian bargaining problem, and thus, assume that the rational intelligent parties themselves should be able to bargain over the set of incentive feasible mediators; this justifies modeling a mediator as a mechanism that dictates the bargaining outcome instead of actions. D.4 Symmetric IIE Mediators versus Equilibria in Unmediated Games To evaluate mediation versus no mediation, I compare the expected utility for type ti of player i from a mediator µ ∈ S(Γ∗ ) and the expected utility for type ti of player i in Bayesian equilibria of Γb∗ . Let Ui (σ ∗ |ti ) denote the expected utility for type ti of player i in a Bayesian equilibrium Online Appendix – 12



σ ∗ = ((σi∗ (ci |ti ))ci ∈Ci )ti ∈Ti ,i∈{1,2} of Γb∗ . In particular, Ui (σ ∗ |ti ) =



X



p¯−i (t−i )



t−i ∈T−i



X



∗ σi∗ (ci |ti )σ−i (c−i |t−i )ˆ ui (c, t).



c∈C



I say that a mediator µ is interim Pareto superior to an equilibrium σ ∗ if and only if Ui (µ|ti ) ≥ Ui (σ ∗ |ti ), ∀i, ∀ti , and this inequality is strict for at least one type of one player. 0



Result D.2. When p < p , every symmetric IIE mediator in S(Γ∗ ) is interim Pareto superior to the unique Bayesian equilibrium. Result D.2 asserts that when the strong type is relatively rare, every type of every player (weakly) improves upon the Bayesian equilibrium by participating in mediation. That is, any mediator in the set of symmetric IIE mediators interim Pareto dominates “no mediation” because every player would surely prefer to participate in mediation (with any mediator in S(Γ∗ )) over playing the Bayesian game Γb∗ without communication. 0



Result D.3. When p ∈ [p , p∗∗ ), the unique neutral bargaining solution is interim Pareto superior to the pure-strategy Bayesian equilibrium of σi (·|s) = [ˆ c0 ], σi (·|w) = [ˆ c1 ], ∀i. The neutral bargaining solution, which is the most ex ante incentive inefficient mediator, should reasonably arise as the chosen mediator under the cooperative approach when the privately informed players bargain over mediators. Result D.3 implies that, by choosing this mediator, the strong type strictly improves upon the pure-strategy Bayesian equilibrium in which the strong type goes to war and the weak type chooses peaceful settlement, while the weak type gets the same expected utility as he would get in such Bayesian equilibrium.



E Appendix E: Properties of the Neutral Bargaining Solutions In this appendix, I explain the underlying properties of the neutral bargaining solutions characterized in Proposition 4 in relation to the players’ incentive constraints. Borrowing from Myerson (1984), consider a fictitious game of the (λ, α, β) virtual bargaining problem in which the players’ types are verifiable; each player’s payoffs are in the virtual utility scales vi (·, ·, λ, α, β) with respect to λ, α, and β, instead of ui (·, ·); and these virtual utility payoffs are transferable among the players. Theorem C.1 asserts that a neutral bargaining solution can essentially be characterized as an incentive feasible mediator who is not only efficient in terms of maximizing the sum of the players’ virtual utility payoffs, but is also equitable in terms of balancing out intertype compromise.7 The theorem implies that a player makes equity comparisons in virtual utility terms rather than in actual utility terms and that the players can negotiate over the set of virtual utility maximizing allocations without revealing information about their types. 7 Any allocation vector $ that satisfies the conditions in Theorem C.1 for some positive λ and some non-negative α and β can be called virtually equitable for Γ∗ . The first equation in the theorem defines the intertype-equity conditions such that the weighted sums of players’ possible conditionally expected utilities should be equal. The third condition says that a neutral bargaining solution should generate type-contingent expected utilities that are equal to or interim Pareto superior to a limit of virtually equitable utility allocations.
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For the bargaining problem Γ∗ considered in this paper, Corollaries E.1 and E.2 immediately follow from the proof of Proposition 4. Corollary E.1. When p < p∗ , then for the neutral bargaining solution µ1 , the conditions in Theorem C.1 are satisfied for all ε ≥ 0 by any λi (s) > λ∗ for some λ∗ > p, αi (s|w) = αi (w|s) = 0, and βi (s) = βi (w) = 0 for all i. When p < p∗ , no incentive constraints are binding for the neutral bargaining solution in the (λ, α, β) virtual bargaining problem. In other words, the constraints do not matter. The fact that there are no binding constraints is exactly what makes λi (ti ) weights different from the probability weights. For the neutral bargaining solution µ1 when p < p∗ , we have λi (s) > p and λi (w) < 1 − p for all i. In particular, the type-dependent weights λi (ti ) are necessarily distorted in a way that they scale up the actual utility of the strong type and scale down the actual utility of the weak type, as if the strong type were more important.8 The more interesting cases in the neutral bargaining solutions should be when the informational incentive constraints bind; for the benchmark class in my framework, these cases would correspond to when p ∈ [p∗ , p∗∗ ). Corollary E.2. When p ∈ [p∗ , p∗∗ ), then for the neutral bargaining solution µ1 , the conditions in Theorem C.1 are satisfied for all ε ≥ 0 by any λi (s) > λ∗∗ for some λ∗∗ > p, some αi (s|w) > 0, αi (w|s) = 0, and βi (s) = βi (w) = 0 for all i. When p ∈ [p∗ , p∗∗ ), the constraint that a player of a weak type should not be tempted to pretend that his type is strong is a binding constraint for the neutral bargaining solution µ1 . Because the weak type wants to imitate the strong type, the strong type of a player begins to act according to her virtual preferences that exaggerate the difference from the weak type that she needs to distinguish herself from. Therefore, the virtual utilities differ from the actual utilities of the players. In particular, the virtual utility for the strong type is a positive multiple of her actual utility minus a positive multiple of the “false” utility of the weak type; and the virtual utility for the weak type is a positive multiple of his actual utility. In both cases, the probability of the strong type is rather small but the probability of disagreement in the neutral bargaining solution is the same as the probability of disagreement that would occur if the player were the principal with all the negotiating ability and she were of the strong type. Myerson (1991, 523) calls this property arrogance of strength. Such arrogance of strength is not a generic property of the neutral bargaining solutions; but it is observed in the neutral bargaining solutions for the class of bargaining problems Γ∗ .



F Appendix F: An Illustrative Example This Appendix F provides an example with detailed computations to illustrate the core ideas of the symmetric interim incentive efficient mediators and the neutral bargaining solution. Suppose that there are two players in the economy, and each player is one of two possible types: s (strong) or w (weak). There are two possible outcomes called d0 (war) and d1 (peace). Let p denote the common prior probability of the strong type for both players. The players in this bargaining 8



To be precise, the strong type would be free-riding on the weak type in this case.
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problem do not have to agree on a specific outcome; instead they bargain over the selection of a mediator. The candidates for the job are among the set of all incentive feasible mediators. Consider an example of the utility payoffs (u1 , u2 ) that depend (d, t) and satisfy assumptions (A1) through (A3) as shown in Table F.1. Table F.1: An example of utility payoffs for all type profiles and outcomes t d = d0 d = d1



(s, s) 0, 0 3, 3



(s, w) 0, 0 -1, 7



(w, s) 0, 0 7, -1



(w, w) 0, 0 3, 3



The given example might seem non-generic, as the sum of the players’ payoffs when d = d1 for each t is the same for all t; however, the results are Pnot derived from P this feature. In fact, the same results hold for generic cases, such as when i ui (d1 , ss) 6= i ui (d1 , sw), as long as assumptions (A1) through (A3) are satisfied. The example payoffs in Table F.1 are chosen just for the purpose of computational simplicity. F.1 The Symmetric Interim Incentive Efficient Mediators Every symmetric interim incentive efficient (IIE) mediator µy puts probability zero on d0 if t = (w, w) were the combination of types reported by the players, puts probability y ≥ 0 on d0 if t ∈ {(s, w), (w, s)}, and puts probability z ≥ 0 on d0 if t = (s, s), where z is uniquely determined given y for each p. There are further restrictions on the range of feasible y’s that, together with the corresponding z’s, makes µy symmetric IIE depending on the different regions of p. 0 With the payoffs given in Table F.1, we have p = 0.25, p∗ = 0.3, and p∗∗ = 0.43. Figures F.1 and F.2 plot the range of all possible y’s and the corresponding z’s that µy can put on d0 . Figure F.1: Probability of choosing war when the players are of different types



When p < 0.25 (Case 1 ), there is a lower bound on the probability of choosing d0 : y(p) = which is the lowest probability with which a symmetric IIE mediator can choose war if



1−4p 1−p ,
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t ∈ {(s, w), (w, s)} were the combination of players’ types. The lower bound y(p) is computed such that the participation constraints bind for the strong type, that is, Ui (µy(p) |s) = 0, ∀i; and is a decreasing and concave function of p. We can get the intuition from p very close at zero: Near zero means that the players are almost sure that they are weak, but if one player is actually strong, because she is almost sure that the other player is weak, she will want to go to war. Therefore, when the strong type is relatively rare such that p < 0.25, mediators have to put at least some minimum level of probability on war when the players are of different types to induce the strong type to participate. In other words, when p < 0.25, any mediator who chooses war with probability y < y(p) is not incentive feasible, or in particular, not individually rational for the strong type. Figure F.2: Probability of choosing war when the players are both the strong types



When p ∈ [0.25, 0.3) (Case 2 ), y can be any value from zero to one and z = 0 for any given y. When p ∈ [0.3, 0.43) (Case 3 ), y can be any value from zero to one as before, but z will be uniquely determined by an increasing function of y. This is because p∗ is the cutoff where the weak type’s informational incentive constraint becomes binding with µy for any y ∈ (0, 1] and z = 0, that is, Ui (µy |w)|p=p∗ = Ui (µy , s|w)|p=p∗ , ∀i, ∀y ∈ (0, 1] and z = 0. Therefore, when p ∈ [0.3, 0.43), mediators must also put some positive probability on war when the players are both the strong types in order to prevent the weak type from reporting dishonestly that he is the strong type. So, z is computed such that the informational incentive constraints bind for the weak type given µy ; that is, µy (d0 |ss) ≡ z ≥ 0 must satisfy Ui (µy |w) = Ui (µy , s|w), ∀i, h i for



each y ∈ [0, 1]. The resulting z can take values from [0, z¯(p)], where z := z(y, p) = y 10p−3 7p .



10p−3 7p



and



z¯(p) ≡ z(1, p) = z¯(p) is the upper bound on the corresponding z’s, and is increasing in p. When p ≥ 0.43 (Case 4 ), µ0 is the only mediator in the set of symmetric IIE mediators because any mediator who chooses war with positive probability regardless of the combinations of types is interim Pareto dominated by µ0 . Thus, the intriguing cases are only when p < 0.43, in which there is a continuum of symmetric IIE mediators. When p < 0.25, µy(p) with z = 0 is the unique ex ante incentive efficient mediator; and when p ∈ [0.25, 0.43), µ0 with z = 0 is the unique ex ante incentive efficient mediator. As shown in Online Appendix – 16



Lemma 3 and Proposition 3, the unique ex ante incentive efficient mediator is the one associated with the lowest probability on war among all symmetric IIE mediators. When p < 0.3, µ1 with z = 0 is the most ex ante incentive inefficient mediator; and when p ∈ [0.3, 0.43), µ1 with z = z¯(p) is the most ex ante incentive inefficient mediator. Suppose that p = 0.4. Table F.2 shows each symmetric IIE mediator’s probability of choosing war if t = (t1 , t2 ) were the players’ types. Table F.2: Probability of choosing war when p = 0.4 t µ0 (d0 |·) .. .



(s, s) 0 .. .



(s, w) 0 .. .



(w, s) 0 .. .



(w, w) 0 .. .



µ0.5 (d0 |·) .. .



.179 .. .



.5 .. .



.5 .. .



0 .. .



µ1 (d0 |·)



.357



1



1



0



We can see that the symmetric IIE mediators basically differ on the probability of choosing war if t ∈ {(s, w), (w, s)}, and thus we can focus on y. The probability y can be thought of as moving the players along the Pareto curve, trading off the weak type’s interim welfare versus the strong type’s interim welfare. Therefore, the symmetric IIE mediators differ in the type-contingent expected utilities. Focusing on player 1 without loss of generality, the set of symmetric IIE utility allocations between the strong and the weak type when p = 0.4 is a line in R2 with end points (U1 (µy |s), U1 (µy |w)) as follows: (0.60, 4.60), (0.77, 1.80). The first of these allocations is implemented by µ0 . The second of these allocations is implemented by µ1 . For illustrative purposes, consider the interim incentive efficient utility allocation (0.69, 3.20) that can be implemented by µ0.5 . The interim expected utility for the strong type of player i, the interim expected utility for the weak type of player i, and the ex ante expected utility to player i, for all i ∈ {1, 2}, are shown in Table F.3, along with the ex ante probability of war outcome associated with each mediator, if chosen. Table F.3: Expected utilities when p = 0.4; Ex ante probability of war



µ0 .. .



Ui (·|s) 0.60 .. .



Ui (·|w) 4.60 .. .



Ui (·) 3.00 .. .



P (war) 0 .. .



µ0.5 .. .



0.69 .. .



3.20 .. .



2.19 .. .



0.269 .. .



µ1



0.77



1.80



1.39



0.537



We can see that µ0 is worse than µ0.5 that is worse than µ1 for the strong type, but µ0 is better than µ0.5 that is better than µ1 for the weak type. This implies that no mediator interim Pareto dominates the other; and any mediator µy such that y ∈ [0, 1] with the corresponding z ∈ [0, 0.357] for each y is symmetric IIE. Also note that µ1 , which gives the highest interim payoff to the strong type and the lowest interim payoff to the weak type, is ex ante Pareto Online Appendix – 17



inferior to any other symmetric IIE mediators and is associated with the highest probability of choosing war, i.e., the highest ex ante probability of disagreement. F.2 The Neutral Bargaining Solution The neutral bargaining solution can be computed by solving a linear programming problem characterized in Theorem C.1. Matlab codes are available upon request. Consider the example given in Table F.1. When p = 0.2, then µ1 (with z = 0) is the unique neutral bargaining solution that gives the interim incentive efficient allocations such that Ui (µ1 |s) = 0.6, Ui (µ1 |w) = 2.4, ∀i. The conditions in Theorem C.1 can be satisfied for all ε by λ, α, and β such that λi (s) ≥ 0.6364, λi (w) = 1 − λi (s), αi (w|s) = αi (s|w) = 0, βi (s) = βi (w) = 0, ∀i. With these parameters, the only difference between virtual utility and actual utility is that the (ti ) of his actual utility. virtual utility for any type of ti of player i is a positive multiple λp¯ii(t i) The warranted claims $ are: $i (ti ) = Ui (µ1 |ti ), ∀i, ∀ti . The virtual utilities for the case of λ1 (s) = λ2 (s) = 0.7 ≡ λ(s), are as follows: Table F.4: Virtual utilities when p = 0.2 and λ(s) = 0.7 t d = d0 d = d1



(s, s) 0, 0 10.5, 10.5



(s, w) 0, 0 -3.5, 7.625



(w, s) 0, 0 7.625, -3.5



(w, w) 0, 0 1.125, 1.125



The more interesting cases should be when p ∈ [0.3, 0.43). In this case, the informational incentive constraint for the weak type is a binding constraint. For example, when p = 0.4, µ1 (with z = 0.357) is the unique neutral bargaining solution that gives the interim incentive efficient allocations such that Ui (µ1 |s) = 0.77, Ui (µ1 |w) = 1.8, ∀i. The conditions in Theorem C.1 are satisfied for all ε by λ, α, and β such that λi (s) ≥ 0.9423, λi (w) = 1 − λi (s), 3 αi (w|s) = 0, αi (s|w) = λi (s), βi (s) = βi (w) = 0, ∀i. 7 Because αi (s|w) > 0, the only problematical incentive constraint is that the weak type of any player should not have any incentive to claim that his type is strong if it is actually weak. Therefore, the strong type’s virtual utility is constructed as a positive multiple of her actual utility minus a positive multiple of the “false” utility of the weak type; and the weak type’s virtual utility is a positive multiple of his actual utility. Using the parameters λi (s) = 0.95, λi (w) = 0.05, αi (s|w) = 0.4071, αi (w|s) = 0, and
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βi (s) = βi (w) = 0, for all i, the virtual utility functions are: vi (d1 , (s, t−i ), λ, α, β) = (0.95 · ui (d1 , (s, t−i )) − 0.4071 · ui (d, (w, t−i ))) /(0.4), ∀i, ∀t−1 ; vi (d1 , (w, t−i ), λ, α, β) = (0.05 + 0.4071)ui (d, (w, t−i ))/(0.6), , ∀i, ∀t−i ; vi (d0 , t, λ, α, β) = 0, ∀i, ∀t. Then the virtual utilities for the case of λ1 (s) = λ2 (s) = 0.95 ≡ λ(s) are as follows: Table F.5: Virtual utilities when p = 0.4 and λ(s) = 0.95 t d = d0 d = d1



(s, s) 0, 0 0, 0



(s, w) 0, 0 -5.429, 5.333



(w, s) 0, 0 5.333, -5.429



(w, w) 0, 0 2.286, 2.286



If the players made interpersonal-equity comparisons in terms of virtual utility, then each type ti could justly demand half of the expected virtual utility that ti contributes by cooperating. The third condition in Theorem C.1, which is Ui (µ|ti ) ≥ $i (ti ) − ε, ∀i, ∀ti , guarantees that µ1 and only µ1 within S(Γ∗ ) satisfies these fair virtual demands. Thus, µ1 is the unique virtuallyequitable interim incentive efficient mediator in S(Γ∗ ). Formally, the warrant equations (or the virtual equity equations) are (0.95 · $i (s) − 0.4071 · $i (w)) /(0.4) = 0; (0.05 + 0.4071)$i (w)/(0.6) = 0.6 · (0.05 + 0.4071) · ui (d1 , ww)/(0.6), ∀i, which have the unique solution for each warranted claim such that: $i (s) = 0.77 = Ui (µ1 |s), $i (w) = 1.8 = Ui (µ1 |w), ∀i.



Figure F.3: Neutral bargaining solutions
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Figure F.3 plots both the probability of choosing war if t ∈ {(s, w), (w, s)} (in orange) and the probability of choosing war if t = (s, s) (in green) that the neutral bargaining solutions are associated with. The figure shows that, for any p < 0.43, the neutral bargaining solution is unique, is associated the highest probability of disagreement, and is farthest away from the ex ante incentive efficient mediator among all of the symmetric IIE mediators.



References Meirowitz, Adam, Massimo Morelli, Kristopher W. Ramsay and Francesco Squintani. 2012. “Mediation and Strategic Militarization.” Unpublished. Myerson, Roger B. 1979. “Incentive Compatibility and the Bargaining Problem.” Econometrica 47(1):61–74. Myerson, Roger B. 1984. “Two-Person Bargaining Problems with Incomplete Information.” Econometrica 52(2):461–488. Myerson, Roger B. 1989. Mechanism Design. In The New Palgrave: Allocation, Information, and Markets, ed. John Eatwell, Murray Milgate and Peter Newman. New York: Norton pp. 191–206. Myerson, Roger B. 1991. Game Theory: Analysis of Conflict. Cambridge, M.A.: Harvard University Press.
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