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Appendix: Noise-independent selection



Here we consider the robustness of equilibrium selection to heterogeneous noise structures. Consider the following extension.1 Information Structure. In the perturbed game, each i realizes signal si = θ + νǫi , ν > 0, where ǫi is distributed via density function fi and cumulative function Fi with support within [−1, 1]. Signals are independently drawn across agents conditional on θ. As shown in Theorem 1, the limiting cutoff θi∗ are fully determined by the parameters v, φ, σ(·), and G, in particular, the cutoffs are independent of the noise distribution F . In this appendix, we provide an alternative proof of the noise-independent selection result from a potential game approach. In the simple case with two-player and binary action coordination game (dyad case in our paper), as shown in Carlsson and van Damme (1993), the risk-dominant equilibrium is selected by global game and it is independent of noise distribution. Frankel et al. (2003) generalize this result to n-player supermodular games which yield a potential, which applies to our setting under arbitrary network structures. Recall that in our coordination game, each player has a binary action ai ∈ {0, 1}. Define the following function: P (a|θ) := 1



X 1 ai aj , where a ∈ {0, 1}N . (vi + σ(θ))ai + φ 2 i∈N i,j∈N ;i6=j



X



Frankel et al. (2003) Section 6 addresses such an enrichment.



i



(B1)



It is straightforward to check that P (a|θ) is a potential function of game G(0) at θ (Monderer and Shapley 1998), by the following P (a′i , a−i |θ) − P (ai , a−i |θ) = (a′i − ai ) vi + σ(θ) + φ



X



aj



j∈Ni



!



= ui (a′i , a−i |θ) − ui (ai , a−i |θ).



Moreover, the potential P is supermodular in (ai , a−i ) for fixed θ, and strictly supermodular in (ai , θ) for fixed a−i . As a result, by Frankel et al. (2003), Oyama and Takahashi (2017) and Basteck et al. (2013), the game G(0) has an exact potential, therefore the maximizer of the potential is selected by the global game, and this selection is independent of noise distribution F .2 The connection between the potential game approach and our approach in Theorem 1 can be understood from the following relationship:3 for generic v, θi∗ = inf{θ ∈ Θ|∃a−i such that (1, a−i ) ∈ arg max P (a|θ)}. a



While the potential approach requires solving the maximization of P for each θ, which makes it challenging for comparative statics due to discreteness of a, our approach has the advantage that more precise information about the equilibrium cutoff points θi∗ is obtained using Theorem 1 and the projection algorithm. Moreover, the information coordination set, i.e., who coordinates with whom, is also directly decoded using the cutoff values, which enables us to conduct comparative statics with respect to network structure and valuations in a much simpler manner.
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Appendix: Miscoordination costs



) ), by When a single coordination set obtains the common cutoff is θ1∗ = σ −1 (−v + φ e(N |N | Proposition 2. Moreover, one can apply Proposition 2 to reconstruct Proposition 4 as the equivalent condition for a single coordination set. To show this, set C1∗ = C¯1∗ = ∅ with ¯ 2



Moreover, Ui (2001) shows that the selected equilibrium is robust in the sense of Kajii and Morris (1997). See Morris and Ui (2005), Oyama and Takahashi (2017) for further discussions. 3 Note that for generic v, the potential P has a unique maximizer.



ii



vi = v − di in Proposition 2 to obtain: |X|v −



P



i∈X



|X|



which, given −



P



i∈X



di + e(X)



≤



P



|N |v −



i∈N



di + e(N )



|N |



, ∀∅ 6= X ⊂ N,



di + e(X) = −e(X, X c ) − e(X), is equivalent to: e(X, X c ) + e(X) e(N ) ≥ , ∀∅ 6= X ⊂ N. |X| |N |



Because E = e(X) ∪ e(X c ) ∪ e(X, X c ), for this inequality to hold it must be that: e(N ) e(X c ) ≤ , ∀∅ 6= X c ⊂ N. c |X | |N | As this is true for all nonempty X c ⊂ N , we are free to drop the complement superscripts. With Proposition 4 in hand, Proposition 5 obtains.
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Appendix: Numerical solutions



The numerical solution near the limit of Example 4 solves for s∗ using fixed-point method, taking σ = −w(1 − θ)/θ: ui (a−i |θ) = vi − w



X 1−θ +φ aj . θ j∈N i



Note that θ, θ ∈ (0, 1) exist for all vi , φ > 0. All examples take w = 3 and si |θ ∼ U [θ − ν, θ + ν], or f (s) = 1/2ν for s ∈ [θ − ν, θ + ν] and zero otherwise. Moreover, we approximate si ∼ U [0, 1].4 Expected value to adopting conditional on si and π −i are then derived as follows. First: si +ν     Z si +ν 1 1 − θ 1 1 1−θ s + ν i E = dθ = (ln(θ) − θ) ln si = − 1. θ 2ν si −ν θ 2ν 2ν si − ν si −ν i’s expectation of aj conditional on si and given s†j is derived as follows. If si ≤ s†j − 2ν then E[aj |si ] = 0, if si ≥ s†j + 2ν then E[aj |si ] = 1, and otherwise: 4



Such a prior is consistent with si |θ uniform as ν → 0.



iii



E[aj |si ∈ [s†j − 2ν, s†j ]] = Eθ [r(θ, s†j ; ν)|si ∈ [s†j − 2ν, s†j ]] Z si +ν 1 = r(θ, s†j ; ν)dθ 2ν s†j −ν     1 1 † † † 2 2 = (si + ν) − (sj − ν) − (sj − ν)(si − sj + 2ν) , 4ν 2 2 h



i



= Eθ [r(θ, s†j ; ν)|si ∈ [s†j , s†j + 2ν]] Z si +ν ! Z s†j +ν 1 † = dθ r(θ, sj ; ν)dθ + 2ν s†j +ν si −ν       1 1 1 † † † † 2 2 (sj + ν) − (si − ν) − (sj − ν)(sj − si + 2ν) + (si − sj ) . = 2ν 2ν 2



E aj |si ∈



[s†j , s†j



+ 2ν]



The elements of µ∗ij and µ ¯∗ij for each i, j, provided in the proof of Proposition 11, can be derived as follows. For the elements of µ∗ij : Z



1 −1



∂ σ(s∗i − νǫi )f (ǫi )dǫi = ∂θ



Z



1 −1



1 1 −1 1 = dǫ = . i ∗ ∗ ∗2 2 2(si − νǫi ) 2ν(si − νǫi ) −1 si − ν 2



Moreover, Λ(s, s′ ; ν) gives the unit-area tent-function with peak of height 1/(2ν) at s = s′ and base length of 4ν:   0     (2ν + (s − s′ ))/(4ν 2 ) Λ(s, s′ ; ν) :=  (2ν + (s′ − s))/(4ν 2 )     0



if s ≤ s′ − 2ν if s′ − 2ν < s ≤ s′ . if s′ < s ≤ s′ + 2ν if s′ + 2ν ≤ s



We can then substitute this closed form to Λ(s, s′ ; ν) into: µ∗ii =



X 1 + φ Λ(s∗i , s∗j ; ν) 2 − ν s∗2 i j∈N i



µ∗ij



=



−φΛ(s∗i , s∗j ; ν).



iv



For µ ¯∗ij , j 6= i: µ ¯∗ij



C.1 1



= −φ



Z



∞ s∗i



Λ(si , s∗j ; ν)dsi



  1     1 − (s∗ − s∗ + 2ν)2 /(8ν 2 ) i j = −φ ∗ ∗  (sj − si + 2ν)2 /(8ν 2 )     0



if s∗i ≤ s∗j − 2ν if s∗j − 2ν < s∗i ≤ s∗j . if s∗j < s∗i ≤ s∗j + 2ν if s∗i > s∗j + 2ν



Matlab code: near the limit



f u n c t i o n [ S ] = GLOBALNET(E , V, sw , phi , nu )



2 3



4 5



%This program s o l v e s f o r t h e unique Bayesian E q u i l i b r i u m away from t h e l i m i t . %The f o l l o w i n g f u n c t i o n a l form i s used : %\ sigma ( th )=−sw(1− th ) / th .



6 7 8 9 10 11 12



%i n p u t s : %E ( nxn a d j a c e n c y matrix ) , %V ( n−v e c t o r o f v a l u e s v i ) %sw (\ sigma m u l t i p l i e r ) %p h i (\ p h i : network s c a l e ) , %nu ( i n f o r m a t i o n p r e c i s i o n ) ,



13 14 15



%o u t p u t s : %S ( c u t o f f s ) ,



16 17 18



n = l e n g t h (E) ;% number o f a g e n t s d = sum (E , 2 ) ;% v e c t o r o f d e g r e e s



19 20



s0 = 0 . 5 ;% i n i t i a l c u t o f f .



21 22



S = s0 ∗ on es ( n , 1 ) ;



23 24



%%E q u i l i b r i u m v i a f i x e d −p o i n t method v



25 26 27



err = 1; t o l=nu ∗ . 0 1 ;% f i x e d −p o i n t t o l e r a n c e . % t o l s h o u l d be no l a r g e r than 1/2 o f nu .



28 29 30 31 32 33



w h i l e e r r >t o l Slast = S; S = BR( S l a s t , E , V, sw , phi , nu , t o l ) ; e r r = sum ( abs ( S−S l a s t ) ) ; end



34 35



end



36 37 38 39



%%%%%%%%%%%%%%%%% % sub−f u n c t i o n s % %%%%%%%%%%%%%%%%%



40 41



%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%



42 43



f u n c t i o n SBR = BR( S , E , V, sw , phi , nu , t o l )



44 45



46 47 48 49 50 51



52 53



% This f u n c t i o n e s t i m a t e s t h e BR c o r r . , u s i n g g r i d s o f p r e c i s i o n prprx =.01∗ t o l ; n = l e n g t h (E) ;% number o f a g e n t s prx = t o l ∗ . 1 ; % s i g n a l −g r i d s t e p %a g e n t s ’ mv’ s f o r i =1:n S i =[nu : prx :1−nu ] ; mv( i , : ) = V( i ) − sw ∗( l o g ( ( S i+nu ) . / ( Si−nu ) ) . / ( 2 ∗ nu ) −1) + p h i ∗(E( i , : ) ∗( EXPaj ( S , Si , nu ) ) ) ; SBR( i ) = nu+( f i n d (mv( i , : ) >0 ,1) −.5) ∗ prx ; end



54 55



SBR=SBR ’ ;



56 57



end vi



58 59



%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%



60 61



f u n c t i o n Value = EXPaj ( S , Si , nu )



62 63 64



SM = repmat ( S , 1 , l e n g t h ( S i ) ) ; SiM = repmat ( Si , l e n g t h ( S ) , 1 ) ;



65 66



Value = z e r o s ( l e n g t h ( S ) , l e n g t h ( S i ) ) + ( 1 / 2 . ∗ ( ( SiM+nu ) .ˆ2 −(SM−nu ) . ˆ 2 ) −(SM−nu ) . ∗ ( SiM−SM+2∗nu ) ) /(4∗ nu ˆ 2 ) . ∗ ( SiMSM−2∗ nu ) + ( ( 1 / 2 ∗ ( (SM+nu ) .ˆ2 −(SiM−nu ) . ˆ 2 ) −(SM−nu ) . ∗ (SM−SiM+2∗nu ) ) /(2∗ nu ) +(SiM−SM) ) /(2∗ nu ) . ∗ ( SiM>SM) . ∗ ( SiMSM +2∗nu ) ;



67 68



end



69 70



%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%



71 72



f u n c t i o n v a l u e = rFUN( th , s , nu )



73 74 75 76 77 78 79 80



i f th  s+nu value = 1; end



81 82



end



83 84



%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%



85 86 87



f u n c t i o n v a l u e = Tent ( s1 , s2 , nu )



88



vii



89



v a l u e = ( 2 . ∗ nu+(s1−s2 ) ) . / ( 4 . ∗ nu ˆ 2 ) . ∗ ( s2 −2.∗nu < s1 ) . ∗ ( s1 


90 91



end



92 93 94 95



%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%



96 97 98



f u n c t i o n v a l u e = TentINT ( s1 , s2 , nu )



99 100



v a l u e = ( s1 


101 102



end



C.2 1



Matlab code: in the limit



f u n c t i o n [ Q,W] = GLOBALNET LIMIT(E , V, p h i )



2 3



%This program s o l v e s f o r unique qˆ∗ i n t h e l i m i t ( Theorem 1 ) .



4 5 6 7 8



%i n p u t s : %E ( nxn a d j a c e n c y matrix ) , %V ( nx1 v e c t o r o f v a l u e s v i ) %p h i ( network s c a l e f a c t o r )



9 10 11 12



%o u t p u t s : %Q ( c u t o f f s ) , %W ( l i m i t w e i g h t i n g matrix )



13 14 15 16



n = l e n g t h (E) ;% number o f a g e n t s T = sum (V) ; e = . 5 ∗ sum ( sum (E) ) ; viii



17



fun = @( x ) gap ( x , E , V, p h i ) ;



18 19 20



21 22 23 24



X0 = on es ( n ) ∗ . 5 ;% i n i t i a l p o i n t %o p t i o n s = o p t i m o p t i o n s ( ’ fminunc ’ , ’ MaxFunctionEvaluations ’ , 2 0 0 0 0 0 , ’ S t e p T o l e r a n c e ’ , 1 e −11 , ’ O p t i m a l i t y T o l e r a n c e ’ , 1 e −11 , ’ F u n c t i o n T o l e r a n c e ’ , 1 e −11) ; X = fmincon ( fun , X0 , [ ] , [ ] , [ ] , [ ] , z e r o s ( n ) , on es ( n ) , [ ] ) ; W = t r i u (X, 1 ) +( t r i u ( on es ( n )−X, 1 ) ) ’ ; W = E. ∗W; Q = V+p h i ∗ d i a g (E∗W’ ) ;



25 26



end



27 28 29 30 31



%%%%%%%%%%%%%%%%% % sub−f u n c t i o n s % %%%%%%%%%%%%%%%%%



32 33



f u n c t i o n v a l u e = gap (X, E , V, p h i )



34 35 36



37 38 39



n = l e n g t h (E) ; W = t r i u (X, 1 ) +( t r i u ( on es ( n )−X, 1 ) ) ’ ; %e n s u r e s w i j+w j i =1 f o r each i , j . T = sum (V) ; L = T/n∗ on es ( n , 1 ) − (V+p h i ∗ d i a g (E∗W’ ) ) ; v a l u e = L ’ ∗ L ; %E u c l i d e a n norm



40 41



end



ix
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