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Online Appendix for Dynamic Random Subjective Expected Utility Jetlir Duraj∗ June 23, 2018



The online appendix is organized as follows. In the first section we extend the results of the online appendix of [Lu ’16] by explicitly modeling the tie-breaking of the agent. In section 2 we prove properties of the induced menu preference from Definition 13 in the main body of the paper and show how the sophistication axiom ties together ex-ante and ex-post choices in our dynamic setting with Anscombe-Aumann acts and stochastic taste and beliefs. In section 3 we use the results from section 2 to give the proofs for the Evolving SEU and Gradual Learning representations (Theorems 2 and 3 in the paper). Section 4 establishes the equivalence between the Ahn-Sarver representations and the filtration-based representations. It also establishes the uniqueness for AhnSarver representations. Section 5 extends the classical option value theory to the case of subjective expected utility where both taste and beliefs can be stochastic. Section 6 extends the main result of [Ahn, Sarver ’13] to the case of subjective expected utility where both taste and beliefs can be stochastic. Section 7 comments on the case of SCF as an observable. Finally, Section 8 gathers auxiliary results for Section 4 of the paper (comparative statics).
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Random Subjective Expected Utility with separable metric space and explicit tie-breaking.



1.1



An auxiliary result



We start by stating a technical Lemma which is proven in [Frick, Iijima, Strzalecki ’17] for lotteries. We omit its proof which is a trivial adaptation of the proof of the respective Lemma in [Frick, Iijima, Strzalecki ’17]. Lemma 1 (Lemma 21 in [Frick, Iijima, Strzalecki ’17]). Fix any X 0 ⊂ X with y ∗ ∈ X 0 . For any collection S of sets denote U(S) the collection of all finite unions of elements of S. (i). If E ∈ N (X 0 ) (resp. E ∈ N + (X 0 )), then E c ∈ U(N + (X 0 )) (resp. E c ∈ U(N (X 0 ))). (ii). U(N (X 0 )) and U(N + (X 0 )) are π−systems (i.e. closed under intersection). (iii). F(X 0 ) is the collection of all E such that E = ∪l∈L Ml ∩ Nl for some finite index set L and Ml ∈ N (X 0 ), Nl ∈ N + (X 0 ) for each l ∈ L. (iv). F(X 0 ) is the collection of all E for which there exists a finite Y ⊂ X 0 with y ∗ ∈ Y and E Y ∈ F(Y ) such that E = E Y × RX\Y .



1.2



Axioms



In this section ρ will denote a SCF, i.e. objective states are unobservable for the analyst. First the definition of the representation we are after in this section. Definition 1. 1) A measure µ on ∆(S) × RX (endowed with product of Borel sigmaAlgebras) is regular if q · u(f ) = q · u(g) with µ−measure 0. 2) The SCF ρ has a R-SEU representation if there exists a regular (finitely additive or sigma-additive as required per context) probability measure µ such that for all f ∈ F and A ∈ A we have  ρ(f, A) = µ (q, u) ∈ ∆(S) × RX : q · u(f ) ≥ q · u(g), ∀g ∈ A . Whether X is finite or not, unless otherwise stated, we will look at the following (by now) classical axioms on the SCF ρ. • Axiom 1: Monotonicity • Axiom 2: Linearity and λ ∈ (0, 1).



ρ(f, A) ≥ ρ(f, B) for A ⊂ B.



ρ(λf +(1−λ)g, λA+(1−λ){g}) = ρ(f, A) for any A ∈ A, g ∈ F



• Axiom 3: Extremeness



ρ(ext(A), A) = 1 for all A ∈ A.1



• Axiom 4: (Mixture) Continuity any A, A0 ∈ A.



ρ(·, αA + (1 − α)A0 ) is continuous in α ∈ [0, 1] for



• Axiom 5: State Independence (see below) 1



Note that F has a mixture structure in the usual way. In particular, one can form conv(A), the convex hull of A for any menu A. Then ext(A) is identified with the set of extreme points of conv(A).
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1.3



Lu’s Theorem with explicit tie-breaking and finite prize space.



In this section X, S are finite sets. We want to prove a version of Theorem S.1 with explicit tie-breaking. The latter is assumed away in [Lu ’16]. Note that since X, S finite, all acts are vectors in R|X||S| , a euclidean space with the canonical finite orthonormal basis (w1 , . . . , wm ), m = |S||X|. Lemma 2. If ρ satisfies Monotonicity, Linearity, Extremeness and Mixture Continuity then there exists a regular2 finitely additive measure ν over the set ∆f (U ) ⊂ Rm of normalized Bernoulli utility functions (equipped with the Borel sigma-Algebra), such that ρ(f, A) = ν(w ∈ ∆f (U ) : w · f ≥ w · g, g ∈ A). Proof. Let W be the affine hull of F in R|X||S| with dimension m and consider ∆ be the probability simplex in W as well as {w1 , . . . , wm } an orthonormal basis of W . Consider the mapping T : F→∆ given by # " 1 X 1 wj ) + T (f )i = λ f · (wi − m j m Note that f · wi is a number in [0, 1], by definition of acts. Also, for all λ > 0 small enough we have T (f ) ≥ 0 and by definition also T (f ) ∈ ∆. Note that this transformation preserves Linearity (and thus also Extremeness), Monotonicity and Mixture Continuity. It is also easy to check that we can do the same construction as in [Lu ’16]: for each finite set D ⊂ ∆ there is a p∗ ∈ ∆ and a ∈ (0, 1) such that aD + (1 − a){p∗ } ⊂ im(T ). Thus we can define a SCF τ on ∆ by τ (p, D) = ρ(f, A) where T (A) = aD + (1 − a){p∗ } and T (f ) = ap + (1 − a){p∗ }. Linearity ensures that the construction is well-defined, i.e. independent of the pair (a, p∗ ). Axioms of Theorem 2 in [Gul, Pesendorfer ’06] are satisfied, so that there exists a regular, finitely additive probability measure ν¯ over the set U of normalized Bernoulli utility functions3 such that ρ(f, A) = τ (p, D) = ν¯ (v ∈ U : v · T (f ) ≥ v · T (g), g ∈ A) where T (A) = aD + (1 − a){p∗ } and T (f ) = ap + (1 − a){p∗ }. Now note that by linearity of T this can be easily written as ρ(f, A) = ν¯ (v ∈ U : v · f ≥ v · g, g ∈ A) .



Note that by the fact that ν found in Lemma 2 is regular, we don’t need an axiom as Non-degeneracy for states (as [Lu ’16] does) as there always exists non-degenerate states because of regularity of the measure. 2



Regular in the sense of Definition of page 125 in [Gul, Pesendorfer ’06]. U contains utilities u ∈ RX so that for some fixed y ∗ ∈ X all u ∈ U satisfy u(y ∗ ) = 0. This normalization makes u ≈ 0 the unique constant Bernoulli utility in U . 3
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Note also, that Lemma 2 has given us state-dependent utilities of the form u(s, x), s ∈ S, x ∈ X. I.e. we already have a State-dependent EU representation. Adding StateIndependence as in Lu and strengthening Mixture Continuity to Continuity allows to prove that ν¯ puts probability one on u(s, ·) ≈ u(s1 , ·), s ∈ S. For this, we first restate State-Independence as in Lu. Call a menu A constant if it contains only constant acts. Given a menu A and a state s ∈ S let A(s) = {f (s) : f ∈ A} be the constant menu which is the s-section of A. Axiom: State Independence Suppose f (s1 ) = f (s2 ), A1 (s1 ) = A2 (s2 ) and Ai (s) = {f (s)}, s 6= si , i = 1, 2. Then ρ(f, A1 ) = ρ(f, A1 ∪ A2 ). This is the same axiom as in [Lu ’16] and it has the same interpretation: if an act offers the same lottery in s1 , s2 and the menus A1 , A2 contain the same lotteries in the aggregate and they coincide with f outside of s1 , s2 then whether f is chosen or not shouldn’t be influenced by what gets realized in states different from s1 , s2 . Moreover, the proof of the following Lemma does need Continuity, since it uses sigmaadditivity of ν¯ from Lemma 2.4 Lemma 3. Let ρ satisfy Monotonicity, Continuity, Extremeness, and Linearity. Then ρ has a R-SEU representation if State Independence is satisfied. Proof. The proof is already contained in the pgs. 8-11 of the Supplementary Appendix of [Lu ’16]. One just has to note that a non-null state exists by Lemma 2 because the measure ν¯ constructed there is regular. Thus, if all states would be null, then only ties would be possible and this would lead to a contradiction.5 Given sigma-additivity of ν¯ from Lemma 2 the proof that State Independence, together with Lemma 2 gives a R-SEU representation follows word-for-word the proof in [Lu ’16], except that now regularity of the induced ν¯ over the Borel sigma-Algebra of U doesn’t need to be shown. Lu’s proof gives a measure µ on ∆(S) × RX induced by ν¯ and so that the representation holds:  ρ(f, A) = µ (q, u) ∈ ∆(S) × RX : q · u(f ) ≥ q · u(g), ∀g ∈ A ,



f ∈ F, A ∈ A.



One checks directly through the string of equalities in pg. 10 of the Supplementary Appendix of [Lu ’16], that if µ allows ties then so does ν¯. This would be a contradiction, so that µ is also regular. This Lemma gives one direction of our version of Lu’s Theorem, (modulo the Finiteness). Before completing the proof of Lu’s Theorem with tiebreakers we need to modify technically some parts of [Frick, Iijima, Strzalecki ’17]. Consider measures defined on the sigma-Algebra F generated by sets of the type N (A, f ), N + (A, f ) for A ∈ A, f ∈ F. 4



In the presence of (the stronger axiom) Continuity, ν¯ is sigma-additive (this is Theorem 3 in [Gul, Pesendorfer ’06]). 5 Also note: one doesn’t need to prove regularity as in the proof of [Lu ’16] since it’s given by Lemma 2.
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The support of a finitely additive measure over F is supp(ν) = (∪{V ∈ F : V is open and ν(V ) = 0})c . Note that here the openness is w.r.t. the Borel-sigma Algebra on ∆(X) × RX . For future purpose note that the following Lemma doesn’t depend on the cardinality of X as long as it is a separable metric space (in particular it is true if X is finite). Lemma 4 (Lemma 22 in [Frick, Iijima, Strzalecki ’17]). Let ν be a regular finitely-additive probability measure on F and suppose that (N (A, f ) \ ∆(S) × {0})∩supp(ν) = ∅ for some A ∈ A, f ∈ A, where 0 denotes the unique constant utility in U . Then ν(N + (A, f )) = ν(N (A, f )) = 0. Proof. The proof follows the same lines as Lemma 22 in [Frick, Iijima, Strzalecki ’17], except that now we write (N (A, f ) \ ∆(S) × {0}) instead of (N (A, p) \ {0}), we replace [−1, −1]X with ∆(S) × [−1, −1]X . The latter is again compact by Tychonoff’s Theorem and the finiteness of S. We also look at an element (q, u∗ ) ∈ (N (A, f ) \ ∆(S) × {0}) instead of u∗ ∈ N (A, p) and use that N (A, f ) is closed under scaling of the second component u. Other than that the proof follows the same logic as in [Frick, Iijima, Strzalecki ’17]. We use Finiteness to see that Lemma 18 in [Frick, Iijima, Strzalecki ’17] holds true in our setting as well. Note that it holds whether X is finite or not, as long as X is a separable metric space. Lemma 5. 1) Let ρ have a R-SEU representation with a regular probability measure µ and satisfy Finiteness with some natural number K. Let P ref (F) denote the set of all SEU preferences over F. Then |{ ∈ P ref (F) :  is represented by some (q, u) ∈ (supp(µ) \ ∆(S) × {0})}| ∈ {1, . . . , K}. 2) Let ρ have a R-SEU representation with a regular probability measure µ over ∆(S)× RX such that it has finite support of size K 0 . Then ρ satisfies Finiteness with K = K 0 . Proof. 1) We start first with showing that there can’t be more than K elements in the support. This is the same argument as in [Frick, Iijima, Strzalecki ’17] (proof by contradiction), except that now we use the separation property for AA-acts (Lemma 1 in main body of paper). The proof that there is at least one non-constant SEU preference in supp(µ) is again very similar to [Frick, Iijima, Strzalecki ’17] (proof by contradiction), only that now we invoke Lemma 4 instead, to arrive at a contradiction. 2) Let K = K 0 and consider any A ∈ A. For each equivalence class (which we represent with only one element) (q, u) ∈ supp(µ) pick a fq,u ∈ M (A; q, u) and take B = {fq,u : (q, u) ∈ supp(µ)} and note that |B| ≤ K 0 . Consider the case B ⊂ A strictly (the case B = A being trivial). Pick a f ∈ B \ A. Take Y ⊂ X large but finite so that all preferences in supp(µ) are non-constant when restricted to F(Y ), the set of acts g where for each state s ∈ S we have g(s) ∈ ∆(Y ). For each (q, u) in supp(µ) let δyu ∈ arg maxδy :y∈Y u(δy ). Denote h the constant act which yields for each s ∈ S the uniform lottery over Y . Following the similar argument in [Frick, Iijima, Strzalecki ’17] define h(u) the constant act giving h(u)(s) = δyu for all B + n1 {h(u) : (q, u) ∈ supp(µ)}. Finally, define also s ∈ S and from that B n = n−1 n 5



fn = n−1 f + n1 h. Clearly, B n →m B and fn →m f and for all n large enough and all n (q, u) ∈ supp(µ) we have q · u( n−1 fq,u + n1 h(u)) > q · u(fn ). It follows that for all large n n n ρ(fn , {fn } ∪ B ) = 0. This proves Finiteness. Note that the fact that there is a non-constant SEU (q, u) in the support of µ above only used the regularity of µ. We now show the other direction for our version of Lu’s theorem. Lemma 6. Suppose that ρ has a R-SEU representation with a regular, sigma-additive probability measure µ. Then ρ satisfies Monotonicity, Linearity, Extremeness, State Independence and Continuity. Proof. Linearity, Extremeness, Monotonicity are trivial to check. Regularity of µ means that u in the SEU representations (q, u) is non-constant (nonzero with our normalization) with µ-positive probability. This means that there are no null states s ∈ S. From here one checks that State Independence holds in the same way as in the Supplementary Appendix of [Lu ’16]. The proof of Continuity holds word for word as in [Lu ’16]. By combining the above Lemmata we have proven overall for the case of finite X the following Proposition. Proposition 1 (Lu’s Theorem with Explicit Tie-breaking.). Let X be finite. The following are equivalent for a SCF ρ. A. ρ satisfies Monotonicity, Linearity, Extremeness, Continuity, State Independence and Finiteness. B. ρ has a R-SEU representation with a sigma-additive and regular probability measure on ∆(S) × RX (equipped with the sigma-Algebra F). Moreover, ρ satisfies Finiteness if and only if the support of µ is finite.



1.4



Lu’s Theorem with explicit tie-breaking and general prize space



Similar to [Frick, Iijima, Strzalecki ’17], we use an increasing sequence of finite sets to define the sigma-additive probability measures µY where the prize space for the acts is restricted to some finite Y ⊂ X. By virtue of being on finitely-dimensional euclidean spaces these measures are automatically inner regular as required by the Kolmogorov extension theorem for sigma-additive probability measures. Kolmogorov consistency of the measures µY , Y ⊂ X, finite is proven the same way as in Claim 4 of F.2.2. in [Frick, Iijima, Strzalecki ’17]. Regularity is again proven as there since we are looking at acts with simple lotteries (it is the fact that only finitely many prizes can occur with acts of a menu that is crucial). Part 2) of Lemma 5 applies here again to give that µ has finite support. It is then immediate with the same logic as in [Frick, Iijima, Strzalecki ’17] that Proposition 1 remains true for general separable, metric space X. A last comment about Continuity. Here we ask for full Continuity (as opposed to Mixture Continuity or to Continuity axiom in the supplementary Appendix of [Frick, Iijima, Strzalecki ’17]6 ). 6



See Axiom 11 there. That axiom only ensures that the Bernoulli utilities are continuous but allows for tie-breakers which are not sigma-additive.
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With the same methods as in [Gul, Pesendorfer ’06] full Continuity in our setting is tantamount under Finiteness to continuity of all SEUs (q, u) and sigma-additivity of the respective tie-breakers τq,u . 1.4.1



Ahn, Sarver-like representation for Lu’s Theorem



Assume for this subsection the version of Proposition 1 for a general separable metric space X. We first note for future use that {(p, w) ∈ ∆(S) × RX : f ∈ M (M (A; u, q); w, p)} = N (M (A; u, q); w, p) ∈ F.



We also note the following helpful Lemma, which corresponds to Lemma 23 in [Frick, Iijima, Strzalecki ’1 Lemma 7. Suppose µ is a regular and finitely-additive probability measure on F and (supp(µ) \ ∆(S) × {0}) = [(q, u)] for some (q, u) ∈ ∆(S) × RX . Then for any A ∈ A and f ∈ A we have µ(N (A, f )) = µ(N (M (A, (q, u)), f )). Proof. It’s the same as Lemma 23 in [Frick, Iijima, Strzalecki ’17], only that now we have to replace {0} with ∆(S) × {0}, and use Lemma 4 instead. Then one can construct the AS-representation as in [Frick, Iijima, Strzalecki ’17]: take {(qi , ui ) ∈ (supp(µ) \ ∆(S) × {0}) , i = 1, . . . , L}, use Lemma 1 in main body of paper to construct a separating menu {fq,u : (q, u) ∈ supp(µ)}. Here we have abused notation by identifying a preference from supp(µ) with a chosen representation (q, u) from the equivalence class of representations. For the sake of concreteness we pick (q, u) such that u ∈ U in the following. One can then define the open sets Bq,u = N + (A, fq,u ) ∈ F. It holds µ(Bq,u ) > 0 for each representative (q, u) from supp(µ). One can then prove just as in [Frick, Iijima, Strzalecki ’17] that µ(∪[(q,u)]∈supp(µ) Bq,u ) = 1.7 This allows to define τq,u (V ) =



µ(V ∩ Bq,u ) , µ(Bq,u )



µ(q, u) := µ(Bq,u ),



∀(q, u) ∈ supp(µ).



All of the τq,u are regular probability measures over ∆(S) × RX equipped with sigmaAlgebra F. One can now prove the pendant of Lemma 20 in [Frick, Iijima, Strzalecki ’17]. Lemma 8. Let ρ have a R-SEU representation with a regular µ over F and satisfy Finiteness. For each [(q, u)] ∈ supp(µ), A ∈ A and f ∈ A we have X  µ(N (A, f )) = µ(q, u)τq,u {(p, w) ∈ ∆(S) × RX : f ∈ M (M (A; u, q); w, p)} . [(q,u)]∈supp(µ)



(1) 7



This is Lemma 19 in [Frick, Iijima, Strzalecki ’17]. Note that it implies that any positive probability on a trivial SEU representation (q, 0) is already included in the tie-breaking procedure of the agent. In [Lu ’16] the case of constant u is assumed away explicitly through an Axiom (Non-Degeneracy) and because ties are per definition not observable in his model, a constant u would make for a trivial R-SEU overall, so has to be excluded. In [Frick, Iijima, Strzalecki ’17] the axioms and thus the representation allow for constant u. The collection of other axioms (in particular Extremeness) and the fact that one is using SCF implies a tie-breaking procedure for the agent where ‘ties’ occur with probability zero.
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Proof. One shows that supp(τq,u \∆(S)×{0}) = [(q, u)]. Similar to the proof of Lemma 20 in [Frick, Iijima, Strzalecki ’17] this uses Lemma 1 here and the fact that Bq,u ∩ Bq0 ,u0 = ∅ for two non-trivial SEU preferences whenever (q, u) 6≈ (q 0 , u0 ), as well as the fact that sets from F of the type N (A, f ), N + (A, f ) are closed under positive affine transformations of their second component. Just as in [Frick, Iijima, Strzalecki ’17] the proof is closed by showing precisely (1) through the use of Lemma 7 and the fact that µ(∪[(q,u)]∈supp(µ) Bq,u ) = 1. We now define the Ahn-Sarver type of representation. Definition 2. Let ρ be a SCF for acts in F over ∆(X) where X is a separable metric space and S, the set of objective states is finite. We say that ρ admits an AS-version R-SEU representation if there is a triple (SubS, µ, {((q, u), τq,u ) : (q, u) ∈ SubS}) such that A. SubS is a finite subjective state space of distinct, continuous and non-constant SEUs and µ is a full support probability measure on SubS. B. For each (q, u) ∈ SubS the tie-breaking rule τq,u is a regular sigma-additive probability measure on ∆(S) × U endowed with the respective Borel sigma-Algebra.8 C. For all f ∈ F and A ∈ A we have ρ(f, A) =



X



µ(q, u)τq,u (f, A),



(q,u)∈SubS



where τq,u (f, A) := τq,u ({(p, w) ∈ ∆(S) × U : f ∈ M (M (A; u, q); w, p)}). We finally arrive at the version of the Theorem of Lu we use in the proofs. Theorem 1 (Lu’s Theorem with general prize space and in the AS-version). The SCF ρ on A admits an AS-version R-SEU representation if and only if it satisfies A. Monotonicity B. Linearity C. Extremeness D. Continuity E. State Independence F. Finiteness. 8



∆(S) × U is endowed with Borel sigma-Algebras. The space of once-normalized Bernoulli utilities U is defined in footnote 3 .
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Proof. Sufficiency. Assume that the Axioms are satisfied. Then Proposition 1 in the case of X separable, metric (see discussion at the start of this sub-sub-section up including Lemma 8) gives us a regular probability measure µ over F which implies a RSEU representation of ρ. Due to Finiteness µ has finite support (Lemma 5). Lemma 8 gives us the candidate for the AS-R-SEU representation: SubS = {(q, u) : [(q, u)] ∈ supp(µ) \ (∆(S) × {0})}, µ and also τq,u . By construction all distinct (q, u) represent distinct SEU preferences and µ is full support (recall that µ(∪[(q,u)]∈supp(µ) Bq,u ) = 1). Each τq,u is a regular sigma-additive probability measure on ∆(S) × U endowed with the sigma-Algebra F. Necessity. Suppose that we have the AS-version R-SEU representation (SubS, µ, {((q, u), τq,u ) : (q, u) ∈ SubS}). Fix some finite Y ⊂ X with y ∗ ∈ Y and look at (SubS, µ, {((q, u|Y ), τq,u|Y ) : (q, u|Y ) ∈ SubS}). Note that by τq,u|Y we mean τq,u|Y (B) = τq,u (B × RX\Y ). This is an AS-version R-SEU representation of ρY , as one can easily check.9 Arguments from the proof of Proposition 1 for the finite set of prizes Y give that ρY satisfies Linearity, Monotonicity, Extremeness and State-Independence. Since the menus are finite and the lotteries simple, one can use the latter fact to easily see that ρ satisfies Linearity, Monotonicity, Extremeness and State-Independence. By choosing Y ⊂ X finite but large enough, it follows from Proposition 1 and the application of Lemma 5 that Finiteness is satisfied. We now establish uniqueness of the AS-version REU-representation. Proposition 2. The AS-version REU-representation for a SCF ρ is essentially unique in the sense that for each two representations the only degree of freedom is positive affine transformations of the Bernoulli utilities of the SEUs in the support of the measures. Proof. Assume that there are two representations for ρ, i.e. there are two finite sets of SEU-s SubSi , i = 1, 2 with normalized Bernoulli utilities in U, measures µi , i = 1, 2 over resp. SubSi and regular tiebreakers τqi ,ui so that for all f ∈ A, A ∈ A we have ρ(f, A) =



X



µ1 (q1 , u1 )τq11 ,u1 (f, A) =



(q1 ,u1 )∈SubS1



X



µ2 (q2 , u2 )τq22 ,u2 (f, A).



(q2 ,u2 )∈SubS2



W.l.o.g. we can assume that SubSi is the support of the respective probability measure µi . Step 1: SubS1 = SubS2 . Assume this is not the case and assume w.l.o.g. that SubS1 contains some (q1 , u1 ) 6∈ SubS2 . Consider then the set of SEU-s {(q1 , u1 )}∪SubS2 , all distinct and pick a separating menu for it according to Lemma 1 in main body of paper. Denote this menu by A = {f (q, u) : (q, u) ∈ {(q1 , u1 )} ∪ SubS2 }. Then note that by the second representation we have ρ(f (q1 , u1 ), A) = 0 but by the first ρ(f (q1 , u1 ), A) > 0. This is a contradiction. Step 2: µ1 = µ2 . By taking the same menu as in Step 1. we get from the representations that ρ(f (q, u), A) = µi (q, u)τq,u (f (q, u), A) = µi (q, u), 9 Y



ρ



is simply ρ restricted to menus of acts from F(Y ).
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(q, u) ∈ SubS, i = 1, 2.



1 2 Step 3: τq,u = τq,u for all (q, u) ∈ SubS. Fix a (q, u) ∈ SubS. Take an arbitrary g ∈ F with g ∈ B, B ∈ A and the separating menu A as in the first two steps. Consider the menu C(α) = (A\{f (q, u)})∪(αB +(1−α){f (q, u)}). We have first that for all α ∈ (0, 1) small enough it holds i (αB + (1 − α)f (q, u), C(α)). ρ(αB + (1 − α)f (q, u), C(α)) = µ(q, u)τq,u



In particular, it follows for all these small enough α and the definition of the tie-breakers that i i τq,u (αg + (1 − α)f (q, u), C(α)) = τq,u (αg + (1 − α)f (q, u), αB + (1 − α){f (q, u)}) i = τq,u (g, B). 1 2 This calculation is the same for both i = 1, 2 so that overall it follows τq,u = τq,u .



Remark 1. Note that Theorem 4 in [Frick, Iijima, Strzalecki ’17], i.e. the case of R-SEU is included in Theorem 1; just take S = {s}. Finally, we note down a simple auxiliary Proposition. Proposition 3. Suppose the SCF ζ satisfies all the properties of Theorem 1. Then for all SEUs (q, u) it holds true (up to positive affine transformations of u) (q, u) ∈ supp(µ)



⇐⇒



∀A ∈ A, f ∈ A if (q, u) ∈ N (A, f ) and ρ(f, A) = 0, then there exists (fn , An )→(f, A)10 with ρ(fn , An ) > 0.



Proof of Proposition 3. Suppose that (q, u) 6∈ supp(µ) and take a separating menu A¯ for {(q, u)} ∪ supp(µ). It follows then from the representation in Theorem 1 that ¯ = 0 and that this remains true in a neighborhood of the decision problem ρ(f (q, u), A) (f, A), where neighborhoods are taken w.r.t. the Hausdorff norm. Suppose now that (q, u) ∈ supp(µ), ρ(f, A) = 0 despite (q, u) ∈ N (A, f ). Given the representation in Theorem 1 we know that τq,u (f, A) = 0 and that there must exist some g ∈ N (A, f ), g 6= f . Denote N (f ) = {g ∈ A : g ∈ N (A, f ), g 6= f }. Take a separating menu A¯ for supp(µ). If there exists some other supp(µ) 3 (q 0 , u0 ) 6= (q, u) set f 0 = f (q 0 , u0 ). If not, pick some (q 0 , u0 ) 6= (q, u) and some f 0 such that {f (q, u), f 0 } separate the two SEUs. Look at An = {fn = n1 f (q, u) + (1 − n1 )f } ∪ A \ N (f ) ∪ { n1 f 0 + (1 − n1 )g : g ∈ N (f )}. Clearly τq,u (h, An ) = 1 if and only if h = fn and otherwise it is zero for h ∈ An , h 6= fn . It follows ρ(fn , An ) > 0 for all n.



2



From Stochastic Choice to Menu Preference



Given the representations, ht from Definition Definition 13 in main body of paper is a revealed preference adapted to the information contained in πqu (θt ) from the θt which is realized for the agent at period t. In particular, for the preference θt we define through part (iii) of Lemma 9 below it holds that θt = θt0 whenever πqu (θ) = πqu (θ0 ). Let ∼ht , ht denote the symmetric and asymmetric components of ht . Note that ht is potentially incomplete. 10



Lemma 9. 11 Suppose that ρ admits a DR-SEU representation. Consider any t ≤ T − 1, ht = (A0 , f0 , s0 ; . . . ; At , ft , st ) ∈ Ht and gt , rt ∈ Ft . (i) If gt ht rt then qt · ut (gt ) ≥ qt · ut (rt ) for all θt = (qt , ut , st ) ∈ Θt consistent with ht . (ii) Suppose there exists g, b ∈ ∆(Xt ) with πu (θt )(g) > πu (θt )(rt ) for all θt consistent with ht . If πq (θt ) · πu (θt )(gt ) ≥ πq (θt ) · πu (θt )(rt ) for all θt consistent with ht then gt ht rt . (iii) If ht is a separating history for θt , then gt ht rt if and only if πq (θt ) · πu (θt )(gt ) ≥ πq (θt ) · πu (θt )(rt ). Proof. (i) We prove the contrapositive. Assume thus that there is θt consistent with ht so that qt · πu (θt ) · πq (θt )(gt ) < πu (θt ) · πq (θt )(rt ). Consistency of θt with ht implies Qt θk−1 (θk )τπqu (θk ) (fk , Ak ) > 0 for pred(θt ) = (θ0 , . . . , θt−1 ). We also have from the ask=0 ψk sumption that for any gtn →m gt , rtn →m rt for all large enough n it holds πu (θt ) · πq (θt )(gtn ) < πu (θt ) · πq (θt )(rtn ). It then follows by linearity that for all n large enough we have τπqu (θk ) ( 12 fk + 12 rtn , 12 Ak + 12 {gtn , rtn }) ≥ τπqu (θk ) (fk , Ak ) > 0. Thus by Lemma Lemma 4 in the appendix of the main body of the paper we have ρt ( 12 fk + 12 rtn , 21 Ak + 12 {gtn , rtn }, st |ht−1 ) > 0 for all large n. By definition and since the perturbation sequences {gtn , rtn } were arbitrary we have gt 6= ht rt . (ii) Let Θt (ht ) be the set of θt consistent with ht and suppose that πq (θt ) · πu (θt )(gt ) ≥ n n 1 1 πq (θt ) · πu (θt )(rt ) for all θt ∈ Θt (ht ). Pick then gtn = n+1 gt + n+1 δg and rtn = n+1 rt + n+1 δb n m n m n n for all n. Obviously, gt → gt and rt → rt and also πq (θt ) · πu (θt )(gt ) ≥ πq (θt ) · πu (θt )(rt ) for all θt ∈ Θt (ht ). Consider any (θ00 , . . . , θt0 ). Then either θt0 ∈ Θt (ht ) or it holds θt0 6∈ Θt (ht ). In the former case τπqu (θk ) ( 21 fk + 12 rtn , 21 Ak + 21 {gtn , rtn }) = 0 for all n, which implies t−1 Y



1 1 1 1 θ0 θ0 ψkk−1 (θk0 )τπqu (θk ) (fk , Ak ) · ψt t−1 (θt0 )τπqu (θt0 ) ( ft + rtn , Ak + {rtn , gtn }) = 0. 2 2 2 2 k=0 In the case θt0 6∈ Θt (ht ) it holds t−1 Y



1 1 1 1 θ0 θ0 ψkk−1 (θk0 )τπqu (θk ) (fk , Ak ) · ψt t−1 (θt0 )τπqu (θt0 ) ( ft + rtn , At + {rtn , gtn }) = 0. 2 2 2 2 k=0 This is because t−1 Y



θ0



θ0



ψkk−1 (θk0 )τπqu (θk ) (fk , Ak ) · ψt t−1 (θt0 )τπqu (θt0 ) (ft , At ) = 0.



k=0



In both cases it follows by Lemma Lemma 4 in the appendix of the main body of the paper that ρt ( 21 ft + 12 rtn , 12 ft + 12 {rtn , gtn }|ht−1 ) = 0 for all n, that is also gt ht rt . (iii) Let ht be a separating history for θt (note that it exists by Lemma Lemma 7 from the appendix of the main paper). One direction is covered by (i). For the other direction note that since πu (θt ) is non-constant (by DR-SEU 2) there exists b, g ∈ ∆(Xt ) satisfying the conditions of (ii). Since θt is the only state consistent with ht (due to Lemma 2 in the appendix of the main paper), (ii) implies the other direction. 11



This is the pendant of Lemma 5 in [Frick, Iijima, Strzalecki ’17] in our setting.
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Definition Definition 13 in main body of paper allows to define a menu preference adapted to the filtration of the θt -s. For this, we use Separability for the preference ht . Fix a state θt and a separating history ht for θt . While there will be many separating histories for θt we can see from (iii) in Lemma 9 that if we define θt as the preference over Ft equal to ht for an ht as in (iii) of Lemma 9, θt is well-defined, i.e. it doesn’t depend on the choice of the separating history. Lemma 10. For any θt ∈ Θt there exists functions vθt : Z→R and Vtθt : At+1 →R such that A. πu (θt )(δ(z,A) ) = vθt (z) + Vtθt (A) whenever Separability holds. B. Vtθt is continuous whenever θt is continuous. C. Vtθt is monotonic w.r.t. set inclusion whenever θt satisfies δz,A θt δz,B for all z ∈ Z and B ⊂ A, A ∈ At+1 (Monotonicity/Option Value). D. Vtθt is linear, i.e. Vtθt (αAt+1 + (1 − α)A0t+1 ) = αVtθt (At+1 ) + (1 − α)Vtθt (A0t+1 ) for all At+1 , A0t+1 ∈ At+1 , α ∈ (0, 1), whenever Indifference to Timing holds. 0 0 ) > ∈ At+1 such that for all θt ∈ Θt we have Vtθt (Ct+1 E. There exists Ct+1 , Ct+1 θt Vt (Ct+1 ), whenever Menu-Non-degeneracy holds.



F. Vtθt has a DLR-SEU representation as in Definition 6 whenever θt additionally satisfies Weak Dominance. Proof. 1. Due to Separability we have for two constant acts 21 δz,A + 12 δx,B ∼θt 12 δx,A + 12 δz,B whenever x, z ∈ Z and A, B ∈ At+1 (ht+ ). By using (iii) of Lemma 9 this implies for ut = πu (θt ) that ut (z, A) + ut (x, B) = ut (x, A) + ut (z, B). Define vθt (z) = ut (z, B)−ut (x, B) and Vtθt (A) = ut (x, A). This gives the required identity in the statement. 2. If θt is continuous, then so is obviously the Bernoulli utility function ut . This implies the result. 3. Is also obvious from 1. 4. Indifference to Timing together with part (iii) in Lemma 9 and part 1. here imply this part with the same arguments as in [Frick, Iijima, Strzalecki ’17].12 5. Just as in [Frick, Iijima, Strzalecki ’17] take for each θt a separating history ht−1 (θt ) and then menus A0t+1 (θt ) and At+1 (θt ) with Vtθt (A0t+1 (θt )) > V θt (At+1 (θt )), for all θt ∈ Θt .  0 0 Take now just as in [Frick, Iijima, Strzalecki ’17]: C = ∪ A (θ ) ∪ A (θ and θ ∈Θ t t+1 t t t t+1 t+1 P 1 Ct+1 = |Θt | θt ∈Θt At+1 (θt ). Again, due to 3. and 4. above the result follows. 6. Follows directly from the previous points and Theorem 2. In the following we assume that θt satisfies all properties of Lemma 10. 12



Recall that in this subsection we assume that we have a DR-SEU representation.
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Corollary 1. Let the conditions of Lemmas 9 and 10 be satisfied. Fix any t ≤ T − 1 and ht ∈ Ht . Then gt ht rt if and only if qt · ut (gt ) ≥ qt · ut (rt ) for all θt = (qt , ut , st ) ∈ Θt consistent with ht . 0 Proof. One direction is just part (i) of Lemma 9. For the other direction let Ct+1 , Ct+1 as in 5. of Lemma 10. Pick any z ∈ Z and let the constant acts gt+1 , bt+1 which give in 0 each objective state the continuation menus Ct+1 , respectively Ct+1 . By the separability properties of Lemma 10 we get πq,u (θt )(gt+1 ) > πq,u (θt )(bt+1 ) for all θt ∈ Θt . Hence the other direction follows from part (ii) of Lemma 9.



Part 1. of Lemma 10 allows to define a menu preference from θt , if Separability holds. Definition 3. Fix a zt ∈ Z. Take a θt and define an ex-post menu preference θt over At+1 by 13 At+1 θt Bt+1 , if (zt , At+1 )θt (zt , Bt+1 ). This works because of part 1. in Lemma 10 and part (iii) in Lemma 9. Given Lemma 10 we have that θt is represented by Vtθt . Axiom: Finiteness of Menu preference For  a menu preference over A, set of menus based on some set of prizes X say that it satisfies Finiteness if there exists K ∈ N such that for menu A there exists B ⊂ A with |B| ≤ K and so that B ∼ A. The next Lemma shows that θt satisfies Finiteness for menu preferences if there is a DR-SEU representation. Lemma 11. 14 Assume that the menu preference θt satisfies the properties of Lemmas 10 and 12. For each θt ∈ Θt there is K := K(θt ) such that θt satisfies Finiteness with K. θt Proof. Fix a separating history ht for θt . Let SEUt+1 (θt ) = πqu (supp(ψt+1 )). By DRSEU 1 K := |SEUt+1 (θt )| < ∞. We show that this K works for θt . Case 1. First consider the case At+1 ∈ A∗t+1 (ht ) i.e. a menu without ties occuring with positive probability after ht . By Lemma 5 in the appendix of the main paper we have for each (qt+1 , ut+1 ) ∈ SEUt+1 (θt ) that |M (At+1 ; qt+1 , ut+1 )| = 1. Let Bt+1 = ∪(qt+1 ,ut+1 )∈SEUt+1 (θt ) M (At+1 ; qt+1 , ut+1 ). Then |Bt+1 | ≤ K and Bt+1 ⊂ At+1 . It follows t that ρθt+1 (At+1 \Bt+1 , At+1 , st+1 ) = 0 for all st+1 ∈ St+1 . Lemma 12 shows that Vtθt (At+1 ) = Vtθt (Bt+1 ). Case 2. Now take any At+1 6∈ A∗t+1 (ht ). By Lemma 5 in the appendix of the main paper there exists a sequence Ant+1 →At+1 such that At+1 ∈ A∗t+1 (ht ). n n n By Case 1 there exists then Bt+1 ⊂ Ant+1 with |Bt+1 | ≤ K and so that Bt+1 ∼ht Ant+1 . n Since |Bt+1 | ≤ K and restricting to a subsequence if necessary we can assume w.l.o.g. that n m Bt+1 → Bt+1 for some Bt+1 ⊂ At+1 . Continuity of θt implies then that Bt+1 ∼θt At+1 . But note that Bt+1 can’t have more than K elements. Part 1. of Lemma 10 now implies Vtθt (At+1 ) = Vtθt (Bt+1 ). 13



Here we abuse some notation in that in the future in the proof of the Evolving-SEU representation we will use θt to denote revealed preference derived from ρ as in Definition Definition 13 in main body of paper. This shouldn’t lead to confusion as it is clear from the context each time which preference is meant. 14 This corresponds to Lemma 18 in [Frick, Iijima, Strzalecki ’17].



13



2.1



Sophistication as in Ahn-Sarver EMA 2013



Lemma 12. 15 For any θt ∈ Θt , separating history ht for θt and At+1 ⊂ A0t+1 ∈ At+1 (ht ), the following are equivalent: t (A0t+1 \ At+1 ; A0t+1 , st+1 ) > 0 for some st+1 ∈ St+1 . A. ρθt+1



B. Vtθt (A0t+1 ) > Vtθt (At+1 ). Proof. Pick any separating history ht for θt . By DR-SEU 2 and Lemma 8 from the apt (A0t+1 \At+1 ; A0t+1 , st+1 ) = ρt+1 (A0t+1 \At+1 ; A0t+1 , st+1 |ht ). pendix of the main paper we have ρθt+1 By Corollary 1 and Lemma 10, part 1. and Definition 3 we have Vtθt (A0t+1 ) > Vtθt (At+1 ) if and only if (zt , A0t+1 )ht (zt , At+1 ) for all zt . By the Sophistication Axiom this implies that t (A0t+1 \ At+1 ; A0t+1 , st+1 ) > 0 for some st+1 ∈ St+1 , Vtθt (A0t+1 ) > Vtθt (At+1 ) if and only if ρθt+1 as claimed.



3



Proofs for the Evolving SEU and Gradual Learning Representations



3.1



Proof of the representation for Evolving SEU.



3.1.1



Sufficiency



Note that the conditions for the existence of a DR-SEU representation are given. Assume now that we have an Evolving SEU representation till t0 ≤ t − 1 and a DR-SEU representation all the way for all t0 ≤ T . We want to show that the Evolving SEU representation holds for t0 = t as well. θt Fix any θt ∈ Θt and consider Θt+1 (θt ) = supp(ψt+1 ). Recall from the DR-SEU part the construction X θt t ρθt+1 (ft+1 , At+1 , st+1 ) = ψt+1 (θt+1 )τπqu (θt+1 ) (ft+1 , At+1 ). θt+1 ∈Θt+1 (θt ) θt Thus ρt+1 has an AS-version R-SEU representation as in Definition 2. Since all the elements of Θt+1 (θt ) are non-constant and induce different SEUs and since by Lemma 10 we know that Vtθt is non-constant we can find a finite set Y ⊂ Xt+1 such that



A. Vtθt is non-constant on At+1 (Y ) = {Bt+1 ∈ At+1 : ∪ft+1 ∈Bt+1 supp(ft+1 ) ⊂ Y },16 B. for each θt+1 ∈ Θt+1 (θt ) we have πqu (θt+1 ) are non-constant on Y . Now observe that by Lemmas 10 and 11, together with the assumed Weak Dominance axiom, imply that the menu preference θt defined as in Definition 3 satisfies Weak Dominance as well. Theorem 2 now implies that θt has a DLR-SEU representation. t Moreover, since ρθt+1 admits an AS-version S-REU representation, it also admits an ASversion S-REU representation when restricted to At+1 (Y ). Lemma 12 implies that the t pair (θt , ρθt+1 ) satisfies Axioms AS-1 and AS-2 needed for Theorem 4. It follows that 15 16



This is the pendant of Lemma 7 in [Frick, Iijima, Strzalecki ’17]. Here, as before we use the notation supp(ft+1 ) = ∪st+1 ∈St+1 supp(ft+1 (st+1 )).
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there is a DLR-R-SEU representation where menus are constrained to be in At+1 (Y ). In particular, due to essential uniqueness of the DLR-R-SEU representation in Proposition 10 we have that the DLR-SEU part of the DLR-R-SEU representation can be taken to θt for the SEUs. also use the measure ψt+1 Finally, we need to extend past Y and show that the DLR-SEU representation for Vtθt holds for all At+1 ∈ At+1 . Take an arbitrary At+1 ∈ At+1 and extend Y to a finite Y 0 such that Y ∪ ∪ft+1 ∈At+1 supp(ft+1 ) ⊂ Y 0 . We get a DLR-R-SEU representation based on Y 0 as above. Essential uniqueness on Y gives us the same measure over SEU-s and tie-breakers for Y . Due to essential uniqueness on Y 0 the identified measure µ from θt and the tie-breakers for the R-SEU part must Definition 7 must agree again with ψt+1 agree as well. This argument shows that the Evolving SEU representation holds at t. Combining this with the inductive hypothesis and the result from the DR-SEU representation leads to the required sufficiency. 3.1.2



Necessity



Claim. There exists gt , bt ∈ ∆(Xt ) with πu (θt )(gt ) > πu (θt )(bt ) for all θt ∈ Θt . Proof of Claim. Since in the representation for every θt+1 there exists gt+1 (θt+1 ), bt+1 (θt+1 ) ∈ 0 = {bt+1 (θt+1 ), gt+1 (θt+1 ) : ∆(Xt+1 ) with πu (gt+1 (θt+1 )) > πu (bt+1 (θt+1 )) we can set Ct+1 0 )≥ θt+1 ∈ Θt+1 } and for every θt+1 let At+1 (θt+1 ) = {bt+1 (θt+1 )}. We then have Vtθt (Ct+1 θt 0 0 0 in the case θt+1 = θt+1 . Vt (At+1 (θt+1 )) for all Pθt+1 ∈ Θt+1 with strict equality at least θt θt 1 0 Letting Ct+1 = |Θt+1 A (θ ) it follows by linearity V (C t t+1 ) > Vt (Ct+1 ) for all θt+1 t+1 t+1 | θt . This is sufficient for the statement of the Claim by separability of the ut -s. End of Proof of Claim. The Claim already implies Non-Degeneracy of ht . By Lemma 9 we have ft ht gt if and only if πqu (θt )(ft ) ≥ πqu (θt )(gt ) for all θt consistent with ht . This allows to easily check Separability, Monotonicity and Indifference to Timing and a direct check of the Weak Dominance axiom (recall also Definition 4). Continuity is satisfied with a similar proof as in the proof of Theorem 2 of [Frick, Iijima, Strzalecki ’17] by noting that for each ft ∈ Ft and ht we have {gt : gt ht ft } = ∩θt consistent with ht {gt : gt θt ft },



{gt : gt ht ft } = ∩θt consistent with ht {gt : gt θt ft }.



We show that Sophistication is satisfied. Consider any t ≤ T − 1, ht , zt and At+1 ⊂ ∈ A∗ (ht+1 ). Since A0t+1 ∈ A∗ (ht+1 ) Lemma 9 implies that ρt+1 (A0t+1 \At+1 ; A0t+1 |ht ) > 0 holds if and only if for some θt consistent with ht we have (!) maxft+1 ∈A0t+1 πqu (θt+1 )(ft+1 ) > maxft+1 ∈At+1 πqu (θt+1 )(ft+1 ) θt for some θt+1 , πqu (θt+1 ) ∈ ψt+1 . By the representation, (!) is equivalent to Vtθt (A0t+1 ) > Vtθt (At+1 ). By Lemma 10, part (i) this means (zt , At+1 ) 6 ht (zt , A0t+1 ). By Monotonicity this is equivalent to (zt , A0t+1 )ht (zt , At+1 ). A0t+1



3.2



Proof of the representation for Gradual Learning.



We assume throughout that we have an Evolving SEU representation. We normalize the instantaneous Bernoulli utilities to satisfy X πv (θt )(z) = 0 z∈Z
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for all θt ∈ Θt .17 3.2.1



Sufficiency.



We show that equation 16 in the appendix of the main paper is satisfied. This gives then the result. Lemma 13. For any t = 0, . . . , T − 1 and θt ∈ Θt , there exists l, m ∈ ∆(Z) such that πv (θt )(l) 6= πv (θt )(m). Proof. Consider any t = 0, . . . , T − 1, θt ∈ Θt and separating history ht for θt . NonDegeneracy gives existence of l, m, n ∈ ∆(Z) such that (l, n, . . . , n) 6∼ht (m, n, . . . , n). By part (iii) of 9 we get πu (θt )(l, n, . . . , n) 6= πu (θt )(m, n, . . . , n), whence it follows from the Evolving SEU representation that πv (θt )(l) 6= πv (θt )(m). For any t = 0, . . . , T − 1 and θt ∈ Θt and l ∈ ∆(Z), let X θt E[vt+1 (l)|θt ] := ψt+1 (θt+1 )(πv (θt+1 ))(l) θt+1



denote the expected utility in period t + 1 of lottery l if current state is θt . Stationary Preference for Lotteries, the fact that we have an Evolving SEU representation and part (iii) of Lemma 9 imply that πv (θt ) and E[vt+1 (l)|θt ] induce the same preference over ∆(Z): Lemma 14.



18



For all l, m ∈ ∆(Z), t = 0, . . . , T − 1 and θt ∈ Θt we have



E[vt+1 (l)|θt ] > E[vt+1 (m)|θt ] ⇐⇒



πv (θt )(l) > πv (θt )(m).



Constant Intertemporal Trade-off allows us to obtain a time-invariant and non-random discount factor δ > 0. Lemma 15. 19 There exists δ ∈ (0, 1) such that for all t = 0, . . . , T − 1 and θt ∈ Θt , we have πv (θt ) = 1δ E[πv (θt+1 )|θt ]. Proof Sketch. Lemma 14 and the normalization required in subsection B.3 in the appendix of the main paper show that πv (θt ) = δ(θ1t ) E[πv (θt+1 )|θt ]. Taking some θt0 6= θt and separating histories for both θt and θt0 and using Constant Intertemporal Trade-off as well as Lemma 13 one repeats the proof of Lemma 11 of [Frick, Iijima, Strzalecki ’17] to show δ(θ) = δ for all θt . Finally, the impatience axiom trivially yields that δ ∈ (0, 1).



3.2.2



Necessity



This follows with very minor adaptations the proof of Necessity in Section D.2. of [Frick, Iijima, Strzalecki ’17]: once one looks only at menus from Act , t = 0, . . . , T (i.e. only containing constant acts), beliefs are not relevant in the Evolving SEU representation and the proofs boil down directly to the one from [Frick, Iijima, Strzalecki ’17]. 17



Recall that πv gives the vt corresponding to πu (θt ) from the Evolving SEU representation. Its proof is word for word as that of Lemma 10 in [Frick, Iijima, Strzalecki ’17]. 19 The proof only needs very minor adaptations to the proof of Lemma 11 [Frick, Iijima, Strzalecki ’17] so we just give a proof-sketch. 18
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in
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Equivalence Between Filtration Representations and Ahn-Sarver-based Representations and Proof of Uniqueness



This is an adaptation of the proof of Proposition 5 in the online supplement of [Frick, Iijima, Strzalecki ’17]. It establishes a one-to-one correspondence between the (partitional) θt -s from the ASrepresentations and the cells of the Filtration Ft , t = 0, . . . , T . We note here that the one-to-one correspondence between the two representation types (AS- and filtration form) and the uniqueness results for the AS-version representations yield also the uniqueness results for the Filtration version of the representations. From AS-version DR-SEU to Filtration-based DR-SEU. Consider G= Q Qt the space θk−1 T Xt ˆ (θk ) > t=0 Θt × (∆(St ) × R ) and let Ω = {(θ0 , p0 , v0 ; . . . ; θT , pT , vT ) ∈ G : k=0 ψk ∗ ˆ ˆ be the restriction to Ω of the product sigma-Algebra of the discrete sigma0}. Let F Q algebra on Tt=0 St and the product Borel sigma-algebra on ∆(St ) × RXt . For each K = Q ∗ θ ˆ to {{θ0 }, K0 , . . . , {θT }, KT } ∈ Fˆ we set µ ˆ(K) = Tt=0 ψt t−1 (θt )τπqu (θt ) (Kt ) and extend µ a finite probability measure in the natural way. ˆ whose cells are all cylinders C(θ0 , . . . , θt ) = {ˆ Let Πt be the finite partition of Ω ω : ˆ projΘ0 ×...Θt = (θ0 , . . . , θT )}. Let F t be the sigma-algebra generated by Πt . By definition of ˆ we have µ ˆ Also by definition we have Fˆ t (ˆ Ω ˆ(Fˆ t (ˆ ω )) > 0 for all ω ˆ ∈ Ω. ω ) = ∪ωˆ 0 ∈Fˆ Fˆ t+1 (ˆ ω ), ˆ 0≤t≤T is a Filtration. so (F) Xt ˆ as the projection of each θt into ∆(St )×RXt , whenever Define (ˆ qt , uˆt ) : Ω→∆(S t )×R θt appears in (θ0 , . . . , θt ) and ω ˆ ∈ C(θ0 , . . . , θt ). Note that (ˆ qt , uˆt ) is adapted to Fˆ t , t ≤ T and that it is always a non-constant SEU. Finally, if Fˆ t−1 (ˆ ω ) = Fˆ t−1 (ˆ ω 0 ) and Fˆ t (ˆ ω ) 6= 0 0 0 ˆ F t (ˆ ω ) then projΘt−1 (ˆ ω ) = projΘt−1 (ˆ ω ) = θt−1 and projΘt (ˆ ω ) = θt 6= projΘt (ˆ ω ) = θt0 for θ some θt−1 ∈ Θt−1 and θt , θt0 ∈ supp(ψt t−1 ). ˆ Define finally for the tie-breaker process of DR-SEU the (ˆ pt , vˆt ) as the projection of Ω Xt into ∆(St ) × R . From here the proof follows the same steps as the ‘if direction’ in Appendix G.1 of [Frick, Iijima, Strzalecki ’17] if one makes the following replacements/identifications: ˆ t →(ˆ st →θt , W pt , vˆt ), µ→ψ, τst →τπqu (θt ) , Uˆt →(ˆ qt , uˆt ) and finally pt →ft . We also note here that the preference-based property of the tie-breaking process follows from the definition of µ ˆ. θ We finally note that in each case µ ˆ(·|ˆ qt , uˆt )(ˆ ω ) = ψt t−1 (·, qˆt , uˆt ), whenever ω ˆ ∈ C(θ0 , . . . , θt−1 , θt ). From this, the properties of CIB or NUC follow easily, as required by the respective representations. From Filtration-based DR-SEU to AS-version DR-SEU. For each t, let Θt = {Ft (ω) : ω ∈ Ω} denote the partition generating Ft (finite, since (Ft ) is simple). I.e. we θt are identifying each element of the filtration with a partition cell. Each ψt+1 is defined θt as the one-step-ahead conditional of µ, i.e. ψt+1 (qt+1 , ut+1 , st+1 ) := µ(Ft+1 |Ft ) where Ft+1 ∈ Θt+1 corresponds to θt+1 = (qt+1 , ut+1 , st+1 ) and Ft ∈ Θt corresponds to θt . For each θt ∈ Θt define (ˆ qt , uˆt , sˆt )(θt ) = (ˆ qt , uˆt , sˆt )(ω) whenever ω ∈ θt (and recall that each θt corresponds to some Ft ∈ Θt ). Finally, using the tie-breaker sequence (pt , vt ) of the Filtration-based DR-SEU representation and any Borel set Bt ⊂ ∆(St ) × RXt we 17



define τπqu (θt ) (Bt ) := µ({(pt , vt ) ∈ Bt }|Ft ), where Ft corresponds to θt . The definition is independent of θt as long as πqu (θt ) = πqu (θt0 ) because of the preference-based property of µ. The properties of CIB or NUS in the AS-version form follow now directly from the respective properties in the Filtration-based form and from the definition of ψ. From here, the proof follows exactly the proof of [Frick, Iijima, Strzalecki ’17] once we make the following replacements in text: µ ˆ→ψ, st →θt , Uˆst →πqu (θt ) and Ut (ω)→(qt , ut )(ω). Remark 2. Note that the case T = 0 gives the equivalence for the case of static aSCFs between Definition From Filtration-based to AS-version and back for Evolving Utility. Suppose we have an AS-version Evolving SEU representation. Per above we also have then a Z ˆ Filtration-based DR-SEU representation already. Define vˆt : Ω→R for each t by vˆt (ˆ ω) = πqu (θt ) vt whenever θt corresponds to ω ˆ , in the sense that projΘt (ˆ ω ) = θt . In this way, the process vˆt is Ft -adapted. Moreover, for each ω ˆ ∈ Ω we have uˆT (ˆ ω ) = πu (θT ) = πv (θT ) = πqu (θT ) vT = vˆT (ˆ ω ) and for each t ≤ T − 1 and ft ∈ Ft , st ∈ St we have



uˆt (ˆ ω )(ft (st )) = ut (ft (st )) =



vt (ftZ (st ))



+δ X



= vˆt (ˆ ω )(ftZ (st )) + δ



Z



θt max (qt+1 · ut+1 ) (ft+1 )dψt+1 (qt+1 , ut+1 )



ft+1 ∈At+1



µ ˆ (πqu (θt+1 ) = (qt+1 , ut+1 )|θt ) ·



(qt+1 ,ut+1 )



=



vˆt (ˆ ω )(ftZ (st ))



max (qt+1 · ut+1 ) (ft+1 )



ft+1 ∈At+1



+ δVtθt (At+1 )



This gives the Filtration-based Evolving SEU representation. Suppose now that we have a Filtration-based Evolving SEU representation instead. We know we have an AS-version DR-SEU representation. Here we just have to reverse the argument from above. πqu (θt )



Eqt [ut (ft )] = Est ∼qt [ut (ft (st ))] = Est ∼qt [vt (ftZ (st ))] + δVt



(ftA ).



(2)



πqu (θt )



(ftA ) by first defining Z θt θt Vt (At+1 ) = max (qt+1 · ut+1 ) (ft+1 )dψt+1 (qt+1 , ut+1 ).



Here we can define Vt



ft+1 ∈At+1



From Filtration-based to AS-version and back for Gradual Learning Suppose we have a AS-version gradual learning representation. Take the corresponding Filtration-based Evolving SEU representation and define δˆ = δ. Note that for each ω ˆ = (θ0 , p0 , v0 ; . . . ; θT , pT , vT ) and t ≤ T − 1 we have π



vˆt (ˆ ω ) = vt qu



(θt )



=



1 δ



1 θt ψt+1 (qt+1 , ut+1 ) · πv (ut+1 ) = E[ˆ v |Fˆ (ˆ ω )]. ˆ t+1 t δ (qt+1 ,ut+1 ) X



Iterating we are led to vˆt (ˆ ω ) = δˆt−T E[ˆ vT |Fˆ t (ˆ ω )] = δˆt−T E[ˆ uT |Fˆ t (ˆ ω )]. By replacing 0 T −t ˆ uˆt with uˆt = δ uˆt for each t, going to the AS-version DR-SEU representation, using
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uniqueness result there (Proposition 4) and then back to the Filtration-based representation we get a new DR-SEU representation with uˆ0t instead of uˆt . The rest of the proof of the Gradual Learning representation is identical to [Frick, Iijima, Strzalecki ’17]. Suppose that we have a Filtration-based gradual learning representation. Let u0t = t−T δ ut for all t. This is again a DR-SEU representation by Proposition 4. Moreover, let vt0 = δ t−T vt , where vt = E[vT |Ft (ω)]. From here the proof follows identically as in [Frick, Iijima, Strzalecki ’17] with the obvious replacements in notation.



4.1



Uniqueness for AS-versions of the Representations



Together with the equivalence results between AS-version representations and filtrationbased representations, this gives a proof of the uniqueness of filtration-based representations as well: Proposition 4 in the main body of the paper is proven by combining the results in this subsection with those of the section 4. Proposition 4. The DR-SEU representation is unique. In particular, if we have two DR-SEU representations, then there exists a finite sequence of bijective mappings t ≤ T ˜ t such that ϑt : Θt →Θ (A)



ϑt (qt , ut , st ) = (qt , u˜t , st ), with ut ≈ u˜t , 20



and ϑ(θ ) θ (B) ψ˜t t−1 (ϑ(θt )) = ψt t−1 (θt ),



for all t, θt ∈ Θt .



Proof. We prove the existence of the mappings ϑt by induction. Induction start: t = 0. This is just uniqueness for the representation of a static aSCF, which is given by Proposition 7 from the appendix of the main paper. Induction step: take t ≥ 1. We want to show t0 < t =⇒ t. Assume that we have uniqueness for all indices t0 < t for some t. This gives the mappings ϑ0t for all t0 < t. We next show that Θ0t has indeed the form needed and that ϑt exists. Fix some θt−1 and its 0 image θt−1 under ϑ0t−1 . Claim. For all θt = (qt , ut , st ) ∈ Θt there exists a unique θt0 = (qt0 , u0t , s0t ) ∈ Θ0t with (qt , st ) = (qt0 , s0t ) and ut ≈ u0t . Proof of Claim. Uniqueness. If θt0 exists then it is clear that it is unique because by construction and the DREU-1 property: whenever πqu (θt0 ) = πqu (θt00 ) for two θt0 , θt00 ∈ Θ0t we must have πs (θt0 ) 6= πs (θt00 ). θ Existence. Fix the unique predecessor (θ0 , . . . , θt−1 ) of θt and consider both ψt t−1 as ϑ (θ ) well as ψ˜t t−1 t−1 . Due to the way the mappings ϑ0t for t0 < t are constructed one can easily see that any separating history for θt0 under one representation is also a separating history for ϑ0t (θt0 ) under the other representation. Pick then such a separating history ht−1 for θt−1 and ϑt−1 (θt−1 ).21 We want to show that the subjective SEU supports are equal up to positive affine transformation of the Bernoulli utilities and that the probabilities for each element of the type (qt , ut , st ) are the same. 20 21



In the following we omit the time subscript for ϑ. Recall also Definition 23 in the main body of the paper.
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0 0 Regarding the claim   about the support, assume otherwise that there exists (qt , ut ) ∈  ϑ (θ ) θ πqu supp(ψ˜t t−1 t−1 ) to which no element corresponds of the form (qt0 , ut ) ∈ πqu supp(ψt t−1 ) . We use Lemma 1 in main body of paperto construct a menu Bt with an element f˜t which  θ separates (qt0 , u0t ) from πqu supp(ψt t−1 ) . It holds



  θ τ(qt0 ,u0t ) (f˜t , Bt ) = 1 > 0 = τ(qt ,ut ) (f˜t , Bt ), for all (qt , ut ) ∈ πqu supp(ψt t−1 ) . W.l.o.g. we can assume then, that ht−1 chosen above satisfies ht−1 ∈ Ht−1 (Bt ) (we can just perturb ht−1 with a constant, non-stochastic act). It follows from the DR-SEU 2 property of both representations that for any st ∈ supp(qt0 ) we have (from the second representation) 0 < ρt (f˜t , Bt , st |ht−1 ) = ρt (f˜t , Bt , st |ht−1 ) = 0 (from the first representation).     ϑ (θ ) θ This is a contradiction and thus πqu ψt t−1 and πqu ψ˜t t−1 t−1 are the same, up to positive affine transformations of the Bernoulli utilities ut . In particular, the beliefs qt , qt0 that can occur under the two probability measures are the same. W.l.o.g. we normalize the Bernoulli utilities to be the same in both representations. By taking a separating θ menu Bt for the whole of set of SEUs happening with positive probability under ψt t−1 ϑ (θ ) and ψ˜t t−1 t−1 and using the induction hypothesis on the separating history ht−1 for θt−1 (and ϑt−1 (θt−1 )) we arrive with help of DR-SEU 2 at ϑ (θ ) θ ψt t−1 (qt , ut , st ) = ψ˜t t−1 t−1 (qt , ut , st ), for all (qt , ut , st )



This establishes the result.



Proposition 5. An Evolving SEU representation is unique. In particular, if we have two Evolving - SEU representations then in addition to the finite sequence of bijective mappings from Proposition 4 the following properties hold. A. For the positive constants αt (θt ) used for the equivalence πu (θt ) ≈ πu (ϑt (θt )) it holds  t ˜ αt = α0 δδ for t = 0, . . . , T . B. Let βt (θt ) be the intercepts of the positive affine transformations from Proposition 4. πu (θt ) = αt πu (ϑt (θt )) + γt (θt ), where the functions γt , t = 0, . . . , T are connected through the relations γT (θT ) = βT (θT ) and γt (θt ) = βt (θt ) − δEθt+1 [βt+1 (θt+1 )|θt ], if t ≤ T − 1. Proof. The proof is a slight adaptation of the corresponding part in Proposition 1 of [Frick, Iijima, Strzalecki ’17]. Just recall that (1) the evolution of beliefs qt is already pinned down uniquely by the Proposition 4, (2) Evolving SEU falls back to their Evolving Utility model when acts are restricted to be constant throughout. This, and the argument in their proof can be repeated to yield the result.
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Proposition 6. Under Condition 1 a Gradual Learning representation is unique. In particular, in addition to the uniqueness relations from Proposition 5 the following relations between two Gradual Learning representations hold true. ˆ A. δ = δ. B. βt (θt ) =



1−δ T −t+1 EθT [βT (θT )|θt ]. 1−δ



Proof. By Proposition 5 we are given the equivalence in terms of an Evolving SEU representation. So we just need to prove that 1. and 2. in the statement hold true. A. Take a θ0 ∈ Θ0 and consider ϑ0 (θ0 ) as well as h0 a separating history for θ0 . As mentioned in the proof of Proposition 4, this is also a separating history for ϑ0 (θ0 ). By Condition 1 applied to h0 we have the existence of l, m, n ∈ ∆(Z) such that (l, n, . . . , n)h0 (m, n, . . . , n). From Corollary 1 we have that πu (θ0 )(l, n . . . , n) > πu (θ0 )(m, n . . . , n). Using equation 16 in the appendix of the main paper iteratively and defining v0θ0 = E[vTθT |θ0 ] we get for a general sequence of constant consumption lotteries (l0 , . . . , lT ), that it holds PT k θ0 k 0 T πu (θ0 )(l , . . . , l ) = k=0 δ v0 (l ). It follows that v0θ0 (l) > v0θ0 (m) and that πu (θ0 )(l, m, n . . . , n) − πu (θ0 )(ηl + (1 − η)m, ηl + (1 − η)m, n . . . , n) = 0 iff η =



1 . 1+δ



We can do the same steps for ϑ(θ0 ) to arrive at the following. πu (ϑ(θ0 ))(l, m, n . . . , n)−πu (ϑ(θ0 ))(ηl +(1−η)m, ηl +(1−η)m, n . . . , n) = 0 iff η =



1 1 + δˆ



.



ˆ It follows that δ = δ. ˆ 2. Given δ = δ, 2. in Proposition 5 and equation 16 in the appendix of the main paper for both GL representations, we can apply 2. of Proposition 5 inductively to arrive at B.



5



Extending Option Value Theory to Subjective Expected Utility



In Section 2 we define a menu preference derived from stochastic choice over future decision problems. The agent knows everything she can know at the end of a period t: the realization of the state (qt , ut , st ), her choice ft ∈ At as well as the realization of the menu At+1 from ftA (st ). Given that we allow for stochastic taste, a generalization of the main result of [Dillenberger et al ’14] to SEU is needed. With the axioms for that extended [Dillenberger et al ’14]-representation, we impose them for the revealed preference defined from stochastic choice. This is similar to [Frick, Iijima, Strzalecki ’17]. We start by considering a finite prize space X. While one can extend the proof to general spaces X by standard methods as in [Krishna, Sadowski ’14], the proof in [Frick, Iijima, Strzalecki ’17] can be adapted to show that this additional argument is not needed for our setting. Consider acts f : S→∆(X) and the set of such acts F. Since S is finite the set F is isomorphic to a (convex) polytope in R|S|·|X| , i.e. it can be prescribed by finitely many linear inequalities. Note that the same is true for conv(A), the convexification of A, an arbitrary (finite) menu of acts from F. Assume throughout that a preference  is given on the collection of menus from F. Denote the latter as usual by A. 21



Definition 4. Say that  over F has an DLR-SEU representation (or Option Value-SEU) representation if there exists a probability measure µ of finite support on ∆(S) × RX such that the following functional represents . Z X max q(s)u(f (s))dµ(q, u). V (A) = ∆(S)×RX f ∈A s∈S



We impose the following Axiom for  (a collection of by now classical axioms). State Independence will be added later. Axiom 0: Classical Menu Preference Axioms. A.  is a weak order. B.  is continuous. C.  satisfies Independence, i.e. if AB, then for any C and α ∈ (0, 1) we have αA + (1 − α)CαB + (1 − α)C. D.  satisfies Monotonicity/Option Value: A ⊂ B implies BA. E. Non-Triviality: there exists some p, q ∈ ∆(X) such that {p}{q}.22 F. Finiteness: there exists K ∈ N such that for any A, there exists B ⊂ A, |B| ≤ K with A ∼ B. Consider now the space of normalized state-dependent Bernoulli utilities. X X W = {w : S→RX : w(s)(x) = 0, |w(s)(x)|2 = |S|}. s,x



s,x



Define also the space of state-independent Bernoulli utilities, which can be identified canonically with a strict subspace of W as follows. X X |u(x)|2 = 1}. u(x) = 0, U = {u ∈ RX : x



x



Note that both W and U do not allow constant preferences. The first Lemma shows that similarly to what happened in appendix A of the main paper (see Lemma 2 there) the classical axioms ensure the existence of a (unique) representation with normalized state-dependent utilities. Lemma 16. Let  satisfy parts 1-5 of Axiom 0. Then there exists a unique probability measure over W such that V defined as # Z " X V (A) = max w(s)(x)f (s)(x) dµ(w), W



f ∈A



s,x



represents . Moreover, µ has finite support if and only if Finiteness (part 6. of Axiom 0) is additionally satisfied. 22



Note that this can be relaxed to the usual version as found e.g. in [Ahn, Sarver ’13]. We keep it to be faster right now and eventually relax it later.



22



Proof. Step 1. We start just as in the proof of Lemma 2. Let W be the affine hull of F in R|X||S| with dimension m and consider ∆ be the probability simplex in W as well as {w1 , . . . , wm } an orthonormal basis of W . Consider the mapping T : F→∆ given by " # 1 X 1 T (f )i = λ f · (wi − wj ) + . m j m Note that by definition of acts f · wi is a number in [0, 1] always. Also, for all λ > 0 small enough23 we have T (f ) ≥ 0 and by definition also T (f ) ∈ ∆. Note that this transformation is linear and thus in particular continuous (since the vector spaces involved are finitedimensional). Note also that T is injective (one-to-one) and that im(T ) is a polytope as well. In the following we modify the construction in the proof of Lemma S.2 in the Supplement of [Lu ’16] to menus. Define a preference T on menus from im(T ) by T (A)T T (B)



iff



AB.



This is well-defined due to injectivity of T and it is easy to see it satisfies all of the parts 1-6 from Axiom 0.24 In particular, we have an Option Value representation within im(T ). Now, we can either work with this smaller choice space or we can just extend this preference to all of menus from ∆ with the same trick as in [Lu ’16]. Let’s take the later route. For any finite menus A, B ⊂ ∆ take a p∗ ∈ ∆ and α ∈ (0, 1) such that a(A ∪ B) + (1 − a){p∗ } ⊂ im(T ). Then we can define A∆ B



iff



a(A + (1 − a){p∗ }T a(B + (1 − a){p∗ }.



Claim. ∆ is well-defined. Proof of Claim. Consider two pairs (p1 , a1 ) and (p2 , a2 ) satisfying ai (A ∪ B) + (1 − a){pi } ⊂ im(T ) for i = 1, 2. Then one can see that the sides of the two polytopes in im(T ) defined by ai (A ∪ B) + (1 − ai ){pi } are pairwise parallel to each other. With a similar argument as in the pictures in [Gul, Pesendorfer ’06] this shows that T ranks {a1 (A + (1 − a1 ){p1 }, a1 (B + (1 − a1 ){p1 }} and {a2 (A + (1 − a2 ){p2 }, a2 (B + (1 − a2 ){p2 }} the same way. For more details: it is trivial to see that T preserves angles. Therefore, it sends parallel lines to parallel lines. In particular, the unique pre-images of the polytopes {a1 (A+(1−a1 ){p1 }, a1 (B +(1−a1 ){p1 }, a2 (A+(1−a2 ){p2 }, a2 (B +(1−a2 ){p2 }} under T in F have respectively parallel sides. Using now Independence for the original preference  it is easy to conclude the proof and see that ∆ is well-defined. Claim. ∆ satisfies on ∆ Weak Order, Continuity, Independence, Monotonicity, Non-Triviality and Finiteness, i.e. all of the axioms from section S1 in [Ahn, Sarver ’13]. Proof of Claim. This is routine. The ‘harder’ part is showing Independence. This follows again from linearity of the map T and the fact that T preserves angles. 23



We assume this in the following. Here again injectivity of T is crucial for the proof of Monotonicity, whereas linearity is crucial for Independence. 24



23



Theorem S1 in [Ahn, Sarver ’13] yields now a functional representing ∆ . This functional is easily translated into a representing functional for . This holds because of injectivity of T . Finally, uniqueness of the measure comes from classical results in [Dekel, Lipman, Rustichini ’01] and the fact that we focused on Bernoulli utilities from W, which are normalized twice. Note that for each w ∈ supp(µ) from the representation in Lemma 16 we can interpret each w(s)(·) as a Bernoulli utility, i.e. as an element from RX . We now add an axiom which ensures that every element from the support of µ in the representation of Lemma 16 has w(s)(·) ≈ w(s0 )(·) for all s, s0 ∈ S.



(3)



Intuitively, if (3) is not fulfilled for all elements in support of µ then we can find a menu A which contains non- constant acts and which is preferred to the menu A¯ which contains all the possible lotteries of any act in the menu A as constant acts. On the other hand, if the representation is state-independent, A¯ is clearly always (weakly) better than A. Formally, we define as follows. Definition 5. For a menu A ⊂ F define A¯ as follows. A¯ = {g ∈ F : g constant act with g(s) = f (s0 ) for some f ∈ A, s, s0 ∈ S}. We now state our version of State Independence for Menus. 25 ¯ Axiom: Weak Dominance For all menus A ∈ A we have AA.



Lemma 17. Let  over menus from F have a representation as in Lemma 16. Then all elements in the support of µ are Subjective Expected Utilities (SEUs) if and only if  satisfies Weak Dominance. Proof. Step 1. Assume that the µ from the representation has a supp(µ) so that each element w in it can be written as w(s)(·) = q(s)u(·) for some u ∈ U and q(s) > 0. Then ¯ it is easy to see that AA, since whatever w ∈ supp(µ) ⊂ U is realized the agent has weakly more flexibility when choosing in A¯ than when choosing in A. She can always pick the highest lottery from all possible lotteries in A for the Bernoulli utility realized. Step 2. Assume for the other direction that the representation has supp(µ) not contained in the subspace U. Then at least one of the rows w(s)(·) ∈ (RX )S from supp(µ) is non-constant, i.e. contains different Bernoulli utilities (note that there are finitely many rows due to Finiteness). Partition the set of all (non-constant) Bernoulli utilities {w(s)(·)}s∈S,w∈supp(µ) so that two Bernoulli utilities within an element of the partition represent the same EUpreference over ∆(X) and so that distinct elements of the partition represent distinct EU-preferences. Now use Lemma 13 in [Frick, Iijima, Strzalecki ’17] (separation Lemma for lotteries) to pick for each equivalence class in the partition above a lottery with the separation Note that this can be written in [Lu ’16]-notation as A¯ = ∪s∈S A(s). That is, in his notation the axiom can be written as ∪s∈S A(s)A for all A. 25
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property given in Lemma 13 of [Frick, Iijima, Strzalecki ’17]. And keep the same lottery for each Bernoulli utility within the same element of the equivalence class. If we denote the elements from supp(µ) with wj , j = 1, . . . , K (K = |supp(µ)|) we have thus picked lotteries pji ∈ ∆(X), i = 1, . . . , |S|, j = 1, . . . , K with the following property (SP ) wj (si )(pji ) ≥ wj (si )(pkl ), and wj (si )(pji ) > wj (si )(pkl ) whenever wj (si ) 6≈ wk (sl ). Consider the acts f j with f j (si ) = pji for all i = 1, . . . |S| and j = 1, . . . , K. Finally, take A = {f j : j = 1, . . . , K}. Obviously then A¯ = {pji : i = 1, . . . , |S|; j = 1, . . . , K} where we have identified constant acts from F with the respective lotteries from ∆(X). Note that for each j we have X X wj · f j = wj (si )(pji ) ≥ wj (si )(pki ) = wj · f k , whenever k 6= j. i



i



Thus, whenever each wj is realized the maxf ∈A wj · f is achieved in f j . Now it also holds X X wj · f j = wj (si )(pji ) ≥ wj (si )(pkl ) = wj · (pkl ). i



i



Moreover the inequality here is strict whenever there are at least two non-equivalent wj (si ) 6≈ wj (si0 ). This is because pkl can be equal to at most one of the elements from {pji , pji0 }. It follows that for at least one wj which is state-dependent and occurs with positive probability we have wj · f j > wj · (pkl ) for all (l, k). Thus we can write that in general max wj · f ≥ max wj · g ¯ g∈A



f ∈A



with strict inequality whenever wj has at least two non-equivalent wj (si ) 6≈ wj (si0 ). ¯ contradicting Weak Dominance. It follows V (A) > V (A) Step 3. Assume now Weak Dominance. It follows that for every w ∈ supp(µ) fixed it holds w(s)(·) ≈ w(s0 )(·) for all s, s0 ∈ S. Fix such a w. There exists at least one s ∈ S for which w(s) is non-constant. Assume w.l.o.g. that it is s1 . By the classical vNM Theorem this means that there exists a : S→[0, ∞), b : S→R with a(s1 ) = 1, b(s1 ) = 0 so that w(s)(·) = a(s)w(s1 )(·) + b(s),



s ∈ S.



Define for this w the mapping q : S→[0, 1],



a(s) , 0 s0 ∈S a(s )



q(s) = P



s ∈ S.



This defines a probability distribution over S. Defining u(·) = w(s1 )(·) we can write " # X w · f = A(w) q(s)u(f (s)) + B(w), s∈S



P for suitable A(w) > 0, B(w) ∈ R. We define now B = w∈supp(µ) B(w)µ(w), A = P 1 P w∈supp(µ) A(w) (> 0) and finally the probability distribution ν(q, u) = A(w)µ(w) A(w0 )µ(w0 ) 0 w ∈supp(µ)



if w corresponds to (q, u) as defined above. We then have that  can be represented by Z X 0 V (F ) = A max q(s) · u(f (s))dν(q, u) + B. ∆(S)×RX f ∈F s∈S
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This implies that the preferences can be represented as well by Z X V (F ) = max q(s) · u(f (s))dν(q, u). ∆(S)×RX f ∈F s∈S



Finally, we again can change measure and assume w.l.o.g. the u-s are in U. Thus, there exists then a finite support probability distribution ν over U so that V below represents . Z X max q(s) · u(f (s))dν(q, u). V (F ) = ∆(S)×U f ∈F s∈S



We now work towards uniqueness of the representation in Definition 4. It is clear by focusing on menus of constant acts (which are then isomorphic to menus of lotteries in the natural way) and using Proposition 3 in [Ahn, Sarver ’13], that we have a uniqueness type of result as in Proposition 3 of [Ahn, Sarver ’13] for the marginal distribution of µ over U.26 The question now is whether we get uniqueness of the distribution of beliefs over ∆(S). Let us first fix the marginal of µ over U. Since all elements from supp(µ) represent different SEU-preferences we have that for two distinct elements (q, u), (q 0 , u0 ) ∈ supp(µ): either u 6≈ u0 or u ≈ u0 , q 6= q 0 . It is also clear that in general two SEU representations (q, u), (q 0 , u0 ) represent the same SEU preference if and only if q = q 0 and u ≈ u0 . We write (q, u) ≈ (q 0 , u0 ) whenever they represent the same SEU preference. It is also easy to see by a separation argument that if one has two representations of a menu preference as in Definition 4 then the supports of the probability measures over SEU-s are the same (up to linear monotonic transformations of the u-s). To formally prove uniqueness of the measure µ in the representation of Definition 4 whenever the Bernoulli utility functions come from U we need to adapt the full machinery of [Sarver ’08] to the new setting of SEUs, i.e. we need to work with support functions for acts instead of lotteries. 5.0.1



Uniqueness in the Option Value model with SEU-s as subjective state space.



Let X be a finite prize space and S a finite state space of objective states. Just as in other parts of this work, let F be the set of acts f : S→∆(X). We will look at a preference over (for now arbitrary) menus from F. We consider the following axioms on . A. A1: Weak Order. B. A2: Continuity (not just mixture cont. but stronger): for any A, the strict upper and lower contour sets {A ⊂ F : BA} and {A ⊂ F : B≺A} are open in the Hausdorff topology. C. A3: Independence: If AB, then for all C and λ ∈ (0, 1] one has λV (A) + (1 − λ)V (C)λV (B) + (1 − λ)V (C). D. A4: Monotonicity: A ⊂ B implies AB. 26



I.e. this means the marginal of U and its support are unique.



26



¯ E. A5: Weak Dominance: AA for all menus A. In the following we abuse notation by using interchangeably l, p and other small-letter variables lto denote both lotteries from ∆(X) and also constant acts. There is no confusion because of the natural isomorphism between lotteries and constant acts. We define as in [Dekel et al ’07]: A¯ as the set of all closed, convex, non-empty subsets of F. Let C(S) be the set of all continuous functions on S. Define the set of subjective states S = ∆(S) × U. This is again a convex, finite-dimensional, compact topological space.27 Define the support function of some x ∈ A¯ as σx : S→R,



σx (q, u) = max q · (u ◦ f ). f ∈x



If we equip the space F with the euclidean norm of R|S||X| and the space of closed, non-empty subsets of F with the corresponding Hausdorff norm dh then it is easy to see the following inequality holds. ||σx − σy ||∞ ≤ dh (x, y), x, y ⊂ F. (4) ¯ For any σ ∈ C define as in [Dekel et al ’07] Define the subset of C = {σx : x ∈ A}. xσ = ∩(q,u)∈S {f ∈ F : q · u(f ) ≤ σ(q, u)}. Lemma S2 in [Dekel et al ’07] doesn’t depend on the structure of S, as long as it is compact, convex, non-empty. So it holds here true as well. Lemma S3 from [Dekel et al ’07] holds as well. We write it down here as part 1) of the following Lemma for completeness and future reference but also add other parts from the papers [Sarver ’08], [Dekel, Lipman, Rustichini ’01] and [Dekel et al ’07]. These are needed later within this subsection. Lemma 18. 1) The set C is convex and σ( 1 ,..., 1 ) ≡ 0. In particular, 0 ∈ C. |X| |X| 2) There exists a menu y containing only constant acts such that σy ≡ c > 0. 3) x ⊂ y implies σx ≤ σy . Part 2) (the ‘harder’ part) can be verified from footnote 6 in pg. 596 of [Dekel et al ’07]. Virtually the same as in [Dekel et al ’07] we define as follows. H = ∪r≥0 rC = {rσ ∈ C(S) : r ≥ 0 and σ ∈ C}, as well as H ∗ = H − H = {f ∈ C(S) : f = f1 − f2 for some f1 , f2 ∈ H}. Note now that 2) in Lemma 18 implies that 1 ∈ H ∗ . Perusing the proof of Lemma S10 in [Dekel et al ’07] one sees that it only uses the algebraic facts from Lemma 18 and the fact that the denseness result from [H¨ormander ’54] always holds whenever the ambient space E mentioned there is finite dimensional. It follows therefore that Lemma S10 in [Dekel et al ’07] still holds in our setting. 27



We equip it with the euclidean norm of its natural euclidean ambient space R|X||S| ).
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Lemma 19. 1) The set H ∗ is a linear subspace of C(S). 2) For any f ∈ H ∗ , there exists σ1 , σ2 ∈ C and r > 0 with f = r(σ1 − σ2 ). 3) The set H ∗ is dense in C(S) w.r.t. the topology of uniform convergence. Lemma 18, Lemma 19 and Th´eor`eme 9 in [H¨ormander ’54] are used just as in [Dekel et al ’07] to prove the following Lemma.28 Lemma 20. Any Lipschitz continuous linear functional W : C→R has a unique continuous linear extension to C(S). If W is monotone, then this extension is a positive linear functional. This Lemma can be used word for word as in the proof of Lemma 18 in [Sarver ’08] to prove the following generalization of that Lemma. R If ν and ν 0 are two finite Borel measures on S and if S σA (u)dν(u) = RLemma 21. σ (u)dν 0 (u) for all A ∈ A, then ν = ν 0 . S A The measures ν, ν 0 are not necessarily probability measures as in Lemma 18 in [Sarver ’08]. The proof nevertheless goes through because of the following facts: • The Lebesgue integral w.r.t. any Borel finite measure satisfies the triangle inequality. R • The functional C(S) 3 f → S f (u)dν(u) is continuous in the maximum norm. • The functions σA for all A are dense in C(S). • All finite Borel measures on a compact space are regular.29 One uses these facts then to approximate for each compact K ⊂ S the indicator function 1K by continuous functions.30 From this and regularity one shows that the two measures coincide. Before going on, we note that the proofs of Lemmas S1-S2 in [Ahn, Sarver ’13] go through word for word for F instead of the lottery space. In particular, a preference  in A can be extended to a preference in A¯ whenever it satisfies Continuity, Independence and Monotonicity. We now introduce the space P of convex polytopes in F. Note that again as in [Ahn, Sarver ’13] we have P = {co(A) : A ∈ A}. Just as in [Ahn, Sarver ’13] P is a mixture space and one can extend a preference  on A to P. The extension is well¯ defined because P ⊂ A. Just as in [Dekel, Lipman, Rustichini ’01] and [Dekel et al ’07] one uses A-1 till A-4 to find a function V representing  over A¯ such that A. V is linear/affine. B. V is monotonic. 28



Actually this Lemma holds true more generally: it suffices that S be compact, convex. This is true for finite Borel measures because it is true for Borel probability measures over metric spaces. 30 The procedure is called ‘mollification’. 29
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One then uses V to define a function W : H→R through W (rσ) = rV (xσ ).



(5)



One extends W to H ∗ as in the case of lotteries by using now instead Lemma 19. W is again monotonic and also Lipschitz continuous by the same argument as in the proof of Theorem 2 in [Dekel et al ’07]. By the definition in (5) and the extension of W we have ¯ by a simple argument in the following line that V is Lipschitz continuous as well on A. V (x) − V (y) = W (σx − σy ) ≤ ||σx − σy ||∞ ≤ dh (x, y). Here in the last inequality we have used (4). This fact lets us see that Lemma S3 and Lemma S4 from [Ahn, Sarver ’13] go through word for word for our setting of AA-acts. One can use this and Lemma 21 to establish uniqueness as in the proof of Theorem S1 in [Ahn, Sarver ’13]. We note down the result in the following Lemma. Lemma 22. Suppose two probability measures µ1 , µ2 over S satisfy Z Z AB ⇐⇒ max q · u(f )dµ(q, u) ≥ max q · u(f )dµ(q, u), S f ∈A



S f ∈B



∀A, B ∈ A.



Then µ1 = µ2 . Combining overall Lemmas 16, 17 and Lemma 22 we have proved the following Theorem. Theorem 2 (DLR-SEU). A preference  over F satisfies parts 1-6 from Axiom 0 (the Classical Menu Preference Axiom) as well as Weak Dominance if and only if there exists a finite-support probability measure over ∆(S) × U such that Z Z AB ⇐⇒ max q · u(f )dµ(q, u) ≥ max q · u(f )dµ(q, u), ∀A, B ∈ A. ∆(S)×U f ∈A



∆(S)×U f ∈B



Moreover, µ is unique with this property. We close this sub-subsection by writing down how a DLR-SEU changes, if instead of normalizing Bernoulli utilities in U we instead look at general Bernoulli utilities u ∈ RZ . This corresponds to Proposition 3 in [Ahn, Sarver ’13]. First we define for completeness and reference the general DLR-SEU representation. Definition 6. A DLR-SEU representation for a preference  over A is a triple (S, SubS, µ) where S is a finite space of objective states, SubS is a finite space of subjective states, i.e. a finite subset of ∆(S) × RZ and µ is a measure over SubS so that A. AB if and only if V (A) ≥ V (B) where V : A→R is defined by   X V (A) = µ(q, u) · max(q · u)(f ) . f ∈A



(q,u)∈SubS



B. Non-Redundancy: Any two distinct (q, u), (q 0 , u0 ) ∈ SubS represent different SEU preferences over F.31 31



This is equivalent to the statement that either q 6= q 0 or q = q 0 and u 6≈ u0 .
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C. Minimality: µ(q, u) > 0 for every (q, u) ∈ SubS. Now the uniqueness result for general DLR-SEU representations. Proposition 7. Two DLR-SEU representations (Si , SubSi , µi ), i = 1, 2 as in Definition 4 represent the same preference  over A if and only if there exists a bijection γ : S1 →S2 , a constant c > 0, a bijection Γ : SubS1 →SubS2 and functions a : SubS1 →(0, ∞), b : SubS1 →R such that A. For all (q, u) ∈ SubS1 we have • q(s) = πq (Γ(q, u))(γ(s)) for all s ∈ S1 and πu (Γ(q, u)) = a(q, u)u + b(q, u). B. For all (q, u) ∈ SubS1 we have • µ1 (q, u) =



c µ (Γ(q, u)). a(q,u) 2



Proof. This is almost word for word as the proof of Proposition 3 in [Ahn, Sarver ’13]: one direction is trivial and for the other direction one reduces to the canonical subjective state space ∆(S)×U and uses Lemma 22 there besides the completely analogous algebraic manipulations. We gather together the results for the DLR-SEU model. Theorem 3. Assume that  over A satisfies the Classical Menu Preference Axiom (Axiom 0) and Weak Dominance. There exists then a finite support probability distribution ν over ∆(S) × U so that V below represents . Z X V (A) = max q(s) · u(f (s))dν(q, u). ∆(S)×U f ∈A s∈S



ν is essentially unique as described in Proposition 7. 5.0.2



Relation between Strong Dominance and Weak Dominance (SEU version)



Let’s recall the axioms from [Dillenberger et al ’14]. These are for a preference  over menus of acts F as we defined in this section of the appendix (we are still only looking at a finite prize space). A. DLST-A1: Weak Order. B. DLST-A2: vNM Continuity: if ABC then there are α, β ∈ (0, 1), such that αA + (1 − α)CBβA + (1 − β)C. C. DLST-A3: Non-triviality: there exists lotteries p, q ∈ ∆(X) with {p}{q}. D. DLST-A4: Monotonicity: A ⊂ B implies AB. E. DLST-A5: Strong Dominance: if f ∈ A and {f (s)}{g(s)} then A ∼ A ∪ {g} F. DLST-A6: Finiteness: there exits a K ∈ N such that for all A ∈ A there exists B ⊂ A with |B| ≤ K and so that B ∼ A. 30



[Dillenberger et al ’14] then prove the following. Proposition 8. If  satisfies DLST − A1 − DLST − A5 then there exists a measure ν over ∆(S) and a Bernoulli utility function u : ∆(X)→R with Z V (A) = max(q · u)(f )ν(dq). ∆(S) f ∈A



ν is unique. Finally, ν has finite support if and only if  satisfies Finiteness (DLST-A6). Proof. See Theorem 1 and Appendix A in [Dillenberger et al ’14]. The Finiteness part follows from Theorem 2, once we show in Proposition 9 that Strong Dominance implies Weak Dominance under the Classical Axioms of Menu Preference. The main behavioral axiom in this Theorem is DLST-A5: Strong Dominance. It says that adding an act which delivers dominated outcomes (according to u) at each realization of the objective states doesn’t change the value of a menu. If the u is allowed to be stochastic, then one may still compare lotteries but now only through an average Bernoulli utility u. Thus it is impossible to rank lotteries unambiguously ex-ante. Therefore the DLST axiom does not work anymore with our more general model: once the agent knows precisely the (q, u) she is facing she might decide to pick an act, which even though dominated state by state on average, is better given the conditional information that the subjective state is (q, u). In the following we clarify the relation between our Weak Dominance and the Strong Dominance Axiom from [Dillenberger et al ’14]. Proposition 9. 1) Strong Dominance and Monotonicity imply Weak Dominance. 2) There are models where subjective states are SEU-s which don’t satisfy Strong Dominance even though they satisfy Monotonicity and Weak Dominance. Proof. 1) Note first, that  implies a ranking ∆ over ∆(X) by defining p∆ q



⇐⇒ {p}{q}.



Consider a menu A and an act f ∈ A. Pick f (s0 ) for some s0 ∈ S so that it is the highest ranked lottery from supp(f ) according to ∆ . Let hf the constant act which ¯ Obviously it gives f (s0 ) in each state s ∈ S. Note that hf ∈ A¯ by definition of A. ¯ We can holds {hf (s)}{f (s)} for all s ∈ S. Strong Dominance now gives {f } ∪ A¯ ∼ A. ¯ ¯ repeat this process with all f ∈ A to get A ∪ A ∼ A. But now Monotonicity implies ¯ Since A was arbitrary, this implies that Weak Dominance holds. AA ∪ A¯ ∼ A. 2) See the Example below following the Lemma. Example: Option Value model with SEU-s which doesn’t satisfy Strong Dominance. Take as objective states S = {s1 , s2 }. Consider a model with µ over subjective states (q, u) such that µ = µ1 δ(q,u1 ) + µ2 δ(q,u2 ) . I.e. the belief about the objective state is fixed, while the Bernoulli utility is stochastic and can be u1 or u2 . We identify the belief q by the probability q of the state s2 . We write an act f : S→∆(X) as f = (f1 , f2 ) where fi = f (si ). The condition that {f (s)}{g(s)} for all s ∈ S is then equivalent to µ1 u1 (fi ) + µ2 u2 (fi ) ≥ µ1 u1 (gi ) + µ2 u2 (gi ), for all i = 1, 2. 31



(6)



We require that for u2 the act g is optimal, while for u1 the act f is optimal. Thus we require the following inequalities. (1−q)u1 (f1 )+qu1 (f2 ) > (1−q)u1 (g1 )+qu1 (g2 ),



(1−q)u2 (g1 )+qu2 (g2 ) > (1−q)u2 (f1 )+qu2 (f2 ). (7) The condition that {f, g}{f } (which would imply that Strong Dominance is not fulfilled) is then µ1 ((1 − q)u1 (f1 ) + qu1 (f2 )) + µ2 ((1 − q)u2 (g1 ) + qu2 (g2 )) > µ1 ((1 − q)u1 (f1 ) + qu1 (f2 )) + µ2 ((1 − q)u2 (f1 ) + qu2 (f2 )) . But this is implied by the second part of (7). Thus we need to find q, µ1 , µ2 and values of ui (fj ), ui (gj ), i, j = 1, 2 so that both of (6) and (7) hold true. Such values are for example 1 1 q = µ2 = , u1 (f1 ) = u2 (g1 ) = u2 (g2 ) = u1 (f2 ) = , u1 (g1 ) = u1 (g2 ) = u2 (f1 ) = u2 (f2 ) = 0.32 3 2
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Sophistication



6.1



Extending the Ahn-Sarver results to DLR-SEU and Lu’s model (DLR-R-SEU).



We first state the representation we are after in this part. We are in the two-period setting as in [Ahn, Sarver ’13], i.e. we have menus A ∈ A and also an aSCF ρ encoding ex-post choice. We with a finite prize space X in this subsection. Definition 7 (DLR-R-SEU). Let (, λ) be a pair consisting of a preference over menus and an aSCF. A DLR-R-SEU representation of (, λ) is a pair (µ, τ ) consisting of a finite-support probability measure µ over ∆(S) × RX and a tie-breaker rule τ indexed by the elements of the support of µ such that µ gives a DLR-SEU representation for  and (µ, τ ) a R-SEU representation for ρ. The axioms which make the connection between the two representations are now the following ones. Axiom AS-1 If A ∪ {f }A, then ρ(f, A ∪ {f }, s) > 0 for some s ∈ S. Axiom AS-2 For any A ∈ A and f ∈ A, if there exists  > 0 such that ρ(g, B, s) > 0 for some s ∈ S whenever d(f, g) <  and dH (A, B) < , then A ∪ {f }A.33 The version of the Theorem from [Ahn, Sarver ’13] is then the following. 32



Note that it is without loss of generality to pick these Bernoulli values and still have Bernoulli utilities u1 , u2 ∈ U. This is because one can always enlarge the prize space X as needed to still satisfy the normalizations required in U. 33 Note, that due to the definition of an aSCF we can write in AS-2 the part ‘ρ(g, B, s) > 0 for some s ∈ S’ as ρ(g, B) > 0 and we can write the part ρ(f, A ∪ {f }, s) > 0 for some s ∈ S as ρ(f, A ∪ {f }) > 0 in AS-1.



32



Theorem 4. Suppose that  has a DLR-SEU representation and ρ has a R-SEU representation. Then the pair (, ρ) satisfies axioms AS-1 and AS-2 if and only if it has a DLR-R-SEU representation. Just as in [Ahn, Sarver ’13] we use Lemma 1 in main body of paper to first prove the following Lemma. Lemma 23. Suppose  has a DLR-SEU representation with µ and ρ has a R-SEU representation with (µ0 , τ ). A. The pair (, ρ) satisfies Axiom AS-1 if and only if for the supports of µ and µ0 it holds µ ⊂ µ0 , where we have identified the elements of the support as equivalence classes of SEU-s up to positive affine transformations of the Bernoulli utilities. B. The pair (, ρ) satisfies Axiom AS-2 if and only if for the supports of µ and µ0 it holds µ0 ⊂ µ, where we have identified the elements of the support as equivalence classes of SEU-s up to positive affine transformations of the Bernoulli utilities. Proof. For the proof we use the version of AS-1 and AS-2 with the SCF ρ¯ derived from the aSCF ρ. 1-Necessity. Take the set of SEU representations {(q, u) ∈ ∆(S) × RX : (q, u) ∈ supp(µ) ∪ supp(µ0 )}. Take a separating menu A as in Lemma 1 in main body of paper for this set of SEUs. Fix a (q, u) ∈ supp(µ) and take its corresponding f (q, u) ∈ A. It holds thus that q · u(f (q, u)) > q · u(g) for all g ∈ A \ {f (q, u)}. The DLR-SEU representation then implies AA \ {f (q, u)}, which by AS-1 implies ρ(f (q, u), A) > 0. It follows from the S-REU representation that there should exist some (q 0 , u0 ) ∈ supp(µ0 ) such that f (q, u) = arg maxf ∈A q 0 · u0 (f ). By the property of A we must have (q, u) ≈ (q 0 , u0 ). 1-Sufficiency. Suppose that supp(µ) ⊂ supp(µ0 ). Fix an A ∈ A and f ∈ F such that A ∪ {f }A. This needs (!) q · u(f ) > maxg∈A q · u(g) for some (q, u) ∈ supp(µ). There exists (q 0 , u0 ) ∈ supp(µ0 ) with (q 0 , u0 ) ≈ (q, u). It follows from the S-REU representation and (!) that ρ¯(f, A ∪ {f }) ≥ µ(q 0 , u0 ) > 0. 2-Necessity. We use again the menu A from 1-Necessity. Fix a (q, u) ∈ supp(µ0 ). There exists f ∈ A such that q · u(f ) > q · u(g) for all g ∈ A \ {f }. Since A is finite and q · u continuous we have the existence of some  > 0 such that q · u(h) > q · u(g 0 ) for all h, g 0 ∈ F such that d(h, f ) <  and d(g, g 0 ) <  for some g ∈ A \ {f }. Fix any h and B such that (!) d(f, h) <  and dH (A \ {f }, B) < . Then by definition of the Hausdorff metric for any g 0 ∈ B there exists g ∈ A \ {f } with d(g, g 0 ) < . Hence, (!!) q · u(h) > q · u(g 0 ) for all g 0 ∈ B. The R-SEU representation now implies ρ(h, B ∪ {h}) ≥ µ0 (q, u) > 0. Since (!!) holds for all h, B satisfying (!), Axiom AS2 now implies AA ∪ {f }. R-SEU representation now requires the existence of some (q 0 , u0 ) ∈ supp(µ) with f ∈ argmaxg∈A q · u(g). This implies that (q, u) ≈ (q 0 , u0 ) due to the separating property of A. 2-Sufficiency. Suppose that supp(µ0 ) ⊂ supp(µ). Fix now a menu A ∈ A and f ∈ A and  > 0 such that ρ(g, B ∪ {g}) > 0 whenever d(f, g) <  and dH (A, B) < . To show that A ∪ {f }A it suffices to show the existence of some (q, u) ∈ supp(µ) with (!) q · u(f ) > q · u(g) for all g ∈ A. For this, given the statement, it suffices to find (q, u) ∈ supp(µ0 ) which satisfies (!). Assume on the contrary that q · u(f ) ≤ maxg∈A q · u(g) for all (q, u) ∈ supp(µ0 ). For each (q, u) ∈ supp(µ0 ) let f (q, u) ∈ A be so that q · u(f (q, u)) = maxg∈A q · u(g) and let 33



also g(q, u) ∈ ∆(X) be the constant act so that u ◦ g(q, u) = maxp∈∆(X) u(p). Consider a menu of the type B = A ∪ {αg(q, u) + (1 − α)f (q, u) : (q, u) ∈ supp(µ0 )}, for some α ∈ (0, 1). For all α small we have dH (A, B) < . Also, by letting p¯ the uniform distribution over X (and identifying it with its respective constant act), and considering g = α¯ p + (1 − α)f we have d(g, f ) <  for all α ∈ (0, 1) small. Since each u for (q, u) ∈ supp(µ0 ) is non-constant (by definition of R-SEU) we have u(g(q, u)) > u(¯ p) for all u s.t. (q, u) ∈ supp(µ0 ). It follows for all (q, u) ∈ supp(µ0 ) q · u(g) = αu(¯ p) + (1 − α)q · u(f ) < αu(g(q, u)) + (1 − α)q · u(f (q, u)) = maxh∈B q · u(h). This implies ρ¯(g, B) = 0, which is a contradiction. It follows that (!) is true and we are done. We now finish the proof of the Theorem. Proof of Theorem 4. The direction from the representation to the axioms AS-1 and AS-2 is clear due to Lemma 23. Conversely, assume that (, ρ¯) have respectively DLR-SEU and R-SEU representations through µ and µ0 and that the pair satisfies AS-1 and AS-2. Then Lemma 23 shows that the supports of µ and µ0 are the same. Define for each (q, u) ∈ supp(µ) (q, u0 ) with u0 = µµ(q,u) 0 (q,u) u (here we might have repetitions if the u-s also get repeated several times in supp(µ)). These Bernoulli utilities are well-defined and non-constant. Define now µ ¯ = µ0 and τ¯ = τ . One shows very easily as in the proof of Theorem 1 of [Ahn, Sarver ’13] that (¯ µ, τ¯) is a DLR-R-SEU representation of . We note uniqueness of the DLR-R-SEU representation. Proposition 10. Two DLR-R-SEU representations (µ, τ ) and (µ0 , τ 0 ) represent the same pair (, ρ) if and only if there exists a scalar α > 0 and a function β : supp(µ)→supp(µ0 ) such that the following holds true. A. For any (q, u) ∈ supp(µ) we have u = αu0 + β(q, u) for a unique u0 such that (q, u0 ) ∈ supp(µ0 ). B. For any (q, u) ∈ supp(µ) µ(q, u) = µ(q, u0 ) for a unique (q, u0 ) ∈ supp(µ0 ). 0 0 0 C. For any (q, u) ∈ supp(µ) τq,u = τq,u 0 for a unique (q, u ) ∈ supp(µ ).



Proof. 2. follows from Proposition 7 from the appendix of the main paper. Using this fact together with 2. of Proposition 7 implies a(q, u) = α > 0 constant, i.e. 1. 3. follows again from Proposition 7 from the appendix of the main paper.
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SCFs as observable



In the main body of the paper we have assumed that the analyst can observe the realization of the objective state in each instance., or he observes a signal about the realized objective state which in the aggregate fully identifies the data-generating process of objective states. The case of SCFs in the static setting has been studied extensively in [Lu ’16]. In the supplement of [Lu ’16] a SCF is shown to be a RUM of SEUs if and only it satisfies Monotonicity, Linearity, Extremeness, Continuity and State Independence (see Theorem S.1 in the supplement of [Lu ’16]). Theorem 1 extends this result to a general prize space and models tie-breaking explicitly in the spirit of [Gul, Pesendorfer ’06] and [Frick, Iijima, Strzalecki ’17]. In the dynamic setting we look at reduced histories. A reduced history rht is a tuple (A0 , f0 ; . . . , At , ft ). If the observable is actually an aSCF ρ one can look at its derived SCF ρ¯. This defines a set of reduced histories RHt with a typical element rht ∈ RHt such that there exists some ht ∈ Ht with πAf (ht ) = rht . The derived SCF in each period and after a reduced history rht−1 is given through P st ,ht−1 :πf A (ht−1 )=rht−1 ρt (ht−1 ) · ρt (st , ft , At |ht−1 ) P . ρ¯t (ft , At |rht−1 ) = ht−1 :πf A (ht−1 )=rht−1 ρt (ht−1 ) Representations, Axioms and Characterizations are very similar to the case of full histories only that now they come in aggegrate form instead of statewise form as stated in the main body of the paper. Axioms comparing the beliefs of the agent with the true data-generating process like CIB or NUC are now impossible due to unobservability of the objective states. If the data available don’t include the objective states, the analyst can test whether a dataset where objective states would be observable satisfies the DR-SEU model by testing the derived SCF (Null-hypothesis being that DR-SEU is correct). Thus, DR-SEU can be rejected as a theory also when objective states are not observable by testing the axioms in the case of reduced histories. On the other hand, when the Null-hypothesis is not rejected, the analyst cannot say anything about the correctness of beliefs of the agent. In this regard the model in [Lu ’16] is making the implicit assumption that the agent is using the correct signal structure/signal-generating process. For completeness we give here the Representation in the AS-version for the case of SCFs as observables. Definition 8. We say that a family of history-dependent SCF ζ = (ζ0 , . . . , ζT ) has a reduced DR-SEU representation (rDR-SEU) if there exists • a finite space S of objective states and a collection of partitions St , t = 1 . . . , T of S such that St is a refinement of St−1 . • a collection of finite subjective state spaces SEUt , t = 0, . . . , T (an element is of the type θt = (qt , ut ) ∈ ∆(St ) × RXt ) • a collection of probability kernels ψk : SEUk−1 →∆(SEUk )



35



q



,u



for k = 0, . . . , T 34 with a typical element ψkk−1 k−1 . In particular, the probability θ that (qk , uk ) is realized after θk−1 is ψkk−1 (qk , uk ) (here we have θt = (qt , ut )). such that the following two conditions hold. rDR-SEU 1 θ



(a) every (qt , ut ) ∈ supp(ψt t−1 ) represents a distinct, non-constant SEU preference. θ0



θ



0 , both in Θt−1 .35 (b) suppψt t−1 ∩ suppψt t−1 = ∅ whenever θt−1 6= θt−1 θ



(c) ∪θt−1 supp(ψt t−1 ) = SEUt . rDR-SEU 2 The SCF ζt after a history ht−1 = (A0 , f0 ; . . . , At−1 , ft−1 ) h i P



t−1



ζt (ft , At |h



)=



(θ0 ,...,θt )∈×l≤t SEUl



Qt−1



k=0



P



θ



θ



ψkk−1 (qk ,uk )τqk ,uk (fk ,Ak ) ·ψt t−1 (qt ,ut )τqt ,ut (ft ,At ) . Qt−1 θk−1 (f ,A ) ψ (q ,u )τ q ,u k k k k SEU k=0 k k k



(θ0 ,...,θt−1 )∈×l≤t−1



l



Remark 3. If we add C-determinism* on the SCF in every period and after each history, the resulting representation would have a non-stochastic Bernoulli utility each period. This is then the dynamic version of the main model of [Lu ’16]. The proofs in the case of reduced histories and/or SCFs are simpler as now one can identify the states st from the proofs of [Frick, Iijima, Strzalecki ’17] with the realized Subjective Expected Utility of the agent (qt , ut ). This allows to transport their proof arguments immediately, once one adds State Independence and C-Determinism to their ‘static’ Axiom 0.
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Auxiliary Results for Section 4 and miscellanea



8.1



Preliminaries



In the following whenever we consider aSCFs coming from different agents we assume here that they share the same taste.36 The following concept is crucial. Definition 9 ([Lu ’16]). Given a derived SCF ρ¯, the test function of a menu A ∈ A is the function Aρ¯ : [0, 1]→[0, 1] defined by Aρ¯(a) = ρ¯(A, A ∪ {af + (1 − a)f¯}). We assume that any ρ¯ in this section is derived from an aSCF which satisfies the conditions of Theorem 0. It is then clear that Aρ¯(·) is a continuous cumulative distribution function. One of the major conceptual contributions in [Lu ’16] is the associated menu preference with an SCF. [Lu ’16] establishes that there is following relation between stochastic choice from menus and the valuation of menus. 34



With the obvious conventions for k = 0. Recall θt−1 = (qt−1 , ut−1 , st−1 ). There might be repetitions in terms of the SEUs. When that happens we index the SEUs by their respective θt . Thus we keep everything partitional. 36 We skip for simplicity writing out the conditions on the SCFs which imply that the taste of distinct agents we consider are the same. These are available upon request. 35



36



Theorem 5 ([Lu ’16]). The following are equivalent: A. The SCF ρ¯ has an informational representation (as in Proposition 1) with distribution of beliefs ν ∈ ∆(∆(S)) and non-stochastic taste u. B. ρ¯ has an informational representation and ρ¯ is represented by Z V (A) = maxf ∈A [q · (u ◦ f )]ν(dq).



(8)



∆(S)



The representation (8) is called a subjective learning representation. It is studied and axiomatized in [Dillenberger et al ’14].37



8.2



An additional Comparative Statics Result: Informativeness



Assume the analyst has two aSCFs ρi , i = 1, 2 which satisfy the conditions of Proposition 1 over the same measure space; that is, we have a pair of probability spaces (Ω, F ∗ , {µi }i=1,2 ) with finite Ω. We assume the following condition for the random variables si from Definition 2, which give the realizations of the objective states. Common DGP Assumption: The distribution of s1 under µ1 is the same as the distribution of s2 under µ2 . In terms of stochastic choice: for all s ∈ S it holds ρ1 (s) = ρ2 (s). The condition ensures that both agents are facing an identical DGP even though they are using potentially different information structures to learn about the realization of the objective state s. [Lu ’16] shows how one can get a ranking of signal structures based on Blackwell informativeness. To recall, for two posterior distributions µ, ν ∈ ∆(∆(S)) say that µ is Blackwell more informative than ν if there is a mean-preserving transition kernel K : ∆(S) × ∆(S)→[0, 1] such that, for all q ∈ ∆(S) it holds38 Z µ(q) = K(p, q)ν(dp). ∆(S)



Say for two distributions F, RG over [0, 1] that F second-order stochastic dominates G, R that is, F SOSD G if R φdF ≥ R φdG for all increasing, concave φ : R→R. Theorem 6 ([Lu ’16]). Let ρi , i = 1, 2 fulfill the Common DGP Assumption and let the distribution of qi (·) over ∆(S) be given by νi , i = 1, 2. Then ν1 is Blackwell more informative than ν2 if and only if for all A ∈ A we have Aρ¯1 SOSD Aρ¯2 . This is the main comparative statics result in [Lu ’16] and it immediately finds application in our setting of richer data, whenever the interpretation of the data is that it comes from agents using different information structures to learn about the realization of same objective state s.39 37



See Online Appendix 5 for itsR relation to the axiomatization of Evolving SEU in this paper. Mean-preserving means that ∆(S) pK(q, dp) = q. 39 Say, two different firms experimenting on the viability of the same set of drugs.



38



37



The informativeness ranking also makes sense in a setting where information structures have misspecified priors. This is because two information structures are ordered w.r.t. informativeness only if they use the same pre-signal prior about the state of the world. This common prior may or may not be correctly specified.40 Given this common bias, all else equal, an agent is still normatively speaking better off possessing a more Blackwell informative information structure.



8.3



Proofs of Theorem 5 and Theorem 6



The proofs of these two results are just small modifications of the proofs in the original setting of [Lu ’16]. One just has to adapt and modify his respective proofs in Appendix B by including and excluding (as appropriate) the arguments Lu uses to eschew the explicit modeling of tie-breaking. An interested reader can see easily that the proofs go through by using the following easy-to-verify facts.41 A. Given the existence of uniformly best and worst acts, f¯ and f , and the continuity of u, one could go over to the space of utility acts for both agents to see that the set of menus without ties for both agents is dense in the space of all menus A equipped with Hausdorff topology. B. The map A 3 A→Aρ¯ is continuous in the topology of weak convergence of cdf-s whenever ρ¯ is continuous. C. Lemma B.1 in Appendix B of [Lu ’16] goes through word for word. D. Lemma B.2 in Appendix B of [Lu ’16] just needs to be modified to the following statement: If ρ¯ has an informational representation, then the test function to the menu A ∪ f b is equal to max{Aρ¯, fρ¯b } a.e. in b ∈ [0, 1]. E. The statement of Lemma B.3 in Appendix B of [Lu ’16] needs to be modified to: let Aρ¯1 = Aρ¯2 for all A ∈ A without ties for both SCFs ρ¯i , i = 1, 2.42 Then µ1 = µ2 in the representations, i.e. the two stochastic choice functions are the same on all menus without ties. F. The statements of Lemma A.6 and B.4 remain intact in our setting. This is because of the Maximum Theorem applied to the optimization problem max q · (u ◦ f ). f ∈F



40



R R In the setting of Theorem 6 the agents have a common prior if ∆(S) qν1 (dq) = ∆(S) qν2 (dq). If this common prior doesn’t coincide with the probability distribution coming from the Common DGP Assumption. 41 All the following statements remain intact if instead of the finite prize space in [Lu ’16] one uses a general prize space which is separable, metric. This is because essentially the only result needed to start the work is the Informational Representation Theorem. The latter is a special case of our Theorem 1. 42 The set of menus without ties for both representations is dense as one easily checks. This follows in our setting due to Finiteness. Remember also that we have assumed the existence of a ‘best’ and ‘worst’ prize.



38



As one can easily show through applications of the Maximum Theorem the value function of this problem is continuous in q ∈ ∆(S) and also F ∈ A with the respective topologies of weak convergence of probability measures and Hausdorff distance. The latter continuity property remains intact after taking integrals, i.e. Z max q · (u ◦ f )µ(dq) V (F ) = ∆(S) f ∈F



is continuous in F ∈ A. It is also continuous in µ. G. Due to the above, the proof of Theorem 5 is as follows: part (1)=⇒(2) is precisely the same as in [Lu ’16] (with the respective adaptation in the Theorems one needs to cite). For the direction (2)=⇒(1): one does the same steps as in the proof of [Lu ’16], but focuses on menus without ties for both representations and uses in the very end of the proof the adapted statement of Lemma B.3 from E. here instead of the original statement.



8.4



Properties of the map connecting menu preferences to biased beliefs



Lemma 24. The map ψq is continuous, convex and injective. Proof. Let a direction of bias q ∈ ∆(S)Ω be given. Recall the definition of Va for some a ∈ [0, 1]Ω . Z Va (A) = max [a(ω)q(ω) + (1 − a(ω))µ(·|ω)] · (u ◦ f )µ(dω). (9) Ω f ∈A



We equip the space of weights [0, 1]Ω with the uniform topology (which due to finiteness of Ω is equivalent to the topology of point-wise convergence). The integrand is continuous in a due to Maximum Theorem. Uniform boundedness of the integrand implies that Va is continuous in a. Injectivity follows from the Uniqueness result in Theorem 1 of [Dillenberger et al ’14]. Va namely satisfies all properties of that Theorem. Finally, convexity follows from the fact that the max operator maxf ∈A is convex in its argument and the fact that convexity remains intact after integration.
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