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Introduction



In the past few decades there has been a resurgence of attention drawn to the utilization of stochastic control theory in economics and finance. Browne (1995) considered the optimal investment polices for maximizing exponential utility and minimizing the probability of ruin. Schmidli(2001, 2002), Promislow and Young (2005) studied the problem of minimizing the probability of ruin, while Jeanblanc-Picqu´e and Shiryaev (1995), Asmussen and Taksar (1997), Taksar (2000), Højgaard and Taksar (2004) considered the strategy of maximizing the expected present value of the dividends paid out up to the time of bankruptcy. Most of above papers modeled the financial reserve of an insurance company as a Brownian motion with positive drift and constant diffusion coefficient. However, in reality, the financial reserve of an insurance company often depends on the dynamical state of economy. In order to take into account this, Asmussen (1989) proposed the Markov-modulated risk model and studied the ruin problem of this model. The model is also called Markovian regime switching model in the finance and actuarial science literature. Such a model can incorporate the impact states of the economy have on the surplus process. Therefore it is more reasonable to model the financial reserve of an insurance company by the Markovian regime switching model. In order to get an closed form of our problems, we assume that the financial reserve of an insurance company is modeled by Markov-modulated Brownian motion. The idea of modeling by Markov-modulated stochastic process is not new in finance and actuarial science. See Reinhard (1984), Asmussen (1989), Miyazawa (2004), Rabeha2



saina and Sericola (2004), Jacobsen (2005), Lu and Li (2005) et al for an application of Markov-modulated model in actuarial science. In financial literature, most works mainly employed the Markovian regime switching model to deal with options, see Naik (1993), Di Masi, Kabanov and Runggaldier (1994), Yao, Zhang, and Zhou (2001), Buffington and Elliott (2002), Graziano and Rogers (2005). Besides dealing with option, the portfolio optimization problems in Markovian regime switching market were also studied by many authors. For instance, Cajueiro and Yoneyama (2002) studied the combined optimization of portfolio and risk exposure of an insurance company whose potential profit depends on the dynamic state of the economy. B¨auerle and Rieder (2004) investigated portfolio optimization problems with Markov-modulated stock prices and interest rates. Rieder and B¨auerle (2005) studied the problem of portfolio optimization with unobservable Markovmodulated drift process. This paper is organized as follows. In section 2, we introduce the model of Markovmodulated Brownian motion. Section 3 is devoted to formulate the control problem of maximizing utility function from terminal wealth by Hamilton-Jacobi-Bellman (HJB for abbreviation) equation. We solve the HJB equation and find the optimal strategy for maximizing the exponential utility function in section 4. In section 5 we consider the control problem of maximizing exponential utility function when the positive interest rate is taken into account.
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The Model



To give a rigorous mathematical formulation of the optimization problem, we start with a probability space (Ω, F, P ) with a filtration {Ft }t≥0 containing all objects defined at the following. The filtration Ft represents the information available at time t and any control is made based upon this information. We assume in the case of no risk or investment control, the reserve of the company Rt evolves according to the Markov-modulated Brownian motion described as follows: Z Rt = x +



0



Z



t



µJs ds +



t



0



σJs dBs ,



(2.1)



where Bt is a standard Brownian motion and {Jt , t ≥ 0} is an irreducible continuous time Markov chain with a finite states space S. Let Λ = (λij )i,j∈S denote the intensity matrix for Jt and write for brevity λi = −λii for the rate parameter of exponential holding time in state i. Since Λ is irreducible, the stationary limiting distribution π of Jt exists and can be computed as the positive solution of πΛ = 0, πe = 1. Indeed the process {Rt , t ≥ 0} is a special continuous time Markov additive process introduced by Asmussen (2000). Without loss of generality we assume that there is only one risky stock available for investment, whose price process {St } is described by dSt = αSt dt + βSt dBtS , where BtS is another standard Brownian motion which is independent of Bt . In addition we also consider that the company controls its risk by a proportional reinsurance. A strategy π is described by a two dimensional stochastic process (aπ (t), bπ (t)), where 4



0 ≤ aπ (t) ≤ 1 represents the proportional reinsurance level and bπ (t) represents the amount invested in the risky asset at time t. Usually we will put no constrains on the control bπ (t). If bπ (t) < 0 then this means that the insurance company is shorting the stock, while bπ (t) > Rtπ corresponds to borrow money for investing long in stock. Denote by Rtπ the resulting reserve process when applying strategy π, thus the dynamics for Rtπ is then given by, dRtπ = aπ (t)[µ(Jt )dt + σ(Jt )dBt ] + bπ (t)(αdt + βdBtS ) = [aπ (t)µ(Jt ) + αbπ (t)]dt + aπ (t)σ(Jt )dBt + bπ (t)βdBtS ,



(2.2)



where we assume that R0π = x0 is the initial reserve. We denote by Π[t, T ] := {π(s) = (aπ (s), bπ (s))t≤s≤T : π(s) ∈ [0, 1] × R, π is Fs -adapted Z T and b2π (s)ds < ∞ almost surely}. t



Suppose now that the insurer is interested in maximizing the utility function from his terminal wealth, say at time T. The utility function is u(x), typically increasing and concave (u00 (x) < 0). For a strategy π , we define the utility attained by the insurer from the state x at time t as Vπi (t, x) = E[u(RTπ )|Rtπ = x, Jt = i]. Then our objective is to find the optimal value function V i (t, x) =



sup E[u(RTπ )|Rtπ = x, Jt = i]



(2.3)



π∈Π[t,T ]



and the optimal strategy π ∗ such that V i (t, x) = Vπi∗ (t, x) =



5



sup Vπi (t, x).



π∈Π[t,T ]



(2.4)
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HJB equation



We use the dynamic programming approach described in Fleming and Soner (1993) to solve above problems. By the standard arguments of Fleming and Soner (1993), we have the following theorem. Theorem 3.1. Assume that V i (t, x) is twice continuous differentiable. Then V i (t, x) satisfies the following HJB equation,     X 1 i sup Vti + [aµi + αb]Vxi + (a2 σi2 + β 2 b2 )Vxx + λij V j = 0  2 π∈Π[t,T ] 



(3.5)



j∈S



with the terminal data V i (T, x) = u(x).



(3.6)



In what follows we will give two lemmas which will be used in the analysis of the solution to the HJB equation. For any function V i (t, x) denote aV (t, x, i) = −



µi Vxi (t, x) . i (t, x) σi2 Vxx



(3.7)



i (t, x) < 0 is a solution Lemma 3.1. Suppose V i (t, x) with property Vxi (t, x) > 0 and Vxx



to Vti (t, x)



· ¸ 1 µ2i α2 Vxi2 (t, x) X − + + λij V j (t, x) = 0 i (t, x) 2 σi2 β 2 Vxx



(3.8)



j∈S



with terminal boundary V i (T, x) = u(x). Let O = {(t, x, i) : aV (t, x, i) < 1}. 6



(3.9)



Then V i (t, x) satisfies the HJB equation (3.5) on O i (t, x) < 0 and the left hand of (3.5) is a second degree Proof: Since Vxi (t, x) > 0, Vxx



polynomial in a and b, differentiating with respect to a and b in (3.5) gives the maximizer a∗ = −



µi Vxi (t, x) , i (t, x) σi2 Vxx



b∗ = −



α Vxi (t, x) . i (t, x) β 2 Vxx



aV (t, x, i) = −



µi Vxi (t, x) < 1. i (t, x) σi2 Vxx



(3.10)



Since on O



Substitute a∗ and b∗ instead of a and b in (3.5) respectively and after some calculations yield the following nonlinear Cauchy problem: Vti (t, x)



· ¸ 1 µ2i α2 Vxi2 (t, x) X − + + λij V j (t, x) = 0, i (t, x) 2 σi2 β 2 Vxx



for t < T,



j∈S



V i (T, x) = u(x). Thus the desired result is obtained.



¤



i (t, x) < 0 is a solution Lemma 3.2. Suppose V i (t, x) with property Vxi (t, x) > 0 and Vxx



to Vti (t, x) + µi Vxi (t, x) −



X 1 α2 Vxi2 (t, x) σi2 i + V (t, x) + λij V j (t, x) = 0 xx i (t, x) 2 β 2 Vxx 2



(3.11)



j∈S



with terminal boundary V i (T, x) = u(x). Let O1 = {(t, x, i) : aV (t, x, i) ≥ 1}. Then V i (t, x) satisfies the HJB equation (3.5) on O1 7



(3.12)



Proof: Since the equation (3.5) is a second degree polynomial in a and b and aV (t, x, i) = −



µi Vxi (t, x) ≥ 1, i (t, x) σi2 Vxx i



. Substitute a∗ = 1 and b∗ instead the maximizer is attained at a∗ = 1 and b∗ = − βα2 VVix (t,x) (t,x) xx



of a and b in (3.5) respectively and after some simplification we obtained (3.11).
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The solution of HJB equation for exponential utility function



In this section we will give the solution of HJB equation and find the optimal strategy for exponential utility function. Suppose now that the insurer has an exponential utility function u(x) = λ −



γ −θx e , θ



(4.13)



where γ > 0 and θ > 0. Such utility functions play a prominent role in insurance mathematics and actuarial practice, since they are the only utility functions under which the principle of “zero utility” gives a fair premium that is independent of the level of reserve of an insurance company. From now on, we will denote ei the n-dimensional row vector with all components equal to 0 but the i-th equal to 1 and denote e the n-dimensional column vector with all components equal to 1. Theorem 4.1. Let hi =



· ¸ · ¸ 1 µ2i α2 θ2 σi2 α2 µi + θµi − + 1 1 µi + 2 σi2 β 2 θ> σi2 2 2β 2 θ≤ σi2 8



(4.14)



and denote A = (h1 , h2 , · · · , hn )diag − Λ.



(4.15)



γ −θx e f (t, i) θ



(4.16)



Then the function W i (t, x) = λ −



with f (t, i) = ei e−A(T −t) e is a solution of HJB equation (3.5). Proof: By Lemma 3.1, Lemma 3.2, we know that the HJB equation is equivalent to equation (3.8), (3.11) under different cases. To solve equation (3.8), (3.11), we try to fit a solution of the form W i (t, x) = λ −



γ −θx e f (t, i) θ



(4.17)



where f (t, i) is a suitable function. Note that for this trial solution we have γ Wti (t, x)(t, x) = − e−θx f 0 (t, i), θ Wxi (t, x) = γe−θx f (t, i),



(4.18)



i Wxx (t, x) = −γθe−θx f (t, i).



Thus aW (t, x, i) =



µi θσi2



(4.19)



By comparing aW (t, x, i) and 1, we have two cases to consider. If 0 < aW (t, x, i) < 1, i.e. θ >



µi , σi2



then from Lemma 3.1 we know that the HJB equation



(3.5) is equivalent to partial differential equation (3.8). Inserting (4.18) into (3.8) and canceling like terms shows that we require that f (t, i) satisfies · ¸ X α2 1 µ2i + 2 f (t, i) − λij f (t, j). f (t, i) = 2 2 σi β 0



j∈S



9



(4.20)



In addition the boundary condition W i (t, x) = λ− γθ eθx implies that we must have f (T, i) = 1. If aW (t, x, i) ≥ 1, i.e. θ ≤



µi , σi2



then from Lemma 3.2, we know that the HJB equation is



equivalent to partial differential equation (3.11). Inserting (4.18) into (3.11) and canceling like terms shows that f (t, i) must satisfy · ¸ X α2 θ2 σi2 f 0 (t, i) = θµi − + 2 f (t, i) − λij f (t, j). 2 2β



(4.21)



j∈S



Also by the boundary condition W i (t, x) = λ − γθ eθx , we must have f (T, i) = 1. Let f (t) = (f (t, 1), f (t, 2), · · · , f (t, n))0 . From the definition of A, we can rewrite equations (4.20), (4.21) in the matrix form as f 0 (t) = Af (t)



(4.22)



with boundary condition f (T ) = e. Thus from the theory of differential equation, we know that f (t) = eAt x0 where x0 is determined by eAT x0 = e. That is f (t, i) = ei e−A(T −t) e.



(4.23)



In order to apply Lemma 3.1, 3.2, we have to verify that Wxi (t, x) > 0,



i Wxx (t, x) < 0.



From equation (4.18), we only need to prove f (t, i) > 0. In fact, from the definition of matrix A, we can find a positive constant k such that all components of matrix kI − A are positive. Therefore f (t, i) = ei e−A(T −t) e = e−k(T −t) ei e(kI−A)(T −t) e > 0. 10



Thus we complete the proof of the theorem.
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The next theorem provides the verification that W i (t, x) as given in Theorem 4.1 is indeed the value function of our problem. Theorem 4.2. Suppose that W i (t, x) is as given in Theorem 4.1. Then 1. V i (t, x) = W i (t, x), 2. The optimal strategy π ∗ = (π ∗ (s)) that maximizes exponential utility at a terminal time T is given in feedback form as ∗



∗



π ∗ (s) = (aπ∗ (s, Rsπ , Js ), bπ∗ (s, Rsπ , Js )),



(4.24)



where the functions aπ∗ and bπ∗ are given by aπ∗ (s, x, i) =



µi µi + I{θ≤ µi } , I θσi2 {θ> σi2 } σ2 i



bπ∗ (s, x, i) =



α . θβ 2



Proof: Let ΠM be the set of strategies π = (aπ (t), bπ (t)) such that bπ (t) ∈ [−M, M ] for i (t, x). Let π ∈ Π M ∈ R+ large and denote the corresponding value function by VM M be an



arbitrary strategy and Rtπ the corresponding reserve process. Since W i (t, x) is sufficiently smooth, we can apply Itˆo’s formula to obtain Z v AW Js (s, Rsπ , aπ (s), bπ (s))ds W Jv (v, Rvπ ) = W Jt (t, Rtπ ) + t Z v WxJs (s, Rsπ )[aπ (t)σ(Jt )dBt + bπ (t)βdBtS ], +



(4.25)



t



where X 1 i (t, x) + λij W j (t, x). AW i (t, x) = Wti (t, x) + [aµi + αb]Wxi (t, x) + (a2 σi2 + β 2 b2 )Wxx 2 j∈S



(4.26) 11



Let us then set Z Mv =



v



t



WxJs (s, Rsπ )[aπ (s)σ(Js )dBs + bπ (s)βdBsS ].



(4.27)



Since Bt and BtS are two independent standard Brownian Motion, we can rewrite Mv as Z Mv =



t



v



p WxJs (s, Rsπ ) a2π (s)σ 2 (Js ) + b2π (s)β 2 dWs ,



(4.28)



where Ws is another standard Brownian motion. In general, {Mv , t ≤ v ≤ T } is a local martingale. In the present case, we will show that Mv is actually a real martingale. By equation (2.2), we have Z Rsπ = x +



Z



s



[aπ (r)µ(Jr ) + αbπ (r)]dt +



t



sp



a2π (r)σ 2 (Jr ) + b2π (r)β 2 dWr .



t



(4.29)



Since Wxi (t, x) = γe−θx f (t, i), we have Z Mv =



v



t



p π γe−θRs f (s, Js ) a2π (s)σ 2 (Js ) + b2π (s)β 2 dWs .



(4.30)



Since f, µ, σ, aπ and bπ are bounded on[t, T ], in order to verify that Mv is a martingale we need to show Z



½



T



E



Z



exp −2θ t



sp



t



¾ a2π (r)σ 2 (Jr )



+



b2π (r)β 2 dWr



ds < ∞.



(4.31)



From the facts that f, µ, σ, aπ and bπ are bounded on[t, T ], it is easy to verify the Novikov condition(see page 198 of Karatzas and Shreve (1999)). ½ Z s ¾ 1 2 2 2 2 2 E exp (2θ) [aπ (r)σ (Jr ) + bπ (r)β ]dr < ∞ 2 t



(4.32)



and therefore {Zs }s≥t defined by ½ Zs = exp −2θ



Z t



sp



a2π (r)σ 2 (Jr )



+



b2π (r)β 2 dWr



1 − 2



Z



s



¾ 2



(2θ) t



[a2π (r)σ 2 (Jr )



+



b2π (r)β 2 ]dr (4.33)



12



is a martingale with EZs = 1. Thus from (4.32) and (4.33), we can verify condition (4.31) is satisfied and therefore Mv is a martingale. Taking condition expectation given Rtπ = x and Jt = i and let v = T in equation (4.25), we obtain ·Z E[W



JT



(T, RTπ )|Rtπ



i



= x, Jt = i] = W (t, x)+E



T



AW t



Js



(s, Rsπ , aπ (s), bπ (s))ds|Rtπ



¸ = x, Jt = i . (4.34)



From Theorem 4.1, we know that W is a solution of HJB equation (3.5) and W i (T, RTπ ) = u(RTπ ). Therefore, E[u(RTπ )|Rtπ = x, Jt = i] ≤ W i (t, x).



(4.35)



i (t, x) ≤ W i (t, x). Now suppose that π ∗ is given by Since π is arbitrary, we obtain VM



(4.24), it is easy to verify that π ∗ maximizes the HJB equation from Theorem 4.1. Thus i (t, x) = W i (t, x). we get equality in (4.35) under π ∗ . Therefore VM i (t, x) are not depend on M . Note that the optimal strategy and the value function VM



Thus taking the limit M → ∞ yields the results of this theorem.
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Positive interest rate



In this section we consider the case where there is a positive interest rate r > 0. That is there is a bond beside the risky stock. Suppose that the price process of bond St0 evolves as dSt0 = rSt0 dt. In this case, any wealth not invested in the stock, Rtπ − bπ (t), will be held



13



in the bond. For any policy π, the wealth process evolves as dRtπ = aπ (t)[µ(Jt )dt + σ(Jt )dBt ] + [Rtπ − bπ (t)]rdt + bπ (t)(αdt + βdBtS ) = [aµ(Jt ) + r(Rtπ − bπ (t)) + αbπ (t)]dt + aσ(Jt )dBt + bπ (t)βdBtS .



(5.36)



The generator of the wealth process in this case is Ar g i (t, x) = gti (t, x) + [aµi + rx − (r − α)b]gxi (t, x) X 1 i + (a2 σi2 + β 2 b2 )gxx (t, x) + λij g j (t, x). 2



(5.37)



j∈S



We extend the results of Section 3 regarding maximizing exponential utility to this case. The corresponding HJB equation for maximizing utility from terminal wealth in this case is sup Ar V i (t, x) = 0



(5.38)



V i (T, x) = u(x).



(5.39)



π



and the terminal boundary is



Here again we have V i (t, x) = supπ∈Π E[u(RTπ )|Rtπ = x, Jt = i]. To solve the problem, we must solve the nonlinear equation (5.38) and find the value (aπ , bπ ) which maximizes the function X 1 i Vti (t, x) + [aµi + rx − (r − α)b]Vxi (t, x) + (a2 σi2 + β 2 b2 )Vxx (t, x) + λij V j (t, x). (5.40) 2 j∈S



Similar to the case of no positive interest rate, the HJB equation of (5.38) also have two equivalent forms. Assuming that the HJB equation of (5.38) has a classical solution V which satisfies Vx > 0 and Vxx < 0, therefore we can differentiate with respect to a and b



14



in (5.40) to find the maximizer a∗ = −



µi Vxi (t, x) , i (t, x) σi2 Vxx



b∗ = −



α − r Vxi (t, x) . i (t, x) β 2 Vxx



(5.41)



If a∗ < 1, then substituting a∗ and b∗ instead of a and b in (5.38) respectively we obtained the equivalent form of HJB equation of (5.38), Vti (t, x)



+



rxVxi (t, x)



· ¸ 1 µ2i (α − r)2 Vxi2 (t, x) X − + λij V j (t, x) = 0. + i (t, x) 2 σi2 β2 Vxx



(5.42)



j∈S



If a∗ ≥ 1, then substituting 1 and b∗ instead of a and b in (5.38) respectively we obtained another equivalent form of HJB equation of (5.38), 1 1 (α − r)2 Vxi2 (t, x) X i Vti (t, x)+(µi +rx)Vxi (t, x)+ σi2 Vxx (t, x)− + λij V j (t, x) = 0. (5.43) i (t, x) 2 2 β2 Vxx j∈S



Both of above two equations have the same terminal boundary condition V i (T, x) = u(x). Theorem 5.1. Let f (t) = (f (t, 1), f (t, 2), · · · , f (t, n))0 , · ¸ 1 µ2i 1 2 2 2r(T −t) r(T −t) µ I h(t, i) = + µi θe − σi θ e I{θ≤ µi } (5.44) i 2 σi2 {θ> er(T −t) σi2 } 2 er(T −t) σ 2 i and denote A(t) = (h(t, 1), h(t, 2), · · · , h(t, n))diag − Λ.



(5.45)



Then 1. The function given by ¾ ½ γ (α − r)2 r(T −t) W (t, x) = λ − exp −θxe (T − t) f (t, i) − θ 2β 2 i



15



(5.46)



with f (t) determined by f 0 (t) = A(t)f (t) and f (T ) = e is a solution of HJB equation (5.38). 2. The Feynman-Kac formula yields the following stochastic representation of f



· Z f (t, i) = E exp{− t



T



¸ h(s, Js )ds}|Jt = i ,



(5.47)



where h(t, i) is given by (5.44). Proof: To solve the HJB equation (5.38), we try to fit a solution of the form ½ ¾ (α − r)2 γ r(T −t) − (T − t) f (t, i), W (t, x) = λ − exp −θxe θ 2β 2 i



(5.48)



where f (t, i) is a suitable function. The boundary condition (5.39) implies that f (T, i) = 1. Noted that for the trial solution we have Wxi (t, x) = θer(T −t) g(t, x)f (t, i), i Wxx (t, x) = −θ2 e2r(T −t) g(t, x)f (t, i), · ¸ (α − r)2 i r(T −t) Wt (t, x) = − rθxe + g(t, x)f (t, i) − g(t, x)f 0 (t, i), 2β 2



where g(t, x) =



γ θ



n exp −θxer(T −t) −



(α−r)2 (T 2β 2



(5.49)



o − t) .



i (t, x) into (5.41), we obtain that the maximizer is Thus substituting Wxi (t, x) and Wxx



given by µi 1 , θer(T −t) σi2 1 α−r b∗ (t, x, i) = r(T −t) . β2 θe a∗ (t, x, i) =



16



(5.50) (5.51)



Therefore, if a∗ < 1, i.e. θ >



µi , er(T −t) σi2



inserting (5.49) into (5.42) shows that f (t, i) must



satisfy f 0 (t, i) =



X 1 µ2i λij f (t, j). f (t, i) − 2 2 σi



(5.52)



j∈S



If a∗ ≥ 1, i.e. θ ≤



µi



er(T −t) σi2



, inserting (5.49) into (5.43) shows that f (t, i) must satisfy



· ¸ X 1 2 2 2r(T −t) r(T −t) f (t, i) = µi θe − σi θ e f (t, i) − λij f (t, j). 2 0



(5.53)



j∈S



From the notation of A(t) and f (t), we can rewrite (5.52) and (5.53) in the matrix form as f 0 (t) = A(t)f (t).



(5.54)



f (T ) = e.



(5.55)



Moreover the boundary condition is



Now we prove the Feynman-Kac representation of f . Let Z K(v) = exp{− t



v



h(s, Js )ds}.



Then the Dynkin formula implies that the process {M (v), v ≥ t} defined by   Z v X f 0 (s, Js ) + M (v) = f (v, Jv ) − f (t, Jt ) − λJs ,j f (s, j) ds t



j∈S



is a martingale. Thus d(K(v)f (v, Jv )) = K(v)(df (v, Jv ) − h(v, Jv )f (v, Jv )dv)   X = K(v) dM (v) + [f 0 (v, Jv ) + λJv ,j f (v, j)]dv − h(v, Jv )f (v, Jv )dv  . j∈S



17



(5.56)



(5.57)



This yields Z K(v)f (v, Jv )−f (t, Jt ) =



t



v



Z v X K(s)dM (s)+ [f 0 (v, Jv )+ λJv ,j f (v, j)−h(v, Jv )f (v, Jv )]dv. t



j∈S



(5.58) Let v = T and from equation (5.53), (5.55) we obtain Z K(T ) − f (t, Jt ) =



T



K(s)dM (s).



(5.59)



t



Taking expectation with respect to Jt = i yields the desired result. From (5.47), it is easy to see f (t, i) > 0 and therefore W i (t, x) given by (5.46) is indeed the solution of HJB equation (5.38)



¤



Remark 5.1. The differential equation system f 0 (t) = A(t)f (t)



(5.60)



with boundary condition f (T ) = e indeed has a unique continuous solution( see Theorem 1 on page 303 of Bronson (1991)). In fact, if we let Φ(t, t0 ) be the transition matrix of differential equation system (5.60), i.e. Φ(t, t0 ) is n × n matrix having the properties that d Φ(t, t0 ) = A(t)Φ(t, t0 ), dt



Φ(t, t0 ) = E,



where E is the identity matrix, then f (t) = Φ(t, T )e is the unique solution of (5.60). For the existence of the transitions matrix, see page 339 of Bronson(1991). The next theorem provides the verification that W i (t, x) as given in Theorem 5.1 is indeed the value function of our problem. Theorem 5.2. Suppose that W i (t, x) is as given in Theorem 5.1. Then 18



1. V i (t, x) = W i (t, x), 2. The optimal strategy π ∗ = (π ∗ (s)) that maximizes exponential utility at a terminal time T is given in feedback form as ∗



∗



π ∗ (s) = (aπ∗ (s, Rsπ , Js ), bπ∗ (s, Rsπ , Js )),



(5.61)



where the functions aπ∗ and bπ∗ are given by µi µi I + I{θ≤ µi } , σi2 {θ> er(T −t) σi2 } er(T −t) σ 2 i 1 α−r bπ∗ (s, x, i) = r(T −t) . β2 θe aπ∗ (s, x, i) =



1



θer(T −t)



Proof: The method of proving this theorem is similar to Theorem 4.2. The only difference is the expression of Rtπ . In this case, from the differential equation (5.36), the explicit expression of Rtπ is given by Rtπ



½ ¾ Z t Z t p −rs −rs 2 2 2 2 =e x+ e [aµ(Jt ) + (α − r)bπ (t)]dt + e aπ (s)σ (Js ) + bπ (s)β dWs , rt



0



0



(5.62) where Wt is another standard Brownian motion. Following steps of proving Theorem 4.2, we can also prove this theorem.



¤
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