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Abstract



The optimal static hedging of a CDO tranche position with a portfolio of bonds that constitute the CDO reference pool is addressed here. The hedge ratio and tranche pricing that result in a fair bet on the average and minimum hedge error measures are found for synthetic CDO tranches, employing two default models (1) Reduced form Normal Copula; (2) Structural Variance-Gamma. The sensitivities of the break-even spread, optimal hedge ratios, and un-hedged risks to the underlying credits and the CDO structure are illustrated. The relationship between the no-default carry and residual default risks of hedged CDO tranches are illustrated. In the same framework hedging a bond with a CDS is also examined. The residual hedge error dependence on recovery uncertainty and deviation of bond price from par are shown. Keywords: CDO, Hedging, Default, Carry, Expected Shortfall



I. Introduction The state of practice of assessing the financial impact of jumps in market variables on derivative positions is far from ideal: (1) the mechanics of theoretical perfect replication that are the foundation of pricing models for derivatives are challenged in the face of jumps of random magnitude and uncertain timing, let alone practical difficulties with replication; (2) many pricing models in practice are continuous-diffusion-process based and do not entertain jumps (see Cont & Tankov [2004] for an overview). Controlling the risk profile of derivative trading, however, requires understanding P&L impacts due to realistic changes in pricing input variables, which can involve sudden moves not captured by diffusive processes. Furthermore, managing a derivative trading book requires understanding and anticipating the impact of jumps in basic market variables on more exotic pricing model inputs. In the face of jumps in basic market parameters, significant segments of market participants can become risk-aware and risk-averse, and that can manifest as a correction in implied parameters of pricing models. For example: (1) the 1987 equity market crash and its impact on volatility skew resulting from a greater recognition of fat tails and heteroskedasticity of return distributions, and (2) the May 2005 investment grade CDO equity tranche correlation correction resulting from a recognition of un-priced cost of hedging idiosyncratic spread jumps within the standard model, as analyzed by Petrelli et al [2006]. All these challenges get compounded when the derivative references multiple issuers, and its payoff is triggered by jumps alone – in the case of CDOs, triggered by an issuer state variable switching from no-default to default. This work examines the basic synthetic CDO contract and how the impact of defaults on a tranche investment might be offset by taking a position in the reference pool assets. Not all jumps of issuer state from no-default to default come as surprises. The credit spread revealed in the CDS market will often advertise distress. For a CDS position, marked to market daily with prescient knowledge of recovery, the impact of default on the day of default does not have to result in a significant P&L event if default occurs after the credit spread of that name has already widened The views expressed here are those of the authors, and do not necessarily represent those of their employers.



significantly. Of course recovery is not perfectly known beforehand and the credit spread of an issuer itself can have sharp moves en-route to default – which can cause jumps in P&L en-route to default. Whether default arrives as a shock to market participants or as a gradual deterioration of a credit, the standard synthetic CDO contract payout occurs only after a default occurs – hence it would be inconceivable to attempt to devise a vanilla synthetic CDO pricing model without jumps to default. The standard synthetic CDO model (e.g., Li [1999]) considers jumps to default, given the reference asset spread term structures, and does not consider diffusion or jumps in the credit spreads. In that model, a risk-neutral description of time-to-default is effected by fitting marginal default probabilities to observable credit spreads. The joint distribution of issuer default-time is described by a Copula approach with the implied asset correlation found by fitting a modeled CDO tranche price to market. While that model assesses risk-neutral expectations of tranche losses due to jumps to default to value the tranche - it is silent on replication-hedging in the face of defaults or diffusion or jumps in the spread. This paper assesses the costs and irreducible errors of static hedging the financial impact of defaults in Synthetic CDO contracts.



II. Change in Wealth of a CDO Trader The CDO hedging-pricing problem is cast in a framework of continuous premium payments and constant interest rates for the sake of simplicity of notation. The significant methodological simplification made here is that of single-period static hedging, as opposed to dynamic hedging. The reasons for this simplification are: (1) little work has been done on direct hedge performance of CDO tranches, and prior to grappling with the dynamic hedging problem, an understanding of the static hedging problem is needed; (2) the ideal endpoint of dynamic hedging in pursuit of assessing the unique value of a derivative contract, a risk-free replicating portfolio, is not even theoretically achievable in the face of jumps of uncertain timing and magnitude, so residual hedge errors are important to understand, even in a static hedging framework, which will remain an important subset of the dynamic hedging problem; (3) a dynamic analysis requires a coupled model of spreads and defaults which is beyond the scope of this paper. Reference Pool Consider a CDO reference pool of n bonds of notional ni (1 ≤ i ≤ n ). The total reference pool n notional N = ∑i=1 ni . These reference bonds can default, and in the event of default recover a fraction Ri of notional. The pool default loss process, pL(t), is a superposition of delta-functions centered at τ i , the time to default of reference bond i, and with each default contributing a loss of (1 – Ri)ni: n



pL(t ) = ∑ ni (1 − Ri )δ (τ i )



(1)



i =1



The cumulative pool loss (cpL) and recovered amount (cpR) are superposition of Heaviside functions corresponding to a time integral of the loss and recovery process:



0 if τ i > t    cpL(t ) = ∑ ni (1 − Ri )I i (t ) ; cpR(t ) = ∑ ni Ri I i (t ) ; I i (t ) =   i =1 i =1  1 if τ ≤ t  i   n



n



(2)
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Tranche We adopt a synthetic CDO tranche specification, where the lower strike (k1), upper strike (k2), upfront payment fraction (u) and running spread (s) define the tranche. The tranche notional as a function of time, tn(t) = k 2* (t ) − k1* (t ) , where: k1* (t ) = min[max[k1 , cpL(t )], k 2 ] ;



k 2* (t ) = max[min[k2 , N − cpR (t )], k1 ]



(3)



In this vanilla rendition of synthetic CDOs, the tranche amortizes from the bottom due to defaults, with associated contingent payments made by protection seller. A tranche can also amortize from the top, due to recoveries associated with defaults, to ensure that the outstanding tranche notional matches the un-defaulted reference pool notional. The standardized synthetic CDOs based on credit indexes follow aforementioned amortization rules. The present value of the cash-flows for the tranche investor (i.e., the tranche default protection seller) consists of received upfront payments and tranche spread on outstanding tranche notional and outgoing default-contingent payments: T



T



0



0



∆Wtranche = u (k 2 − k1 ) + s ∫ tn(τ ) exp[− rτ ]dτ + ∫



(



)



d k1* (τ ) −rτ e dτ dτ



(4)



In (4) the risk-free discount rate r is taken as a constant and the tranche premium is assumed to be paid continuously. These simplifications are made for compactness of notation – it is feasible to relax these assumptions to handle a term structure of interest rates and discrete premium payments without significant extra computational effort.



Portfolio of Reference Pool Bonds We will attempt to hedge the default risk of a CDO tranche with a position in the reference bonds of notional hi, market price equal to f i × hi , and coupon ci. The change in wealth of this bond portfolio is given by: n



∆Wbond = ∑ ∆Wi



(5)



i =1 T    no default over t ∈[0 ,T ] : hi − f i + exp[− rT ] + ci ∫ exp[− rτ ]dτ   0    ∆Wi =   τi      default at τ i ∈ (0, T ] : hi − f i + Ri exp[− rτ i ] + ci ∫ exp[− rτ ]dτ       0



(6)



The hedging could be done by a portfolio of CDS on the CDO reference issuers, as is customary with much synthetic CDO trading activity. Hedging default risk with a CDS is theoretically identical to hedging with a par bond under certain conditions (see Appendix-A).
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Optimal Static Hedging We attempt to find the bond hedge notionals (hi) and tranche pricing (u and s) such that the change in wealth of the hedged portfolio consisting of bonds and a CDO tranche is zero on the average, and a certain hedge error measure Θ is as small as possible: ∆W = ∆Wbond + ∆Wtranche



(7)



∆W = 0



(8)



Minimize [ Θ ]



(9)



As ∆Wbond accounts for the coupon and market-value of the CDO reference pool bonds, the credit spreads of the reference pool is an explicit input for our analysis. Both the average change in wealth and the hedge error measure are quantified based on an objective probability measure which in principal needs to be inferred from empirical observations of the market risk drivers that are defaults in this study. This approach is parallel to the risk neutral derivative pricing approach insofar as if a perfect hedging strategy exists then the hedge error measure will become identically zero and the price that is fair on the average will become the unique arbitrage-free price that is independent of the objective probabilistic measures. An illustration of that is provided in Appendix-A in the context of hedging a par bond with a CDS, where under certain conditions static hedge optimization analysis results in (1) pricing that is identical to the risk neutral approach, and (2) a perfect theoretical hedge, independent of the real-world probabilistic description of the risk driver (Appendix-A). The reader is referred to Leungberger [1998] for a basic exposition of optimal static hedging. The work of Bouchaud and co-workers on variance optimal hedging (Bouchaud and Potters [2003]) and expected shortfall optimal hedging (Pochart and Bouchaud [2003]) illustrates hedge optimization in a dynamic multi-step framework. Bouchaud and co-workers directly address hedging-replication and its limits as a pre-cursor to pricing a derivative without making special assumptions on market stochastic dynamics that enable hedge error elimination (e.g., Brownian motion without jumps). Bouchaud et al do not formally invoke the existence of a risk-neutral measure without a demonstration of theoretical mechanics of replication. The optimal hedging approach has the attraction that a delineation of a hedging strategy and risk-assessment takes place en-route to valuation. These insights come at the cost of extra effort in (1) solving the optimization problem to assess hedge ratios, and (2) specifying real-world probabilistic measures associated with the underlying asset.



Hedge Error Measures We employ two hedge error measures: Standard Deviation Expected Shortfall



(



(



)



2 1/ 2



)



Θ = σ ∆ W ≡ E [ ∆W − ∆W ]



(10)



Θ = ESFα ≡ − E[∆W | ∆W ≤ −VaRα ]



(11)



Prob{∆W < −VaRα } = 1 − α



(12)
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At high confidence levels ESFα & VaRα captures aspects of “tail risks.” The standard deviation measure quantifies “body risk” insofar as it is driven from the central regions of the wealth change distribution (whose expectation we are constraining to zero in search of a fair price). If hedging error can be eliminated altogether and perfect replication is theoretically possible then the model pricing results are not sensitive to the choice of hedge error minimization objective function, which is the central attraction of the risk-neutral pricing theory’s postulate of derivative contract value being equal to the cost of perfect replication. However, even when replication is not theoretically possible, fitting prices to purported risk-neutral pricing models takes place in the day-today practice of marking to market/model complex derivative contracts. In contrast to that practice, our goal is to explicitly illustrate a specific static hedging scheme and the irreducible residual risks associated with it, albeit under idealized conditions.



No-Default P&L In the event no default occurs the change in wealth of a CDO tranche trader is given by: ∆Wno−default = ∆Wbond ,no−default + ∆Wtranche,no− default T   = ∑ hi − f i + exp[− rT ] + ci ∫ exp[− rτ ]dτ  i =1 0  



(13)



n



∆Wbond ,no−default



(14)



T



∆Wtranche,no−default = u (k 2 − k1 ) + s(k 2 − k1 )∫ exp[− rτ ]dτ



(15)



0



This no-default wealth change can be divided by the transaction tenor T to express a no-default carryrate: no − default carry ≡



∆Wno−default T



(16)



Computational Framework For the CDO hedging problem there is a vector of bond hedge notionals hi and tranche prices that are unknowns. The zero mean change in wealth constraint (Equation (8)) results in expressing the tranche price in terms of the bond hedge notionals. The bond hedge notionals are then found by numerically minimizing the hedge error measure. The hedge ratio and average break-even price are directly coupled as we are simultaneously enforcing the two constraints in equation (8) and (9). A Monte-Carlo (MC) simulation of the time-to-default for the CDO reference pool is performed and the time-to-defaults are used to define unit face bond wealth change measures as well as unit spread tranche measures for each MC path. These intermediate measures are stored in computer memory, and the optimization problem is solved by performing 1 MC simulation (100,000 realizations). The doubling and halving of the number of MC realizations does not materially change the results of the optimization problem presented here.
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III. Default Models Many of the challenges of understanding CDO risk-return are not tied to any particular model specification of portfolio credit. Even if one postulated the simplest probabilistic default model, e.g., a model with independent and statistically homogeneous Poisson default arrivals, the nonlinearity introduced by tranching coupled with the multidimensional nature of the problem and the default event driven payoffs makes the hedge analysis problem non-trivial. Indeed, CDO tranche payoff replication by bond/CDS positions and its cost and limitations have not been established for any simplified case of a CDO contract or an Nth-to-default basket contract, even though the standard CDO model takes risk-neutral expectations of cash-flows under defaults alone without any spreadtime-dynamics. A notable exception is the work of Sircar and Zariphopoulou [2006] that addresses CDO economics without formally invoking risk-neutrality, similar to this paper. Sircar & Zariphopoulou [2006] address CDOs from a utility valuation perspective for a long only CDO investor, whereas here we analyze the cost of hedging and hedge performance of long-short CDO tranche hedging strategy. We adopt two approaches for the objective measure model of the default process over which we seek to hedge P&L uncertainty arising from default events: (1) Reduced form model of Poisson arrival of defaults with Normal Copula based dependence; (2) Structural model of defaults with Variance Gamma firm value drivers. The first approach ushered in a mark-to-model dynamic and is taking hold in the accounting of synthetic CDO trading P&L. The latter approach provides an alternative and the potential of integrated spread evolution and default modeling as well as integrating credit and equity modeling. The structural Variance Gamma (VG) applications in CDOs heretofore have been in developing a risk neutral description of marginal defaults and fitting VG dependence parameters to observed tranche prices – much like the reduced form approaches, albeit invoking the firm value process enroute to fitting parameters to observable CDS and tranche pricing (e.g., Cariboni & Schoutens [2004], Luciano and Schoutens [2005], & Moosbrucker [2006]). Joshi and Stacey [2006] have recently adopted the gamma process business time-information arrival concept of the VG approach in a reduced form modeling framework and shown the ability of that model to more naturally fit the correlation skew. With these works, there are now a handful of attractive practical approaches that provide workable portfolio loss descriptions that can be fit to standard index tranche prices in the risk neutral framework. These approaches provide attractive alternatives to the base correlation approach of fitting prices and marking to market non-standardized tranches.



Reduced Form Poisson-Normal-Copula (PNC) Model of Default Time Here we employ a flat default hazard rate and a uniform asset correlation. Time to default is simulated using a latent variable single factor approach with both the market and idiosyncratic drivers of randomness taking place via standard Normal independent random variates. The specification of the default hazard rate can be made based on rating or default probability estimates provided by KMV or Kamakura. The hedging strategy and related risk management mandate requires making assumptions on the objective default probabilities and correlations. Structural Variance Gamma (SVG) Model of Default Time Here we employ a structural modeling approach to simulating time-to-default. The latent variable “firm-value” is simulated as a VG process, i.e., a Brownian motion sampled over a random “economic-time increments” (i.e., Gamma process). We calibrate the VG parameters to fit the 6



assumed objective default probability of reference pool issuers and control the dependence of defaults by controlling the correlation between the Gamma processes (economic-time elapsed) and the Brownian motion for the different issuers. To facilitate an “apples to apples” comparison between the two models we chose calibration parameters that match the T period first and second statistical moments of the reference pool loss distribution (see Appendix-B). In both these approaches we are simulating defaults based on a presumed real-world default rate as well as dependence structure. The challenge of creating a forward looking objective stochastic default model conditioned on the present state of the world requires understanding historical default experience, spreads, ratings and downgrades en-route to default. Here we simply employ two generic descriptions of real-world measure defaults and examine the question of hedging P&L in the face of defaults over the term of the transaction.



IV. Sample Results Model Parameters Tenor Interest rate



T = 5 yrs r = 5%/yr



Pool Information Number of issuers Reference notional Total pool notional Bond coupon Bond unit price Recovery rate



n = 125 ni = $0.8 m ∀ i N = $100 m ci = 5.78 %/yr ∀ i fi= 1 (par bond) ∀ i Ri = 0.3 ∀ i



Reduced form Poisson-Normal Copula (PNC) (Li, 1999) Hazard rate λi = 0.65 %/yr ∀ i Asset correlation 25% Structural Variance Gamma (SVG) structural (see Appendix-B) GBM drift µi = 0.0 (1/yr) ∀ i GBM volatility Gamma volatility Default threshold GBM dependence parameter Gamma dependence parameter



Tranche Information Name Equity Mezzanine Senior



k1 0 3 7



k2 3 7 10



σ i = 0.20 (1/yr1/2 ) ∀ i ν = 2 yr ϖ = 0.39152623 β = 0.24105 κ =1 upfront yes no no



fixed running (bps/yr) 500 -
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The parameters for the two default models result in identical first two statistical moments for T period portfolio loss (see Appendix-B). For the static hedging analysis we employ these models to simulate time-to-default for the issuers in the reference pool in a Monte-Carlo setting. Given an ensemble of reference pool default times we determine the hedge error measure as a function of the bond hedge notional. For an initially homogeneous pool the results can be displayed easily in plots. The optimal hedge solution can be found for an inhomogeneous pool also using the downhill simplex approach.
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(c) Figure 1. Sell equity (0%-3%) tranche protection (solid-lines: PNC; dashed-lines: SVG)



In the sell-equity tranche protection trade, increasing the hedge notional increases the break-even upfront (Figure 1b), to be able to pay for the hedge and still be make a fair bet (based on an expectation of wealth change). The no-default carry also decreases as the bond hedge notional increases (Figure 1c). On the extreme end of there being no hedge, the breakeven upfront is low, the no-default carry is high, and the P&L uncertainty measures are high (Figure 1a). As the hedge notional is increased the P&L uncertainty is reduced (Figure 1a). The body risk measured by the wealth change variance achieves its minima at a much smaller hedge ratio than expected shortfall measures corresponding to tail losses at confidence levels higher than 80%. As the total bond hedge notional increases (relative to the un-hedged position) the losses are reduced relative to the no-hedge case: the variance measure is reduced on account of diminished losses in the 8



events of default. The variance measure penalizes gains as well as losses and therefore achieves its minima and then sharply increases with hedge notional at smaller hedge notionals (~ 10 × tranche notional) compared to the tail risk measures. Increasing the hedge notional after a point starts to create more scenarios where there are losses on account of cost of hedging in scenarios that do not experience defaults and there are gains in the events of significant defaults. The no-default carry is significantly positive at the hedge notional that minimizes the wealth change variance. In contrast, minimizing the loss tail risk measure requires hedge notionals that eliminate no-default carry and can result in negative no-default carry, which is the cost of limiting tail default loss, and therefore require a higher upfront price on the tranche to be on the average a fair bet.
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Figure 2. Sell equity (0%-3%) tranche protection wealth change distribution (SVG model, bin size = 1% tranche notional)



The tall spikes in the probability distribution of the change in wealth shown in Figure 2 correspond to the no default carry. The unhedged wealth change distribution is quite disperse because of significant positive no-default carry and tail-losses due to tail default risk. At a 12 × hedge notional the tail losses are significantly less than the unhedged case, and the spike associated with the no default carry occurs at a smaller fraction of the tranche notional. A further reduction of tail losses occurs at a 30 × hedge notional, which is associated with a negative no-default carry. The wealth change variance for the 30 × hedge notional case is higher than the 12 × case due to the infrequent wealth change gains associated with a large number of defaults – i.e., the wealth gain tail (right tail) as opposed to the wealth loss tail that controls the variance in the unhedged case. Figure 2 provides a direct display of the no-default carry versus tail default risk tradeoff embedded in the sell equity tranche protection position.
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(c) Figure 3. Sell mezzanine (3%-7%) tranche protection (solid-lines: PNC; dashed-lines: SVG)
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Figure 4. Sell mezzanine (3%-7%) tranche protection wealth change distribution (SVG model, bin size = 1% tranche notional)
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In contrast to the sell equity protection trade, for the sell mezzanine protection trade, the hedge notional that minimizes the wealth change variance (Figure 3a) is associated with a negative nodefault carry (Figure 3c). The expected shortfall minimizing hedge ratios associated with confidence levels equal to or higher than 80% vary much more with confidence levels compared to the equity tranche sell protection position. The hedge notional that minimizes the expected shortfall at low confidence levels can be small because the subordination affords this tranche no defaults in many more scenarios than the equity tranche. In other words, if at a certain low confidence level, the defaults on the pool do not hit the mezzanine tranche, then minimizing expected shortfall at that confidence level may involve not hedging at all. However as the confidence level is raised, the expected shortfall minimizing hedge ratios start to become large and exceed the hedge ratio corresponding to the minimum wealth change variance, similar to the equity tranche example of Figure 1. The minimum hedge error for the mezzanine tranche sell protection position is however smaller than the corresponding measures for the sell equity protection trade. Sell Senior Tranche Protection 40
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(c) Figure 5. Sell senior tranche (7% - 10%) protection (solid-lines: PNC; dashed-lines: SVG)
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The sell senior protection trade is qualitatively similar to the sell mezzanine tranche protection. Note that the 80 percentile expected shortfall minimizing hedge ratio is in fact not hedging at all in this example (Figure 5a). This is because there is less than a 20% chance of the pool losses exceeding 7% of the pool notional over 5 years. Like the sell mezzanine tranche protection position and unlike the equity tranche trade, the variance minimizing hedge ratio is associated with a negative no-default carry for the sell senior tranche protection position. 1
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Figure 6. Sell senior (7%-10%) tranche protection wealth change distribution (SVG model, bin size = 1% tranche notional)



Optimal Static Hedge Breakeven Price & Correlation Skew In the examples above the asset correlation was set to 25% to find the optimal static hedge and the breakeven price corresponding to that optimal hedge for the Normal Copula model. For the VG structural model we have chosen model parameters to produce the same first two statistical moments of portfolio loss over the term of the CDO transaction as produced by the Normal Copula model. We now “calibrate” the standard Normal Copula risk neutral model to find the implied correlation that reproduces the optimal static hedge breakeven price. To assess the tranche specific implied correlation we use the tranche specification of previous sample calculations. As the variance optimal static-hedge breakeven pricing is quite different from ESF optimal breakeven pricing we get large differences between the implied correlations found from these two measures. However even for this hypothetical example with a homogeneous pool one gets an implied correlation skew across the tranches. The ESF0.8 optimal implied correlation skew lies below the variance optimal pricing correlation and bears greater qualitative resemblance to investment grade index tranche market skews. The ESF0.80 optimal skew for the PNC model is not qualitatively distinct from the SVG model – remembering that we had chosen the parameters of these models to produce the same first two statistical moments of portfolio loss distributions. While it is common to invoke complexity of the portfolio default loss process to “explain the skew,” our results show that the simple invocation of a
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default risk-averse tranche protection seller-hedger (say, for example, seeking to minimize her ESF0.80) and imperfections in replicating the CDO tranche contract under defaults (even for PNC model of defaults) support the existence of a skew.
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Figure 7. Optimal static default hedge break-even price implied correlation for sample problem shown in Figures 1-3.



While refining the modeling of portfolio loss distributions is potentially important and certainly interesting, examining limitations of replication and explicitly assessing hedging strategies is essential in discerning relative value. While this work accounts for the initial credit spread of the pool references, as they are a part of the trader’s wealth change, it does not consider the temporal evolution of the credit spreads. Further progress in this area requires a coupled spread-default model. The consideration of spread changes and dynamical changes in actuarial default probabilities will alter the hedging picture from the one presented here. To the extent default occurrence is tied to spread movements, dynamically hedging spread movements will result in decreasing the wealth change uncertainty due to defaults. However, to the extent defaults can happen suddenly, spreads can jump, and the realized coherence of spread moves can vary randomly, there is no reason to believe that the wealth change distribution width will shrink to zero under dynamic hedging, as would be the case with perfect replication. The complex reality of multi-name coupled spread movements and defaults introduces further risks, like uncertainty of the realized correlation of spread moves, and does not change the irreducible nature of default risk associated hedging errors. In CDO vernacular the Normal Copula risk neutral approach is sometimes described as being analogous to the Black-Scholes pricing approach. Where the underlying follows geometric Brownian motion, the classical Black-Scholes approach creates a replicating portfolio en-route to assessing derivative contract value. In contrast there is no non-trivial CDO tranche valuation problem where the contract payoff can be replicated by holding positions in the reference assets. The Normal Copula model of jump to defaults in the context of CDO tranche contracts is sufficiently complex to thwart a perfect replication strategy. Insofar as CDO valuation models do not address hedging and replication, they are simplistic compared to the classical equity option pricing models.
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A general criticism or challenge of the direct hedging cost and hedging error approach to pricing a derivative contract is that (1) it requires a specification of the “objective” probabilistic description (including parameter values) of the underlying processes, and (2) in the absence of a perfect hedge it also requires a specific hedge error function. From the point of view of understanding a trading book’s risk-reward profile, point (1) is without much merit as a criticism because there is no wishing away the objective measure of market variables in derivative contracts where replication is not even theoretically feasible and dealing with un-hedgeable risks requires having available historical facts and an opinion on market events that can create losses. Point (2) raises the issue of what to make of a market agent’s capricious choice of hedge error function. From a proprietary trading point of view, having a risk-reward criterion is natural and it is unnecessary for that to conform to the “market.” An acceptance of the reality of irreducible replication errors should be accompanied by an acceptance of the possibility that rational modeling approaches can justify a range of model prices. Under liquid trading conditions and standardized contracts, the prevalent price will be observable and may reflect the specific risk appetites and risk preference of particularly active market segments. Where the derivative contract is one of a kind (bespoke), the accounting imperatives to enforce uniformity in marking are being addressed by calibrating implied parameters of convenient risk-neutral models using, say, a “base-correlation” inferred from standardized tranches to mark to model bespoke transactions. Notwithstanding the challenges of implementing accounting rules governing illiquid derivative positions, the elucidation of unhedgeable risks is a prerequisite of effective risk management. The market dynamics are likely to be strongly dependent on: (1) at what execution price a derivative trading strategy risk-reward makes sense for a market agent seeking to participate in the product; (2) given the derivative contract price, which hedging strategy is optimal for a market agent.



Optimal Hedging Given Tranche Pricing What is a market agent to do if replication of a structured credit derivative contract is fundamentally infeasible? The break-even price then only captures the cost of hedging on the average – found by an expectation taken over an assumed and/or empirically motivated real world probability distribution. As such one should then be prepared for the actual price to deviate from this average as market agents build in their different risk aversion preferences and have different views on the objective probabilistic measures for different pricing variables. Certainly for CDO tranche trading, hedge error elimination in a dynamic framework has not been shown. Here we have shown the irreducible hedge errors that arise due to defaults in the framework of static hedging. Much of portfolio management, trade strategy development and risk management must contend with the realities of imperfect replication due to both practical reasons (e.g., transaction costs) as well as fundamental theoretical reasons (e.g., jumps, fat-tails, multi-asset options). Let us say that a market agent is seeking to minimize a P&L uncertainty measure and the tranche pricing that is associated with minimizing the hedge error measure and which results in a fair bet on the average is “x” but the market is trading at “y”. That market agent has an option to (1) not participate in the market in the face of irreducible hedge errors and pricing that does not correspond to minimizing hedging error or (2) devise a hedging strategy around the market that trades at “y.” As the derivative pricing model’s goal of eliminating P&L hedging error while making fair bets cannot be met, we explore the alternative of maximizing expected change in wealth per unit hedge error measure:
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 ∆W  Maximize  market prices  Θ 



(17)



In the face of unhedgeable risks, we assume that the market agent seeks to maximize expected P&L per unit hedge error measure given the observable market price. Practically speaking, the hedge error measure constraining the market agent can be her risk-appetite, risk capital-regulatory constraints and/or aspirations for solvency. This optimization problem can be posed many different ways depending on the precise circumstances of the market agent. For the model problem analyzed here we consider optimally hedging a sell equity tranche protection position. Figure 1 depicts the results for pricing and hedging that result in a fair bet and the minimum hedge error measure. Now let us assume that the market is pricing the tranche at 60% upfront and 500 bps running – then ask the question: What is a market agent to do? For agents seeking to maximize expected P&L per unit P&L uncertainty measures, we depict the ratios of expected wealth change and its uncertainty in Figure 8.
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Figure 8. Sell equity (0%-3%) tranche protection for 60% upfront and 500 bps running (solid line: PNC; dashed line: SVG)



If the market agent can find alternative investments with greater expected rewards per unit risk, then he is likely to not participate in this particular market at the current pricing levels. If the market agent finds the expected rewards per unit risk to be very attractive, then there will be an active bid from her to sell equity protection. If many market agents start sharing this view on the equity tranche, that will tend to drive the upfront payment on the equity tranche down, with all else remaining equal. The wealth change distribution in Figure 9 shows quite clearly the reduction of the no-default carry with an increase in the hedge notional and a reduction in tail losses. However beyond a certain point, an increase in hedging while reducing no-default carry, results in a lower marginal impact on tail losses – e.g., in going from a hedge notional of 5 × tranche notional to 10 × tranche notional. Therefore the ratio of the expected wealth change divided by the tail loss measure ESF0.8 achieves its maximum value around a hedge notional of 5 × tranche notional, in Figure 8. The body risk measure 15



of wealth change standard deviation continues to decrease as the hedge notional increases from 5 to 10 × tranche notional. Therefore the ratio of the expected wealth change to wealth change standard deviation achieves its maximum at a higher hedge notional than the ratio of the expected wealth change to ESF0.8 as shown in Figure 8.
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Figure 9. Wealth change distribution for sell equity (0%-3%) tranche protection for 60% upfront and 500 bps running (SVG model, bin size = 1% tranche notional)



Even more prevalent than the sell equity tranche and hedge trade is the buy mezzanine protection (from real money investor) and hedge trade. This is because many mezzanine investors are historically not hedgers. Hedging of a mezzanine or a senior tranche position is often done by the broker-dealer or hedge fund that purchased protection on either a customized pool or in the standardized tranche market. In this trade the act of hedging by the protection purchaser by going long the underlying credits helps pay for the premium needed to purchase protection. The hedging of a purchase mezzanine tranche protection position balances expected cash-flows and also results in the popular positive carry without any spot delta in the standard CDO model. The hedging of the purchase default protection position also creates tail loss risk that increases with no-default carry, as depicted in Figure 10. Hedging a sell equity tranche protection position with a purchase senior tranche protection position (i.e., a straddle), depicted in Figure 11, is quite different from hedging it with a short position in the underlying assets (Figure 9). As the senior tranche protection does not result in any payoff to the protection purchaser until the pool losses exceed the senior tranche lower strike, there is only a very modest reduction in the left tail (losses) of the wealth change distribution in going from no hedging to hedging by purchasing protection on 1 to 2 times the equity tranche notional. In fact as the hedge notional is increased, the right tail of the distribution becomes more pronounced, associated with the rare events in which there are enough losses in the pool for the senior tranche to result in a payoff to the protection purchaser.
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Figure 10. Wealth change distribution for purchase mezzanine (3%-7%) tranche protection for 260 bps running (SVG model, bin size = 1% tranche notional)
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Figure 11. Wealth change distribution for sell equity (0%-3%) tranche protection for 60% upfront and 500 bps running and purchase senior (7%-10%) tranche protection for 60 bps running to hedge. (SVG model, bin size = 1% equity tranche notional)
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While carry versus credit risk tradeoff is central to structured credit derivative structuring and product evolution, pricing is potentially far from any theoretical perfect hedge or even optimal hedge situation because (1) it is unclear what the perfect replicating strategy is in the face of multi-name contracts whose payoffs are driven by jump events, as elaborated here; (2) historically many structured credit market agents are not hedgers. Consider a market agent who can only be long investment grade or higher rated bonds (including CDO tranches) and who is not in a position to include a short in the underlying reference assets to optimize a portfolio. For such a narrowly framed long-only agent, the pertinent choices are comparing a long position in the underlying assets of the CDO versus being long risk by being a tranche investor. Cost of funding and the differences in leverage afforded to this long-only agent in pursuing his long-only strategy are likely to be decisive factors rather than any hedge optimization-replication arguments pursued in this paper. In this circumstance there can be a hedger on one side of the trade and a long only-investor on the other side. The CDO trader-hedger may also be narrowly framed in a different way from the long only investor. She may be constrained by a regulatory risk-management and a historical limit structure that predates CDO trading. Despite the revolution in structured credit products, traditional top-down risk management frameworks are poorly suited to interact with the fabric of CDO tranche trading riskreturn. These frameworks generally ignore the CDO capital structure and associated credit nonlinearity and are aften driven solely by spot spread delta exposure and/or some ad-hoc notional limit, both of which are grossly insufficient to describe any CDO strategy risk return. The CDO traderhedger could be hedge funds without such narrow and inadequate but binding constraints, but with a variety of time-horizon dependent risk-appetites, depending on promised lock-up periods and liquidity, and funding costs and margining requirements. The fitted implied parameters of any pricing model, in the face of such a variety of market agents, should be expected to reflect demandsupply and liquidity flows in addition to any specific hedging strategy and estimated cost of replication and irreducible risks in replication.



V. Summary Static hedging of default risks of a sell CDO tranche protection position was analyzed in this paper. This framework seeks to explicitly assess the tranche value based on the cost of attempted replication – along with assessing irreducible hedging errors due to the complexity arising from the multi-name, jump dependent payoff contracts of CDOs. The hedge error measures of wealth change variance and expected shortfall were considered. The bond/CDS hedge notional that minimizes the hedge error measures for a sell tranche protection position was demonstrated for two different multi-name default models: (1) Reduced form Normal Copula; (2) Structural Variance Gamma. For long tranche risk positions the hedge ratios that minimize the wealth change variance were smaller than those that minimize the expected shortfall at high degrees of confidence. As the expected shortfall only penalizes losses exceeding a certain threshold, for senior tranches with sufficient subordination, the minimization of expected shortfall at low to modest confidence levels can imply much smaller hedge notionals than that required by the minimization of wealth change variance measure which penalizes gains as well as losses. The break-even average cost of hedging is an increasing function of the hedge ratio and the no-default carry is a decreasing function of the optimal hedge ratio. Variance-optimal hedged sell equity tranche protection positions were found to have positive no-default carry, whereas expected shortfall optimal hedging of sell equity protection positions at high confidence levels was associated with lesser or negative no-default carry. Variance-
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optimal hedged sell mezzanine and senior tranche protection positions have negative no-default carry (and positive no-default carry for mezzanine-senior protection buyer). In the face of unhedgeable risks, one has to contend with the reality that the hedge ratios that minimize different hedge error functions are different. Given a traded price, a market agent can hedge such that his expected change in wealth is maximized relative to his choice of hedge error function. For both the default models, we provided examples of assessing hedge notionals so as to minimize hedge error measures or maximize (positive) expected wealth change per unit hedge error measure. The tradeoffs between carry and default risks are illustrated by the wealth change probability distributions evaluated at different hedge ratios. Positive no-default carry was shown to be associated with tail losses – as visible by the left tail of wealth change distributions. Negative nodefault carry was associated with tail gains – as visible by the right tail of the wealth change distributions. While the complexity of the portfolio default loss process has been widely used to accommodate the correlation skew in the risk-neutral framework (by invoking multiple Copulas, base correlation, etc), we have shown that a default risk-averse tranche protection seller-hedger, say, for example, seeking to minimize her ESF0.80, and the imperfections in replicating the CDO tranche contract (even for PNC model of defaults) also support the existence of the correlation skew. Sircar and Zariphopoulou [2006] arrive at a similar conclusion based on utility valuation and a long-only tranche risk investor. The framework demonstrated here is not tied to any special stochastic description of the market. The approach encourages developing realistic descriptions of markets because their features are not fundamental inconveniences in the optimization framework that does not fall apart simply because risks are not perfectly hedgeable. This framework binds together some of the trading risk management and derivative price modeling objectives by focusing on the costs of replication and recognizing the reality of imperfect replication. In contrast the approach of formally invoking riskneutrality without any explicit analysis of hedging strategy is focused on providing versatile loss distributions to fit prices, assuming a complete market and perfect replication. An important challenge of the optimal hedging approach is computationally solving the constrained optimization problems that represent hedging strategies. In a static one-period framework, CDO hedge optimization involved solving a multi-dimensional minimization problem under constraints. In a dynamic multi-period setting, optimal CDO hedging involves solving multi-variate variational problems which are computationally much more challenging than the static problem. The specification of an empirically sound coupled model of spreads and defaults is also challenging, and a prerequisite for any dynamic hedge optimization analysis. The challenges of implementing an optimal hedging analysis are amply balanced by the potential of better integrating pricing, hedging, & risk management and developing views on relative value en-route to pricing.
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Appendix-A Optimal Static Hedging of Default Risks of a Bond by CDS In this Appendix, the variance of the change in wealth of a portfolio of a defaultable bond and a credit default swap is minimized in a static hedging framework, accounting for recovery uncertainty and differences between market and face values of the bond. Analytical expressions are derived for (1) the portfolio composition that minimizes the variance of wealth change; (2) the mean wealth change based break-even premium of the default swap; (3) the un-hedgeable wealth change variance. In hedging against the default of a bond by purchasing default swap protection, when the bond has a market value that is different from its face value, it is not possible to eliminate credit risk – the sensitivities of the residual wealth change variance are presented here. It is shown that the residual wealth change variance increases as the square of the difference between the market and par value of the bond, and uncertainty in recovery also increases the residual risk. To focus on the random default time and the associated random recovery, we simplify other parameters of the problem. We do not consider interest rate uncertainty and for simplicity of presentation we do not consider the term structure of interest rates and default probability – however the hedging framework for all the examples described here lends itself readily to computations with interest rate and default probability term structures. Our analysis requires prescribing objective default probabilities. We adopt the popular and convenient exponential parameterization for the default time pdf Probability[τ < time to default (t d ) ≤ τ + dτ ] = λe −λτ dτ



(A1)



In this parameterization the mean time to default and the standard deviation of the time to default are the inverse of the default hazard rate λ: t d = σ td = 1 / λ . The approach outlined here is applicable regardless of the parameterization for default time uncertainty. Recovery is assumed to be uncertain and results are presented in terms of the mean and variance of recovery. Correlated recovery and default time can be handled in the static hedging framework computationally. However, the simple analytical results presented here assume statistical independence between default time and recovery. Default probabilities (and the associated hazard rates) are provided by a variety of rating agencies in different forms (e.g., Moody’s, Standard and Poor’s). Approaches that analyze details of firm’s assets and liabilities can also be brought to bear on the problem of estimating its probability of default (e.g., KMV, Kamakura, etc). We do not discuss the relative merits of these different sources here. We show later that in certain circumstances the optimal-hedge portfolio is independent of the objective default probabilities – this corresponds to the complete market risk-neutral approach. However, on relaxing the two main assumptions implicit in the risk-neutral approach, namely fixed recovery and bond market value equal to par, we show how the objective default probabilities can explicitly determine the optimal portfolio and more importantly the residual risks which require the trader to take a view on the objective measures of the variables that determine his P&L uncertainty.
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Change in Wealth of a Portfolio of a Defaultable Bond and CDS A risky bond with a par value of nu pays a continuous coupon of c dollars per notional dollar per unit time over the time interval [0,T]. The market value of the defaultable bond is pu. The protected notional of the CDS is nr and the premium paid to purchase default protection is sr. The CDS counterparty pays (1-R)nr in the event of default (Figure A1).
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Figure A1. Portfolio of a defaultable bond and a credit default swap



If default does not occur over the life of the bond, then the change in wealth of the portfolio over the time interval [0,T] is T



∆W = ∆Ws = − p u + nu e − rT + (cnu − s r n r )∫ e − rτ dτ



(A2)
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If default occurs prior to maturity, the change in wealth over the time interval [0,T] follows td



∆W = ∆Wd = − p u + [ Rnu + (1 − R)n r ]e



− rt d



+ (cnu − s r n r )∫ e − rτ dτ



(A3)
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In (A2) and (A3) the interest rate is given by r and all cash-flows accrete at that rate. The random parameters involved in the change in wealth are the time to default and recovery. Assuming these parameters to be independent and the time to default following (A1),
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For the mean change in wealth to be zero the default swap spread sr must follow ∆W = 0 ⇒
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Variance Optimal Hedge
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The variance in the change in wealth, σ ∆2W = E[∆W 2 ] − ∆W , requires finding expectations of the squares of cash-flows given in (A2). The variance of the wealth change, subject to the constraint (A5), is evaluated analytically. Setting its derivative with respect to the default swap notional to zero yields the variance minimizing portfolio: dσ ∆2W (n − pu )ϖ 1 + puϖ 2 + nuϖ 3 = 0 ⇒ nr = nr* = u dnr ϖ4 (A6)
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ϖ 4 = r ((1 − R ) 2 + σ R2 )(e ( λ + r )T (1 + e rT − e ( λ + 2 r )T ) − 1) Substituting nr = nr* into (A5) yields the zero-mean wealth change premium sr* corresponding to the minimum variance portfolio of a defaultable bond and a credit default swap. The analytical expression for the wealth change variance and its residual value is complicated and not reproduced here. We present analytical results for some limiting cases and sample calculations for the general case. Par Bond Case (pu = nu) For this case the randomness in recovery has no bearing on hedging and pricing, and the change in wealth of the hedged portfolio over time interval [0,T] is identically zero. For the idealized problem formulated here, the portfolio that results in minimum wealth change variance and on the average no change in wealth is nr* = nu (A7) sr* = c-r The residual variance corresponding to the parameters (A7) is zero:



σ ∆2W * = 0



(A8)



The results (A7) and (A8) apply regardless of recovery uncertainty and are identical to that obtained in the risk-neutral approach (e.g., Jarrow and Turnbull [1995]; Duffie and Singleton [1999] ). These results are also independent of the objective default probability – much like the binomial branch option pricing problem that is the basis of the popular tree-based option pricing models (Cox and Rubinstein, 1979). Next we look at situations where it is not possible to eliminate risks even in the idealized theoretical framework explored here.
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Perfectly Known Recovery Case ( σ R2 = 0 ) For this case the general results for nr* and sr* can be used after setting σ R2 = 0 , in (A6). The general expression for the residual variance simplifies considerably:
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(A9)



δ 1 = r 2 (1 + e 2( λ + r )T ) − (λ + r ) 2 e λT (1 + e 2 rT ) + 2λ (λ + 2r )e ( λ + r )T , δ 2 = r 2 (e ( λ + 2 r )T − 1)(e ( λ + r )T − 1) 2 The residual wealth change variance is proportional to the square of the difference between the face value and the market value of the defaultable bond, whose possible credit event we seek to hedge by purchasing a regular default swap. We present sample calculations for a specific case in Figure A2 and in Tables A1 and A2 (case 1). Points to note are: (1) The default swap notional nr* and the break-even spread sr* are influenced by differences in par and face value of the defaultable bond and the default hazard rate. (2) The dependence of the break-even CDS spread and optimal hedge notional on the hazard rate is relatively mild, which indicates the ability of the optimal hedge to minimize dependence on objective measures, albeit not eliminating it and hedging errors. (3) The residual wealth change variance is an increasing function of the differences between the price and notional of the underlying bond and an increasing function of the default hazard rate. Uncertain Recovery and Non Par Bond The derivations for nr* and sr* for the general case are in (A5) and (A6). Here we present numerical results similar to the previous case but with the additional effect of recovery variance in Figures A3A4 and Tables A1-A4. The optimal notional and break-even spread are functions of recovery variance (equation (A6)) – although the dependence is mild as the recovery variance appears as an additive term in both the denominator and numerator in (A6). The residual wealth change variance increases with recovery uncertainty. Figure A5 shows results of Monte-Carlo simulation for the example setup in Table A1. The agreement between the Monte-Carlo simulation technique described in the main text and the analytical results of the Appendix provides a check on both approaches. The MC technique also provides a way to show the value at risk and expected shortfall error measures that capture tail risks. The hedge ratios for the optimization of wealth change variance can be quite different from the optimization of value at risk and expected shortfall.
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Figure A2. Variance optimal hedge solution: known recovery case T = 5 yr, c = 10%/yr, r = 5%/yr, R = 0.5 , σ R / R = 0
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attribute



symbol



value



Bond notional



nu



$100



Bond price



pu



$90



Bond coupon



c



10%/yr



Interest rate



r



5%/yr



Bond maturity



T



5 years



Default hazard rate



λ



5 (%/yr)



Recovery average



R



0.5 case 1:



0%



case 2:



50%



σR Recovery std dev (% of R ) case 3:



75%



Table A1. Sample problem setup



item Optimal CDS hedge notional CDS break-even spread



case1



case2



case3



$87.9



$90.4



$92.3



823 bps/yr



808 bps/yr



796 bps/yr



1.17%



1.63%



1.91%



Residual hedge error std. dev (% bond notional)



Table A2. Variance optimal hedge sample results for problem setup in Table A1
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Figure A3. Variance optimal hedge solution: uncertain recovery case T = 5 yr, c = 10%/yr, r = 5%/yr, R = 0.5 , σ R / R = 0.75
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Figure A4. Variance optimal hedge solution: uncertain recovery case T = 5 yr, pu/nu = 0.9, c = 10%/yr, r = 5%/yr, R = 0.5
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attribute



symbol



value



Bond notional



nu



$100



Bond price



pu



$98



Bond coupon



c



5.5%/yr



Interest rate



r



5%/yr



Bond maturity



T



5 years



Default hazard rate



λ



0.5 %/yr



Recovery average



R



0.5 case1



0%



case 2



50%



case 3



75%



σR Recovery std dev (% of R )



Table A3. Sample problem setup



item



case1



case2



case3



Optimal CDS hedge notional



$97.7



$98.2



$98.55



CDS break-even spread



0.974%/yr 0.971%/yr



0.968%/yr



Residual hedge error std. dev (% bond notional)



0.079%



0.106%



0.124%



Table A4. Variance optimal hedge sample results for problem setup in Table A3
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Figure A5. Hedge ratios and hedge error measures: known recovery case T = 5 yr, pu/nu = 0.9, c = 10%/yr, r = 5%/yr, R = 0.5 , σ R / R = 0
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Bond-CDS Hedge Error Minimization Summary Two assumptions are made in the wide-spread applications of risk-neutral pricing of default swaps: (1) the risky bond whose credit risk is being hedged has a price equal to its par value; (2) the recovery amount is deterministic. Both of these assumptions can be far from realistic. Changing credit ratings and interest rates can result in the risky bonds trading at a significant discount or premium from par. Recoveries in cohorts of similar subordination vary significantly, making it impossible to have perfect foresight about recovery while entering into a swap agreement. This work relaxes these two assumptions by explicitly analyzing hedge performance with the impact of credit risk (default time and extent) being minimized by a regular default swap. The key analytical results are the amount of notional in a CDS contract and the premium associated with the protection that result in both minimization of the variance in change of wealth over the life of the swaps and zero mean change in wealth. The expressions show that recovery variance and differences of market values from par value have important consequences for the composition, break-even price, and residual risks of the hedged portfolio. The residual wealth change variance in a portfolio of a defaultable bond and a regular default swap is proportional to the squared difference between its par value and its market value. When the market value and par value are identical the residual variance is identically zero, irrespective of recovery uncertainty. When the market value and par value are distinct, the residual variance is an increasing function of recovery uncertainty. The smaller the market value is compared to the par value, the smaller the notional protected in the default swap and the larger the break-even default swap spread (for a fixed coupon rate) will be in the minimum variance hedged portfolio. The notional of the default swap and the break-even spread depend on the objective default probability (i.e., objective hazard rates) when the residual risk is not zero although that dependence is weaker than the dependence of the residual risk on the objective hazard rates. When the residual risk is zero (i.e., the par and market value are the same), the optimally hedged portfolio is independent of the objective default probability and is consistent with the risk neutral approach to marking to market of default swaps.
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Appendix-B Multi-Asset Variance Gamma Structural Default Model In the Variance-Gamma structural approach defaults are based on a model of evolution of a firm’s value return, which follows a geometric Brownian motion (with drift and volatility parameters µi and



σ i ) evaluated at stochastic time clock governed by increments of gamma processes (Madan et al [1998]):



∆f i fi



= µi g i (∆t ;1,ν ) + σ iWi ( g i (∆t ;1,ν ))



(B1)



We adopt single factor approaches to correlate the gamma stochastic clock processes and the Brownian motion underlying the firm-value evolution. For the Brownian motion we have Wi = β Wm + 1 − β 2 Z i



(B2)



where Wm and Zi are independent standard Wiener processes. The increments of the gamma processes for the different issuers are assumed to follow g i (∆t ;1,ν ) = g market (∆t ; κ ,νκ ) + ui (∆t ;1 − κ ,ν (1 − κ ))



(B3)



The processes gmarket and ui are increments of independent gamma processes. The marginal density of the increments of the gamma process g (∆t ; m, n ) follows



m f ( g ∆t ) =   n



m 2 ∆t n
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m 2 ∆t −1 n
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where Γ (.) denotes the gamma function and the characteristic function and the first 2 moments of the increment process are given by



u   E [exp{iug }] = 1 − i  m/n 



− ∆t



m2 n



; E [g ] = m∆t ; E[( g − g ) ] = n∆t 2
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We employ a default-barrier model where the first passage of the firm value beneath a static and uniform barrier ( ϖ : fraction of initial firm-value) triggers default. We do not explore here all the features of a structural model, such as random recoveries or the possibility of expressing a dynamic coupling between credit spreads, default and recovery. Such a coupled spread-default probabilityrecovery stochastic description will be necessary if the costs and efficacy of dynamic hedging are to be assessed en-route to assessing fair-value. 31



We simulate the firm value over a monthly time grid ( ∆t = 1 / 12 (yr) ). To facilitate a meaningful comparison of the features of the VG structural model and the Poisson-Normal Copula reduced form model, we calibrate the VG model to reproduce two statistics that are central to describing the portfolio losses: (1) T period default probability for issuers; (2) T period portfolio loss standard deviation. For the Normal Copula example of the main text the prescribed hazard rate of 0.65%/yr results in a 5 year default probability of 0.0319. A set of VG parameters that effects such a marginal description of 5 year default probability is:



µi = 0.0 (1/yr); σ i = 0.20 (1/yr1/2 ); ν = 2 yr;ϖ = 0.39152623 For a 125-issuer initially homogeneous asset pool with recovery set to 30 %, the 5 year pool loss standard deviation using 25% asset correlation in a Normal Copula model is 3.32% of the initial pool notional. That portfolio-loss standard deviation can be matched by adjusting β and κ . The sample results in the main section are presented using a common stochastic time increment process.



κ = 1; β = 0.254105
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Figure B1. VG firm value sample paths for 2 issuers. Three realizations depicted in different colors using different symbols for the different issuers.
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