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Optimal Stochastic Location Updates in Mobile Ad Hoc Networks Zhenzhen Ye and Alhussein A. Abouzeid



Abstract We consider the location service in a mobile ad-hoc network (MANET), where each node needs to maintain its location information by (i) frequently updating its location information within its neighboring region, which is called neighborhood update (NU), and (ii) occasionally updating its location information to certain distributed location server in the network, which is called location server update (LSU). The trade-off between the operation costs in location updates and the performance losses of the target application due to location inaccuracies (i.e., application costs) imposes a crucial question for nodes to decide the optimal strategy to update their location information, where the optimality is in the sense of minimizing the overall costs. In this paper, we develop a stochastic sequential decision framework to analyze this problem. Under a Markovian mobility model, the location update decision problem is modeled as a Markov Decision Process (MDP). We first investigate the monotonicity properties of optimal NU and LSU operations with respect to location inaccuracies under a general cost setting. Then, given a separable cost structure, we show that the location update decisions of NU and LSU can be independently carried out without loss of optimality, i.e., a separation property. From the discovered separation property of the problem structure and the monotonicity properties of optimal actions, we find that (i) there always exists a simple optimal threshold-based update rule for LSU operations; (ii) for NU operations, an optimal threshold-based update rule exists in a low-mobility scenario. In the case that no a priori knowledge of the MDP model is available, we also introduce a practical model-free learning approach to find a near-optimal solution for the problem. Index Terms Location update, Mobile ad hoc networks, Markov decision processes, Least-squares policy iteration.



Authors’ affiliations: Z. Ye ([email protected]) is with the R&D Division at iBasis, Inc., 20 2nd Ave., Burlington, MA 01803, USA; A. A. Abouzeid ([email protected]) is with the Department of Electrical, Computer and Systems Engineering, Rensselaer Polytechnic Institute, 110 8th Street, Troy, NY 12180, USA. June 30, 2010



DRAFT



1



Optimal Stochastic Location Updates in Mobile Ad Hoc Networks Zhenzhen Ye and Alhussein A. Abouzeid



Abstract We consider the location service in a mobile ad-hoc network (MANET), where each node needs to maintain its location information by (i) frequently updating its location information within its neighboring region, which is called neighborhood update (NU), and (ii) occasionally updating its location information to certain distributed location server in the network, which is called location server update (LSU). The trade-off between the operation costs in location updates and the performance losses of the target application due to location inaccuracies (i.e., application costs) imposes a crucial question for nodes to decide the optimal strategy to update their location information, where the optimality is in the sense of minimizing the overall costs. In this paper, we develop a stochastic sequential decision framework to analyze this problem. Under a Markovian mobility model, the location update decision problem is modeled as a Markov Decision Process (MDP). We first investigate the monotonicity properties of optimal NU and LSU operations with respect to location inaccuracies under a general cost setting. Then, given a separable cost structure, we show that the location update decisions of NU and LSU can be independently carried out without loss of optimality, i.e., a separation property. From the discovered separation property of the problem structure and the monotonicity properties of optimal actions, we find that (i) there always exists a simple optimal threshold-based update rule for LSU operations; (ii) for NU operations, an optimal threshold-based update rule exists in a low-mobility scenario. In the case that no a priori knowledge of the MDP model is available, we also introduce a practical model-free learning approach to find a near-optimal solution for the problem.



Index Terms Location update, Mobile ad hoc networks, Markov decision processes, Least-squares policy iteration.



Authors’ affiliations: Z. Ye ([email protected]) is with the R&D Division at iBasis, Inc., 20 2nd Ave., Burlington, MA 01803, USA; A. A. Abouzeid ([email protected]) is with the Department of Electrical, Computer and Systems Engineering, Rensselaer Polytechnic Institute, 110 8th Street, Troy, NY 12180, USA. June 30, 2010



DRAFT



2



I. I NTRODUCTION With the advance of very-large-scale integrated-circuits (VLSI) and the commercial popularity of global positioning services (GPS), the geographic location information of mobile devices in a mobile ad hoc network (MANET) is becoming available for various applications. This location information not only provides one more degree of freedom in designing network protocols [1], but also is critical for the success of many military and civilian applications [2], [3], e.g., localization in future battlefield networks [4], [5] and public safety communications [6], [7]. In a MANET, since the locations of nodes are not fixed, a node needs to frequently update its location information to some or all other nodes. There are two basic location update operations at a node to maintain its up-to-date location information in the network [8]. One operation is to update its location information within a neighboring region, where the neighboring region is not necessarily restricted to one-hop neighboring nodes [9], [10]. We call this operation neighborhood update (NU), which is usually implemented by local broadcasting/flooding of location information messages. The other operation is to update the node’s location information at one or multiple distributed location servers. The positions of the location servers could be fixed (e.g., Homezone-based location services [11], [12]) or unfixed (e.g., Grid Location Service [13]). We call this operation location server update (LSU), which is usually implemented by unicast or multicast of the location information message via multihop routing in MANETs. It is obvious that there is a tradeoff between the operation costs of location updates and the performance losses of the target application in the presence of the location errors (i.e., application costs). On one hand, if the operations of NU and LSU are too frequent, the power and communication bandwidth of nodes are wasted for those unnecessary updates. On the other hand, if the frequency of the operations of NU and/or LSU is not sufficient, the location error will degrade the performance of the application that relies on the location information of nodes (see [3] for a discussion of different location accuracy requirements for different applications). Therefore, to minimize the overall costs, location update strategies need to be carefully designed. Generally speaking, from the network point of view, the optimal design to minimize overall costs should be jointly carried out on all nodes and thus the strategies might be coupled. However, such a design has a formidable implementation complexity since it requires information about all nodes, which is hard and costly to obtain. Therefore, a more viable design is from the individual
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node point of view, i.e., each node independently chooses its location update strategy with its local information. In this paper, we provide a stochastic decision framework to analyze the location update problem in MANETs. We formulate the location update problem at a node as a Markov Decision Process (MDP) [16], under a widely used Markovian mobility model [17], [18], [19]. Instead of solving the MDP model directly, the objective is to identify some general and critical properties of the problem structure and the optimal solution that could be helpful in providing insights into practical protocol design. We first investigate the solution structure of the model by identifying the monotonicity properties of optimal NU and LSU operations with respect to (w.r.t.) location inaccuracies under a general cost setting. Then, given a separable cost structure such that the effects of location inaccuracies induced by insufficient NU operations and LSU operations are separable, we show that the location update decisions on NU and LSU can be independently carried out without loss of optimality, i.e., a separation property exists. From the discovered separation property of the model and the monotonicity properties of optimal actions, we find that (i) there always exists a simple optimal threshold-based update rule for LSU operations where the threshold is generally location dependent; (ii) for NU operations, an optimal threshold-based update rule exists in a heavy-traffic and/or a low-mobility scenario. The separation property of the problem structure and the existence of optimal thresholds in LSU and NU operations, not only significantly simplify the search of optimal location update strategies, but also provide guidelines on designing location update algorithms in practice. We also provide a practical model-free learning approach to find a near-optimal solution for the location update problem, in the case that no a priori knowledge of the MDP model available in practice. Up to our knowledge, the location update problem in MANETs has not been formally addressed as a stochastic decision problem. The theoretical work on this problem is also very limited. In [9], the authors analyze the optimal location update strategy in a hybrid positionbased routing scheme, in terms of minimizing achievable overall routing overhead. Although a closed-form optimal update threshold is obtained in [9], it is only valid for their routing scheme. On the contrary, our analytical results can be applied in much broader application scenarios as the cost model used is generic and holds in many practical applications. On the other hand, the location management problem in mobile cellular networks has been extensively investigated in the literature (see [17], [18], [19] and references therein), where the tradeoff between the June 30, 2010
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location update cost of a mobile device and the paging cost of the system is the main concern. A similar stochastic decision formulation with a semi-Markov Decision Process (SMDP) model for the location update in cellular networks has been proposed in [19]. However, there are several fundamental differences between our work and [19]. First, the separation principle discovered here is unique to the location update problem in MANETs since there are two different location update operations (i.e., NU and LSU); second, the monotonicity properties of the decision rules w.r.t. location inaccuracies have not been identified in [19]; and third, the value iteration algorithm used in [19] relies on the existence of powerful base stations which can estimate the parameters of the decision process model while the learning approach we provide here is model-free and has a much lower complexity in implementation which is favorable to infrastructureless MANETs. II. P ROBLEM F ORMULATION A. Network Model We consider a MANET in a finite region. The whole region is partitioned into small cells and the location of a node is identified by the index of the cell it resides in. The size of the cell is set to be sufficiently small such that the location difference within a cell has little impact on the performance of the target application. The distance between any two points in the region is discretized in units of the minimum distance between the centers of two cells. Since the area of the region is finite, the maximum distance between the centers of two cells is bounded. For notation simplicity, we map the set of possible distances between cell centers ¯ where 1 stands for the minimum distance between two distinct cells to a finite set {0, 1, ..., d} and d¯ represents the maximum distance between cells. Thereafter, we use the nominal value ¯ to represent the distance between two cells m and m′ . d(m, m′ ) ∈ {0, 1, ..., d} Nodes in the network are mobile and follow a Markovian mobility model. Here we emphasize that the Markovian assumption on the node’s mobility is not restrictive in practice. In fact, any mobility setting with a finite memory on the past movement history can be converted into a Markovian type mobility model by suitably including the finite movement history into the definition of a “state” in the Markov chain. For illustration, we assume that the movement of a node only depends on the node’s current position [17], [18], [19]. We assume that the time is slotted. In this discrete-time setting, the mobility model can be represented by the conditional probability P (m′ |m), i.e., the probability of the node’s position at cell m′ in the next time slot June 30, 2010
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Fig. 1. Illustration of the location update model in a MANET, where the network is partitioned into small square cells; LS(A) is the location server of node A; node A (frequently) carries out NU operations within its neighborhood (i.e., “NU range”) and (occasionally) updates its location information to its LS, via LSU operations.



given that the current position is at cell m. Given a finite maximum speed on nodes’ movement, when the duration of a time slot is set to be sufficiently small, it is reasonable to assume that P (m′ |m) = 0, d(m, m′ ) > 1.



(1)



That is, a node can only move around its nearest neighboring cells in the duration of a time slot. Each node in the network needs to update its location information within a neighboring region and to one location server (LS) in the network. The LS provides a node’s location information to other nodes which are outside of the node’s neighboring region. There might be multiple LSs in the network. We emphasize that the “location server” defined here does not imply that the MANET needs to be equipped with any “super-node” or base station to provide the location service. For example, an LS can be interpreted as the “Homezone” of a node in [11], [12]. The neighboring region of a node is assumed to be much smaller than the area of the whole region and thus the NU operations are rather localized, which is also a highly preferred property for June 30, 2010
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the scalability of the location service in a large-scale MANET. Figure 1 illustrates the network setting and the location update model. There are two types location inaccuracies about the location of a node. One is the location error within the node’s neighboring region, due to the node’s mobility and insufficient NU operations. We call it local location error of the node. Another is the inaccurate location information of the node stored at its LS, due to infrequent LSU operations. We call it global location ambiguity of the node. There are also two types of location related costs in the network. One is the cost of a location update operation, which could be physically interpreted as the power and/or bandwidth consumption in distributing the location messages. Another is the performance losses of the application induced by location inaccuracies of nodes. We call it application cost. To reduce the overall location related costs in the network, each node (locally) minimizes the total costs induced by its location update operations and location inaccuracies. The application cost induced by an individual node’s location inaccuracies can be further classified as follows. •



Local application cost: this portion of application cost only depends on the node’s local location error, which occurs when only the node’s location information within its neighborhood is used. For instance, in a localized communication between nodes within their NU update ranges, a node usually only relies on its stored location information of its neighboring nodes, not the ones stored in distributed LSs. A specific example of this kind of cost is the expected forwarding progress loss in geographical routing [10], [15].



•



Global application cost: this portion of application cost depends on both the node’s local location error and global location ambiguity, when both (inaccurate) location information of the node within its neighborhood and that at its LS are used. This usually happens in the setup phase of a long-distance communication where the node is the destination of the communication session and its location is unknown to the remote source node. In this case, the location information of the destination node at its LS is used to provide an estimation of its current location and a location request is sent from the source node to the destination node, based on this estimated location information. Depending on specific techniques used in location estimation and/or location discovery, the total cost in searching for the destination node can be solely determined by the destination node’s global location ambiguity [14] or determined by both the node’s local location error and global location ambiguity [8].
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At the beginning of a time slot, each node decides if it needs to carry out an NU and/or an LSU operation. After taking the possible update of location information according to the decision, each node performs an application specified operation (e.g., a local data forwarding or setting up a new communication session with another node) with the (possibly updated) location information of other nodes. Since decisions are associated with the costs discussed above, to minimize the total costs induced by its location update operations and location inaccuracies, a node has to optimize its decisions, which will be stated as follows. B. A Markov Decision Process (MDP) Model As the location update decision needs to be carried out in each time slot, it is natural to formulate the location update problem as a discrete-time sequential decision problem. Under the given Markovian mobility model, this sequential decision problem can be formulated with a Markov decision process (MDP) model [16]. An MDP model is composed of a 4-tuple {S, A, P (·|s, a), r(s, a)}, where S is the state space, A is the action set, P (·|s, a) is a set of state- and action-dependent state transition probabilities and r(s, a) is a set of state- and actiondependent instant costs. In the location update problem, we define these components as follows. 1) The State Space: Since both the local location error and the global location ambiguity introduce costs and thus have impacts on the node’s decision, we define a state of the MDP model as s = (m, d, q) ∈ S, where m is the current location of the node (i.e., the cell index), d(≥ 0) is the distance between the current location and the location in the last NU operation (i.e., the local location error) and q is the time (in the number of slots) elapsed since the last LSU operation (i.e., the “age” of the location information stored at the LS of the node). As the nearest possible LSU operation is in the last slot, the value of q observed in current slot is no less than 1. Since the global location ambiguity of the node is nondecreasing with q [14], [20], we further impose an upper-bound q¯ on the value of q, corresponding to the case that the global location ambiguity of the node is so large that the location information at its LS is almost useless for the application. As all components in a state s are finite, the state space S is also finite. 2) The Action Set: As there are two basic location update operations, i.e., NU and LSU, we define an action of a state as a vector a = (aN U , aLSU ) ∈ A, where aN U ∈ {0, 1} and aLSU ∈ {0, 1}, with “0” standing for the action of “not update” and “1” as the action of June 30, 2010
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“update”. The action set A = {(0, 0), (0, 1), (1, 0), (1, 1)} is identical on all states s ∈ S. 3) State Transition Probabilities: Under the given Markovian mobility model, the state transition between consecutive time slots is determined by the current state and the action. That is, given the current state st = (m, d, q) and the action at = (aN U , aLSU ), the probability of the next state st+1 = (m′ , d′ , q ′ ) is given by P (st+1 |st , at ). Observing that the transition from q to q ′ is deterministic for a given aLSU , i.e.,   min {q + 1, q¯}, a LSU = 0 q′ = ,  1, aLSU = 1



(2)



we have P (st+1 |st , at ) = P (m′ , d′ , q ′ |m, d, q, aN U , aLSU ) = P (d′ |m, d, m′ , aN U )P (q ′ |q, aLSU )P (m′ |m)   P (d′ |m, d, m′ )P (m′ |m), a NU = 0 = ,  P (m′ |m), aN U = 1



(3)



for st+1 = (m′ , d′ , q ′ ) where q ′ satisfies (2) and d′ = d(m, m′ ) if aN U = 1, and zeros for other st+1 . 4) Costs: We define a generic cost model for location related costs mentioned in Section II-A, which preserves basic properties of the costs met in practice. •



The NU operation cost is denoted as cN U (aN U ) where cN U (1) > 0 represents the (localized) flooding/broadcasting cost and cN U (0) = 0 as no NU operation is carried out.



•



The (expected) LSU operation cost cLSU (m, aLSU ) is a function of the node’s position and the action aLSU . Since an LSU operation is a multihop unicast transmission between the node and its LS, this cost is a nondecreasing function of the distance between the LS and the node’s current location m if aLSU = 1 and cLSU (m, 0) = 0, ∀m.



•



The (expected) local application cost is denoted as cl (m, d, aN U ), which is a function of the node’s position m, the local location error d and the NU action aN U . Naturally, cl (m, 0, aN U ) = 0, ∀(m, aN U ) when the local location error d = 0 and cl (m, d, aN U ) is nondecreasing with d at any location m if no NU operation is carried out. And when aN U = 1, cl (m, d, 1) = 0, ∀(m, d).



•



The (expected) global application cost is denoted as cg (m, d, q, aN U , aLSU ), which is a function of the node’s current location m, the local location error d, the “age” of the
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The illustration of the MDP model with the expected total cost criterion, where the delay of a location request w.r.t.



the beginning of a time slot is due to the location update operations at the beginning of the time slot and the transmission delay of the location request message.



location information at the LS (i.e., q), the NU action aN U and the LSU action aLSU . For different actions a = (aN U , aLSU ), we set



  cdq (m, d, q),      c (m, d), d cg (m, d, q, aN U , aLSU ) =   cq (m, q),     0,



a = (0, 0) a = (0, 1)



,



(4)



a = (1, 0) a = (1, 1)



where cdq (m, d, q) is the cost given that there is no location update operation; cd (m, d) is the cost given that the location information at the LS is up-to-date (i.e., aLSU = 1); and cq (m, q) is the cost given that the location information within the node’s neighborhood is up-to-date (i.e., aN U = 1). We assume that following properties hold for cg (m, d, q, aN U , aLSU ): 1) cdq (m, d, q) is component-wise nondecreasing with d and q at any location m; 2) cd (m, d) is nondecreasing with d at any location m and cd (m, 0) = 0; 3) cq (m, q) is nondecreasing with q at any location m; 4) cdq (m, 0, q) = cq (m, q). All the above costs are nonnegative. The nondecreasing properties of costs w.r.t. location inaccuracies hold in almost all practical applications.
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With the above model parameters, the objective of the location update decision problem at a node can be stated as: finding a policy π = {δt }, t = 1, 2, ... to minimize the expected total cost in a decision horizon. Here δt is the decision rule specifying the actions on all possible states at the beginning of a time slot t and the policy π includes decision rules over the whole decision horizon. A decision horizon is chosen to be the interval between two consecutive location requests to the node. Observing that the beginning of a decision horizon is also the ending of the last horizon, the node continuously minimizes the expected total cost within the current decision horizon. This choice of the decision horizon is especially appropriate for the real-time applications where the future location related costs are less important. Figure 2 illustrates the decision process in a decision horizon. The decision horizon has a length of H time slots where H(≥ 1) is a random variable since the arrival of a location request to the node is random. At any decision epoch t with the state of the node as st , the node takes an action at , which specifies what location update action the node performed in this time slot. Then the node receives a cost r(st , at ), which is composed of operation costs and application costs. For example, if the state st = (mt , dt , qt ) at the decision epoch t and a decision rule δt (st ) = (δtN U (st ), δtLSU (st )) is adopted, the cost is given by  LSU  c (δ N U (s )) + c (st )) + cl (mt , dt , δtN U (st )), t


where the global application cost cg (st , δt (st )) is introduced when a location request arrives. Therefore, for a given policy π = {δ1 , δ2 , ...}, the expected total cost in a decision horizon for any initial state s1 ∈ S is v π (s1 ) = Eπs1



{ H ∑



} r(st , δt (st ))



t=1



where the expectation is over all random state transitions and random horizon length H. v π (·) is also called the value function for the given policy π in MDP literature. Assume that the probability of a location request arrival in each time slot is λ, where 0 < λ < 1 and might be different at different nodes in general. With some algebraic manipulation, we can show that {∞ } ∑ v π (s1 ) = Eπs1 (1 − λ)t−1 re (st , δt (st )) , (5) t=1



where re (st , δt (st )) , cN U (δtN U (st )) + cLSU (mt , δtLSU (st )) + cl (mt , dt , δtN U (st )) + λcg (st , δt (st )), is the effective cost per slot. Specifically, for any s = (m, d, q), a = (aN U , aLSU ),
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  cl (m, d, 0) + λcdq (m, d, q),      c (m, d, 0) + λc (m, d) + c l d LSU (m, 1), re (s, a) =   cN U (1) + λcq (m, q),     cN U (1) + cLSU (m, 1),



a = (0, 0) a = (0, 1)



.



(6)



a = (1, 0) a = (1, 1)



Eqn. (5) shows that the original MDP model with the expected total cost criterion can be transformed into a new MDP model with the expected total discounted cost criterion with a discount factor (1 − λ) ∈ (0, 1) over an infinite time horizon, and the cost per slot is given by re (st , δt (st )). One should notice that there is no change on the values v π (s), s ∈ S in this transformation. For a stationary policy π = {δ, δ, ...}, (5) becomes {∞ } ∑ ∑ v π (s1 ) = re (s1 , δ(s1 )) + (1 − λ) P (s2 |s1 , δ(s1 ))Eπs2 (1 − λ)t−1 re (s′t , δ(s′t )) s2



= re (s1 , δ(s1 )) + (1 − λ)



∑



t=1



P (s2 |s1 , δ(s1 ))v π (s2 ), ∀s1 ∈ S,



(7)



s2



where s′t , st+1 . Since the state space S and the action set A are finite in our formulation, there exists an optimal deterministic stationary policy π ∗ = {δ, δ, ...} to minimize v π (s), ∀s ∈ S among all policies (see [16], Chapter 6). Furthermore, the optimal value v(s) (i.e., the minimum expected total cost in a decision horizon) can be found by solving the following optimality equations



{ v(s) = min re (s, a) + (1 − λ)



∑



a∈A



} P (s′ |s, a)v(s′ ) , ∀s ∈ S,



(8)



s′



and the corresponding optimal decision rule δ is { δ(s) = arg min re (s, a) + (1 − λ) a∈A



∑



} P (s′ |s, a)v(s′ ) , ∀s ∈ S.



(9)



s′



Specifically, ∀s = (m, d, q) ∈ S, let W (m, d, q)



, cl (m, d, 0) + λcdq (m, d, q) + (1 − λ)



∑



P ((m′ , d′ )|(m, d))v(m′ , d′ , min{q + 1, q¯}), (10)



m′ ,d′



X(m, d) Y (m, q)



, cl (m, d, 0) + λcd (m, d) + cLSU (m, 1) + (1 − λ) , cN U (1) + λcq (m, q) + (1 − λ)



∑



∑



P ((m′ , d′ )|(m, d))v(m′ , d′ , 1),



(11)



m′ ,d′



P (m′ |m)v(m′ , d(m, m′ ), min{q + 1, q¯}),



(12)



m′



Z(m)



, cN U (1) + cLSU (m, 1) + (1 − λ)



∑



P (m′ |m)v(m′ , d(m, m′ ), 1),



(13)



m′
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the optimality equations in (8) becomes a=(0,0)



a=(0,1)



a=(1,0)



a=(1,1)



z }| { z }| { z }| { z }| { v(m, d, q) = min {W (m, d, q), X(m, d), Y (m, q), Z(m)}, ∀s = (m, d, q) ∈ S, and the optimal decision rule δ(m, d, q) = (δ N U (m, d, q), δ LSU (m, d, q)) is given by   0, min {W (m, d, q), X(m, d)} < min {Y (m, q), Z(m)} δ N U (m, d, q) = ,  1, otherwise   0, min {W (m, d, q), Y (m, q)} < min {X(m, d), Z(m)} LSU δ (m, d, q) = .  1, otherwise



(14)



(15)



(16)



III. T HE E XISTENCE OF A S TRUCTURED O PTIMAL P OLICY In this section, we investigate the existence of a structured optimal policy of the proposed MDP model (8). Such kind of policy is attractive for implementation in energy and/or computation limited mobile devices as it can reduce the search effort for the optimal policy in the stateaction space once we know there exists an optimal policy with certain special structure. We are especially interested in the component-wise monotonicity property of an optimal decision rule whose action is monotone w.r.t. the certain component of the state, given that the other components of the state are fixed. A. The Monotonicity of Optimal Values and Actions w.r.t. q Consider the decisions on LSU operations, we show that the optimal values v(m, d, q) and the corresponding optimal action δ LSU (m, d, q) are nondecreasing with the value of q, for any given current location m and the local location error d of the node. Lemma 3.1: v(m, d, q1 ) ≤ v(m, d, q2 ), ∀(m, d) and 1 ≤ q1 ≤ q2 ≤ q¯. Proof: See Appendix A. Theorem 3.2: δ LSU (m, d, q1 ) ≤ δ LSU (m, d, q2 ), ∀(m, d) and 1 ≤ q1 ≤ q2 ≤ q¯. Proof: From the proof of Lemma 3.1, we have seen that W (m, d, q) in (10) and Y (m, q) in (12) are nondecreasing with q, and min {X(m, d), Z(m)} is a constant, for any given (m, d). The result then follows by (16).
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B. The Monotonicity of Optimal Values and Actions w.r.t. d We similarly investigate if the optimal values v(m, d, q) and the corresponding optimal action δ N U (m, d, q) are nondecreasing with the local location error d, for any given current location m and the “age” q of the location information at the LS of the node. We first assume that a torus border rule [25] is applied to govern the movements of nodes on the boundaries of the network region. Although, without this assumption, the following condition (2) might not hold when a node is around network boundaries, this assumption can be relaxed in practice when nodes have small probabilities to be on the network boundaries. Then we impose two conditions on the mobility pattern and/or traffic intensity of the node. 1)



cl (m,1,0) (1−λ)(1−P (m|m))



≥ cN U (1), ∀m;



2) given any m and m′ such that P (m′ |m) ̸= 0, P (d′ ≥ x|m, d1 , m′ ) ≤ P (d′ ≥ x|m, d2 , m′ ), ¯ 1 ≤ d1 ≤ d2 ≤ d. ¯ for all x ∈ {0, ..., d}, For condition (1), since both local application cost cl (m, 1, 0) (with local location error d = 1, aN U = 0) and the location update cost cN U (1) in an NU operation are constants, (1 − λ)(1 − P (m|m)) needs to be sufficiently small, which can be satisfied if the traffic intensity on the node is high (i.e., the location request rate λ is high) and/or the mobility degree of the node at any location is low (i.e., the probability that the node’s location is unchanged in a time slot P (m|m) is high). Condition (2) indicates that a larger location error d in current time slot is more likely to remain large in the next time slot, if no NU operation is performed in current time slot, which can also be easily satisfied when the node’s mobility degree is low. These two conditions are sufficient for the existence of the monotonicity properties of the optimal values and actions with the value of d, which are stated as follows1 . Lemma 3.3: Under the conditions (1) and (2), v(m, d1 , q) ≤ v(m, d2 , q), ∀(m, q) and 0 ≤ ¯ d1 ≤ d2 ≤ d. Proof: See Appendix B. With Lemma 3.3, the monotonicity of the optimal action δ N U (m, d, q) w.r.t. d is stated in the following theorem. 1



The sufficiency of the conditions (1) and (2) implies that the monotonicity property of the optimal values and actions with



d might probably hold in a broader range of traffic and mobility settings.
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Theorem 3.4: Under the conditions (1) and (2), δ N U (m, d1 , q) ≤ δ N U (m, d2 , q), ∀(m, q) and ¯ 0 ≤ d1 ≤ d2 ≤ d. Proof: From Lemma 3.3 and its proof, we have seen that W0 (m, d, q) and X0 (m, d) are nondecreasing with d, for any given (m, q) and an arbitrarily chosen u0 ∈ V . Let u0 = v ∈ V , W (m, d, q) in (10) and X(m, d) in (11) are thus also nondecreasing with d. Since Y (m, q) in (12) and Z(m) in (13) are constants for any given (m, q), the result follows by (15). IV. T HE C ASE OF A S EPARABLE C OST S TRUCTURE In this section, we consider the case that the global application cost described in Section II-A only depends on the global location ambiguity of the node (at its LS), i.e., cg (m, d, q, aN U , aLSU ) in (4) is independent of local location error d and neighborhood update action aN U . In this case, the global application cost can be denoted as cg (m, q, aLSU ), i.e.,   c (m, q), a q LSU = 0 cg (m, q, aLSU ) = .  0, aLSU = 1 As mentioned in Section II-A, this special case holds under certain location estimation and/or location discovery techniques. In practice, there are some such examples. In the Location Aided Routing (LAR) scheme [14], a directional flooding technique is used to discover the location of the destination node. The corresponding search cost (i.e., the directional flooding cost) is proportional to the destination node’s global location ambiguity (equivalently, q) while the destination node’s local location error (i.e., d) has little impact on this cost. For another example, there are various unbiased location tracking algorithms available for the applications in MANETs, e.g., a Kalman filter with adaptive observation intervals [20]. If such an algorithm is used at the LS, the effect of the destination node’s local location error on the search cost is also eliminated since the location estimation provided by the LS is unbiased and the estimation error (e.g., variance) only depends on the “age” of the location information at the LS (i.e., q) [20]. Under this setting for the global application cost, we find that the impacts of d and q are separable in the effective cost re (s, a) in (6), i.e., a separable cost structure exists. Specifically, for any s = (m, d, q) and a = (aN U , aLSU ), re (s, a) = re,N U (m, d, aN U ) + re,LSU (m, q, aLSU ),
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where



  c (m, d, 0), l re,N U (m, d, aN U ) =  cN U (1),   λc (m, q), q re,LSU (m, q, aLSU ) =  cLSU (m, 1),



aN U = 0



,



(18)



aN U = 1 aLSU = 0



.



(19)



aLSU = 1



Together with the structure of the state-transition probabilities in (2) and (3), we find that the original location update decision problem can be partitioned into two subproblems - the NU decision subproblem and the LSU decision subproblem, and they can be solved separately without loss of optimality. To formally state this separation principle, we first construct two MDP models as follows. A. An MDP Model for the NU Decision Subproblem In the NU decision subproblem (P1), the objective is to balance the cost in NU operations and the local application cost to achieve the minimum sum of these two costs in a decision horizon. An MDP model for this problem can be defined as the 4-tuple {SN U , AN U , P (·|sN U , aN U ), r(sN U , aN U )}. Specifically, a state is defined as sN U = (m, d) ∈ SN U , the action is aN U ∈ {0, 1}, the state transition probability P (s′N U |sN U , aN U ) follows (3) for sN U = (m, d) and s′N U = (m′ , d′ ) where d′ = d(m, m′ ) if aN U = 1, and the instant cost is re,N U (m, d, aN U ) in (18). Similar to the procedure described in Section II-B, the MDP model with the expected total cost criterion for the NU decision subproblem can also be transformed into an equivalent MDP model with the expected total discounted cost criterion (with the discount factor (1 − λ)). The optimality equations are given by { vN U (m, d) =



min



aN U ∈{0,1} a



re,N U (m, d, aN U ) + (1 − λ)



∑



} P (m′ , d′ |m, d, aN U )vN U (m′ , d′ )



m′ ,d′ =0



a



=1



U U { zN}| { z N}| = min {E(m, d), F (m)}, ∀(m, d) ∈ SN U ,



where vN U (m, d) is the optimal value of the state (m, d) and ∑ E(m, d) , cl (m, d, 0) + (1 − λ) P ((m′ , d′ )|(m, d))vN U (m′ , d′ ),



(20)



(21)



m′ ,d′



F (m) , cN U (1) + (1 − λ)



∑



P (m′ |m)vN U (m′ , d(m, m′ )).



(22)



m′ June 30, 2010



DRAFT



16



Since the state space SN U and action set AN U are finite, the optimality equations (20) have a unique solution and there exists an optimal deterministic stationary policy [16]. The corresponding optimal decision rule δ N U is given by   0, E(m, d) < F (m) , ∀(m, d) ∈ SN U . δ N U (m, d) =  1, otherwise



(23)



B. An MDP Model for LSU Decision Subproblem In the LSU decision subproblem (P2), the objective is to balance the cost in LSU operations and the global application cost to achieve the minimum sum of these two costs in a decision horizon. An MDP model for this problem can be defined as the 4-tuple {SLSU , ALSU , P (·|sLSU , aLSU ), r(sLSU , aLSU )}. Specifically, a state is defined as sLSU = (m, q) ∈ SLSU , the action is aLSU ∈ {0, 1}, the state transition probabilities P (s′LSU |sLSU , aLSU ) = P (m′ |m) for the state transition from sLSU = (m, q) to s′LSU = (m′ , q ′ ), where q ′ is given in (2), and the instant cost is re,LSU (m, q, aLSU ) in (19). Similar to the procedure described in Section II-B, the MDP model with the expected total cost criterion for the LSU decision subproblem can also be transformed into an equivalent MDP model with the expected total discounted cost criterion (with the discount factor (1 − λ)). The optimality equations are given by { vLSU (m, q) =



min



aLSU ∈{0,1} a



re,LSU (m, q, aLSU ) + (1 − λ)



∑



} P (m′ , q ′ |m, q, aLSU )vLSU (m′ , q ′ )



m′ ,q ′ =0



a



=1



z LSU }| { zLSU }| { = min {G(m, q), H(m)}, ∀(m, q) ∈ SLSU , where vLSU (m, q) is the optimal value of the state (m, q) and ∑ G(m, q) , λcq (m, q) + (1 − λ) P (m′ |m)vLSU (m′ , min{q + 1, q¯}),



(24)



(25)



m′



H(m) , cLSU (m, 1) + (1 − λ)



∑



P (m′ |m)vLSU (m′ , 1).



(26)



m′



Since the state space SLSU and action set ALSU are finite, the optimality equations have a unique solution and there exists an optimal deterministic stationary policy [16]. The corresponding optimal decision rule δ LSU is given by   0, G(m, q) < H(m) , ∀(m, q) ∈ SLSU . δ LSU (m, q) =  1, otherwise June 30, 2010
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C. The Separation Principle With the defined MDP models for P1 and P2, the separation principle can be stated as follows. Theorem 4.1:



1) The optimal value v(m, d, q) for any state s = (m, d, q) ∈ S in the MDP



model (8) can be represented as v(m, d, q) = vN U (m, d) + vLSU (m, q)



(28)



where vN U (m, d) and vLSU (m, q) are optimal values of P1 and P2 at the corresponding states (m, d) and (m, q), respectively; 2) a deterministic stationary policy with the decision rule δ = (δ N U , δ LSU ) is optimal for the MDP model in (8), where δ N U given in (23) and δ LSU given in (27), are optimal decision rules for P1 and P2, respectively.. Proof: See Appendix C. With Theorem 4.1, given a separable cost structure, instead of choosing the location update strategies based on the MDP model in (8), we can consider the NU and LSU decisions separately without loss of optimality. This not only significantly reduces the computation complexity as the separate state-spaces SN U and SLSU are much smaller than S, but also provides a simple design guideline in practice, i.e., given a separable cost structure, NU and LSU can be two separate and independent routines/functions in the location update algorithm implementation. D. The Existence of Monotone Optimal Policies With the separation principle in Section IV-C and the component-wise monotonicity properties studied in Section III, we investigate if the optimal decision rules in P1 and P2 satisfy, for any (m, d, q) ∈ S,



  0, δ N U (m, d) =  1,   0, LSU δ (m, q) =  1,



d < d∗ (m) d ≥ d∗ (m) q < q ∗ (m) q ≥ q ∗ (m)



,



(29)



,



(30)



where d∗ (m) and q ∗ (m) are the (location-dependent) thresholds for NU and LSU operations. Thus, if (29) and (30) hold, the search of the optimal policies for NU and LSU is reduced to simply finding these thresholds. June 30, 2010
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Lemma 4.2: 1) vLSU (m, q1 ) ≤ vLSU (m, q2 ), ∀m and 1 ≤ q1 ≤ q2 ≤ q¯; 2) under the conditions ¯ (1) and (2), vN U (m, d1 ) ≤ vN U (m, d2 ), ∀m and 0 ≤ d1 ≤ d2 ≤ d. Proof: From Theorem 4.1, we see that v(m, d, q) = vN U (m, d)+vLSU (m, q), ∀(m, d, q) ∈ S. For any given (m, d), with Lemma 3.1 we know that v(m, d, q) is nondecreasing with q and thus vLSU (m, q) is nondecreasing with q for any given m. Similarly, For any given (m, q), with Lemma 3.3 we know that v(m, d, q) is nondecreasing with d under conditions (1) and (2) specified in Section III. Thus vN U (m, d) is nondecreasing with d for any given m under the same conditions. The following monotonicity properties of the optimal action δ LSU (m, q) w.r.t. q and the optimal action δ N U (m, d) w.r.t. d follow immediately from Lemma 4.2, (23) and (27). Theorem 4.3: 1) δ LSU (m, q1 ) ≤ δ LSU (m, q2 ),



∀m and 1 ≤ q1 ≤ q2 ≤ q¯; 2) under the ¯ conditions (1) and (2), δ N U (m, d1 ) ≤ δ N U (m, d2 ), ∀m and 0 ≤ d1 ≤ d2 ≤ d. The results in Theorem 4.3 tell us that, •



there exist optimal thresholds on the time interval between two consecutive LSU operations, i.e., if the “age” q of the location information at the LS is older than certain threshold, an LSU operation is carried out;



•



for NU operations, there exist optimal thresholds on the local location error d for the node to carry out an NU operation within its neighborhood, given certain conditions on the node’s mobility and/or traffic intensity are satisfied.



This further indicates a design guideline in practice, i.e., a threshold-based optimal update scheme exists for LSU operations and a threshold-based optimal update scheme exists for NU operations when the mobility degree of nodes is low; and the lgorithm design for both operations can focus on searching those optimal thresholds. E. Upperbounds of Optimal Thresholds Two simple upperbounds of the optimal thresholds on q and d can be developed with the monotonicity properties in Lemma 4.2. 1) An Upperbound of the Optimal Threshold q ∗ (m): From Lemma 4.2 we see that vLSU (m, min {q + 1, q¯}) ≥ vLSU (m, 1), ∀(m, q).
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And since cq (m, q) is nondecreasing with q, from (25) and (26), we note that if λcq (m, q) ≥ cLSU (m, 1), G(m, q ′ ) ≥ H(m), ∀q ′ ≥ q, i.e., the optimal action δ LSU (m, q ′ ) = 1, ∀q ′ ≥ q. Thus we obtain an upperbound for the optimal threshold q ∗ (m), i.e., qˆ(m) = min {q : λcq (m, q) ≥ cLSU (m, 1), 1 ≤ q ≤ q¯}.



(31)



Then δ LSU (m, q) = 1, ∀q ≥ qˆ(m). This upperbound clearly shows that if the global application cost (due to the node’s location ambiguity at its LS) exceeds the the location update cost of an LSU operation at the current location, it is optimal to perform an LSU operation immediately. 2) An Upperbound of the Optimal Threshold d∗ (m): From Lemma 4.2 and observing that P (m′ |m) = 0 for all (m, m′ ) such that d(m, m′ ) > 1, for d > 1, ∑ ∑ P (m′ |m)vN U (m′ , d(m, m′ )). P ((m′ , d′ )|(m, d))vN U (m′ , d′ ) ≥ m′



m′ ,d′



Thus, from (21) and (22), if cl (m, d, 0) ≥ cN U (1) and d > 1, E(m, d′ ) ≥ F (m), ∀d′ ≥ d, i.e., the optimal action δ N U (m, d′ ) = 1, ∀d′ ≥ d. Thus we obtain an upperbound for the optimal threshold d∗ (m), i.e., ˆ ¯ d(m) = min {d : cl (m, d, 0) ≥ cN U (1), 1 < d ≤ d}.



(32)



ˆ Then δ N U (m, d) = 1, ∀d ≥ d(m). This upperbound clearly shows that if the local application cost (for the node’s local location error d > 1) exceeds an NU operation cost, it is optimal to perform an NU operation immediately. V. A L EARNING A LGORITHM The previously discussed separation property of the problem structure and the monotonicity properties of actions are general and can be applied to many specific location update protocol/algorithm design, as long as the conditions of these properties (e.g., a separable application cost structure and a low mobility degree) are satisfied. In this section, we introduce a practically useful learning algorithm - least-squares policy iteration (LSPI) [21] to solve the location update problem, and illustrate how the properties developed previously are used in the algorithm design. The selection of LSPI as the solver for the location update problem is based on two practical considerations. The first is the lack of the a priori knowledge of the MDP model for the location update problem (i.e., instant costs and state transition probabilities) which makes the standard
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algorithms such as value iteration, policy iteration and their variants unavailable2 . Second, the small cell size in a fine partition of the network region produces large state spaces (i.e., S or SN U and SLSU ), which makes the ordinary model-free learning approaches with lookup-table representations impractical since a large storage space on a node is required to store the lookuptable representation of the values of state-action pairs [22]. LSPI overcomes these difficulties and can find a near-optimal solution for the location update problem in MANETs. LSPI algorithm is a model-free learning approach which does not require the a priori knowledge of the MDP models, and its linear function approximation structure provides a compact representation of the values of states which saves the storage space [21]. In LSPI, the values of a given policy π = {δ, δ, ...} are represented by v π (s, δ(s)) = ϕ(s, δ(s))T w where w , [w1 , ..., wb ]T is the weight vector associated with the given policy π, and ϕ(s, a) , [ϕ1 (s, a), ..., ϕb (s, a)]T is the collection of b(<< |S||A|) linearly independent basis functions evaluated at (s, a). The basis functions are deterministic and usually nonlinear functions of s and a. Some typical basis functions include the polynomials of any degree and radial basis functions (RBF) [22], [23]. The details of the LSPI algorithm is shown in Table I. The samples (si , ai , s′i , re,i ) in the sample set Dk (line 6,12) are obtained from executing actual location update decisions, where s′i is the actual next state for a given current state si and an action ai , and re,i is the actual instant cost received by the node during the state transition. The policy evaluation procedure is carried out on lines 5-11 by solving the weight vector wk for the policy under evaluation. With the obtained wk (line 11), the decision rule can then be updated in a greedy fashion, i.e., δk+1 (s) = arg min ϕ(s, a)T wk , ∀s, a∈A



(33)



and the new policy πk+1 = {δk+1 , δk+1 , ...} will be evaluated in the next policy iteration. When the weight vector converges (line 13), the decision rule δ of the near-optimal policy is given by δ(s) = arg mina∈A ϕ(s, a)T w, ∀s, where w = wk+1 is the converged weight vector obtained in LSPI (line 14). A comprehensive description and analysis of LSPI can be found in [21]. In the location update problem under consideration, given a separable cost structure, when the conditions for the monotonicity properties in Section III hold, instead of using the greedy policy update in (33), we could apply a monotone policy update procedure which improves the 2



Strictly speaking, the location request rate λ is also unknown a priori. However the estimate of this scalar value converges



much faster than the costs and state transition probabilities and thus λ has reached its stationary value during learning. June 30, 2010
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TABLE I L EAST-S QUARES P OLICY I TERATION (LSPI) A LGORITHM



1



Select basis functions ϕ(s, a) = [ϕ1 (s, a), ..., ϕb (s, a)]T ;



2



Initialize weight vector w0 , sample set D0 , stopping criterion ϵ;



3



k = 0;



4



Repeat { A˜ = 0, ˜b = 0;



5



For each sample (si , ai , re,i , s′i ) ∈ Dk :



6



8



Update δk+1 (s′i ) with the greedy improvement (33) or monotone improvement ((34)-(35) and/or (36)-(37)); A˜ ← A˜ + ϕ(si , ai )[ϕ(si , ai ) − (1 − λ)ϕ(s′i , δk+1 (s′i ))]T ,



9



˜b ← ˜b + ϕ(si , ai )re,i ;



7



10



end



11



wk+1 = A˜−1˜b;



12



Update the sample set with possible new samples (i.e., Dk+1 );



13



Until ||wk+1 − wk || < ϵ



14



Return wk+1 for the learned policy.



efficiency in searching the optimal policy by focusing on the policies with monotone decision rules in d and/or q. Specifically, •



In P1, for any given m, let ˜ ¯ d(m) , min {d : arg min ϕ(sN U , aN U )T w = 1, sN U = (m, d), 0 ≤ d ≤ d}, aN U



(34)



the decision rule is updated as



  0, d < d(m) ˜ δ N U (m, d) = .  1, d ≥ d(m) ˜



•



(35)



In P2, for any given m, let q˜(m) , min {q : arg min ϕ(sLSU , aLSU )T w = 1, sLSU = (m, q), 1 ≤ q ≤ q¯}, aLSU



(36)



the decision rule is updated as



  0, q < q˜(m) . δ LSU (m, q) =  1, q ≥ q˜(m)



(37)



Additionally, if the instant costs can be reliably estimated, the upperbounds of optimal thresholds in (32) and (31) may also be used in (34) and (36) to further reduce the ranges for searching ˜ d(m) and q˜(m), respectively. June 30, 2010
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Furthermore, we should notice that the procedure of policy update, either greedy update or monotone update, is executed in an on-demand fashion (line 7), i.e., the updated decision rule is only computed for the states appearing in the sample set. Therefore there is no need to store either the value or the action of any state, only the weight vector w with a much smaller size b (<< |S||A|) is required to store and thus a significant saving in storage is achieved. On the other hand, as the samples are independent of the policy under evaluation, a sample can be used to evaluate all policies (lines 6-11), i.e., maximizing the utilization of an individual sample, which makes the algorithm attractive in learning from a limited number of samples. VI. S IMULATION R ESULTS We consider the location update problem in a two-dimensional network example where the nodes are distributed in a square region (see Fig. 1). The region is partitioned into M 2 small cells (i.e., grids) and the location of a node in the network is represented by the index of the cell it resides in. We set M = 20 in the simulation. Nodes can freely move within the region. In each time slot, a node is only allowed to move around its nearest neighboring positions, i.e., the four nearest neighboring cells of the node’s current position. For the nodes around the boundaries of the region, a torus border rule is assumed to control their movements [25]. For a node at cell m (m = 1, 2, ..., M 2 ) with the set of its nearest neighboring cells to be N (m), the specific mobility model used in simulation is



  1 − 4p, m′ = m ′ P (m |m) = ,  p, m′ ∈ N (m)



where p ∈ (0, 0.25]. Each node updates its location within a neighboring region (i.e., “NU range” specified in Fig. 1) and to its location server. A. Validation of the Separation Principle in Theorem 4.1 To validate Theorem 4.1, we consider a separable cost structure as follows: cN U (1) = 0.5, cLSU (m, 1) = 0.1DLS (m), cq (m, q) = 0.5q and cl (m, d, 0) = 0.5λf D(d), where DLS (m) is the true Euclidean distance to the node’s location server, D(d) is the true Euclidean distance w.r.t. the nominal distance d, 1 ≤ q ≤ q¯ with q¯ = ⌊M/2⌋, and λf is the probability of the node’s location information used by its neighbor(s) in a time slot. Two methods are applied in computing the cost values - one is based on the the model given by eqn.(14) in Section II-B June 30, 2010



DRAFT



23



w/ Separation Principle w/o Separation Principle



(x, y)=(17,18), d=52, q=6 (x, y)=(17,7), d=15, q=9 (x, y)=(8,6), d=48, q=8 (x, y)=(10,13), d=11, q=7
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8



Iterations



Fig. 3.



The convergence of cost values at different sample states in methods with and without separation principle applied;



(x, y) represents the sampled location in the region.



where the separation principle is not applied; the other is based on the models for NU and LSU subproblems in Section IV where the separation principle is applied. Figure 3 illustrates the convergence of cost values with both methods at some sample states where p = 0.15, λ = 0.6 and λf = 0.6 and (x, y) represents the sampled location in the region. We see that, at any state, the cost values achieved by both methods converge to the same (optimal) value, which validates the correctness of the separation principle. B. Near-Optimality of LSPI Algorithm We use the same cost setting in Section VI-A to check the near-optimality of the LSPI algorithm in Section V. To implement the algorithm, we choose a set of 25 basis functions for each of two actions in P1. These 25 basis functions include a constant term and 24 Gaussian RBFs arranged in a 6 × 4 grids over the 2-dimensional state space SN U . In particular, for some state sN U = (m, d) and some action aN U ∈ {0, 1}, all basis functions were zero, except the corresponding active block for action aN U which is { [ ] [ ] [ ]} ||sN U − µ1 ||2 ||sN U − µ2 ||2 ||sN U − µ24 ||2 1, exp − , exp − , ..., exp − , 2 2 2 2σN 2σN 2σN U U U June 30, 2010
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TABLE II T HE R ELATIVE VALUE D IFFERENCE ( WITH 95% C ONFIDENCE L EVEL ) BETWEEN THE VALUES ACHIEVED BY LSPI (vLSP I ) AND THE



O PTIMAL VALUES (v)



(||vLSP I − v||)/||v|| × 100%



Test Cases λ



λf



p



Greedy Update



Monotone Update



Monotone Update+Upperbound



0.10



0.50



0.10



3.8250 ± 0.0138



3.0288 ± 0.0140



2.8833 ± 0.0069



0.20



0.40



0.05



5.0262 ± 0.0194



4.1183 ± 0.0189



2.9629 ± 0.0087



0.30



0.90



0.10



2.9773 ± 0.0203



2.7877 ± 0.0191



1.1287 ± 0.0050



0.50



0.10



0.01



2.2174 ± 0.0327



2.0149 ± 0.0315



1.4730 ± 0.0115



0.60



0.60



0.15



2.4638 ± 0.0150



2.1737 ± 0.0123



1.9947 ± 0.0119



0.70



0.30



0.15



2.0145 ± 0.0182



1.5293 ± 0.0150



1.4409 ± 0.0157



0.90



0.70



0.20



2.6883 ± 0.0278



2.3711 ± 0.0263



2.2321 ± 0.0251



TABLE III T HE ACTION D IFFERENCE BETWEEN THE D ECISION RULE OBTAINED FROM LSPI ( WITH MONOTONE UPDATE ) AND THE O PTIMAL D ECISION RULES



Test Cases (λ, λf , p)



(0.30, 0.90, 0.10)



(0.50, 0.10, 0.01)



(0.90, 0.70, 0.20)



(0.20, 0.40, 0.05)



NU Action Difference (%)



0.08



13.17



0.47



1.29



LSU Action Difference (%)



6.75



4.58



6.45



11.40



¯ where the µi ’s are 24 points of the grid {0, M 2 /5, 2M 2 /5, 3M 2 /5, 4M 2 /5, M 2 −1}×{0, D(d)/3, ¯ ¯ and σ 2 = M 2 D(d)/4. ¯ 2D(d)/3, D(d)} Similarly we also choose a set of 25 basis functions NU



for each of two actions in P2, including a constant term and 24 Gaussian RBFs arranged in a 6 × 4 grids over the 2-dimensional state space SLSU . In particular, the µi ’s are 24 points of 2 2 the grid {0, M 2 /5, 2M 2 /5, 3M 2 /5, 4M 2 /5, M 2 − 1} × {1, q¯/3, 2¯ q /3, q¯} and σN ¯/4. The U = M q



RBF type bases selected here provide a universal basis function format which is independent of the problem structure. One should note that the choice of basis functions is not unique and there are many other ways in choosing basis functions (see [22], [23] and the references therein for more details). The stopping criterion of LSPI iterations in simulation is set as ϵ = 10−2 . Table II shows the performance of LSPI under different traffic intensities (i.e., λ, λf ) and mobility degrees (i.e., p), in terms of the values (i.e., achievable overall costs of the location update) at states with using the decision rule obtained from LSPI compared to the optimal values. Both greedy and monotone policy update schemes are evaluated. We also include the June 30, 2010
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performance results of the scheme with the combination of monotone policy update and the upperbounds given in (31) and (32). From Table II, we observe that: (i) the values achieved by LSPI are close to the optimal values (i.e., the average relative value difference is less than 6%) and (ii) the 95% confidence intervals are relatively small (i.e., the values at different states are close to the average value). These observations imply that the policy obtained by LSPI is effective in minimizing the overall costs of the location update at all states. On the other hand, the monotone policy update shows a better performance than the greedy update. The best results achieved by the scheme with the combination of monotone policy update and the upperbounds among all three schemes imply that a reliable estimation on these upperbounds can be beneficial in obtaining a near-optimal solution. Table III shows the percentages of action differences between the decision rules obtained by LSPI (with monotone policy update) and the optimal decision rule in different testing cases. We see that, in all cases, the actions obtained by LSPI are the same with the ones in the optimal decision rule at most states (> 80%), which demonstrates that LSPI can find a near-optimal location update rule. C. Applications We further evaluate the effectiveness of the proposed model and optimal solution in three practical application scenarios, i.e., the location server update operations in well-known Homezone location service [11], [12] and Grid location service (GLS) [13], and the neighborhood update operations in the widely-used Greedy Packet Forwarding algorithm [26], [1]. In the simulation, the number of nodes in the network is set as 100. 1) Homezone Location Service: We apply the proposed LSU model to the location server update operations in Homezone location service [11], [12]. The location of the “homezone” (i.e., location server) of any node is determined by a hash function to the node ID. For comparison, we also consider the schemes which carry out location server update operations in fixed intervals, i.e., q ∗ = 2, 4, 6, 8 slots3 . As both LSU operations and global location ambiguity of nodes introduce control packets (i.e., location update packets in LSU operations and route search packets in location ambiguity of the destination node), we count the number of control packets generated 3



One should note that, in practice, other location update schemes can also be applied here. For example, the author in [12]



has suggested a location update scheme based on the number of link changes. We do not include this scheme in comparison since this scheme can not be fit into our model. June 30, 2010
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Homezone Total packets LSU packets Route search packets



q*=2



q*=4 Schemes



q*=6



q*=8



Fig. 4. Homezone: the number of total control packets, the number of LSU packets and the number of route search packets in the network per slot generated by the scheme obtained from the proposed LSU model, compared to the schemes which carry out the location server update operations in fixed intervals, i.e., q ∗ = 2, 4, 6, 8 slots; p = 0.15 and λ = 0.3.



in the network with a given location update scheme. Figure 4 shows the number of total control packets, the number of LSU packets and the number of route search packets in the network per slot generated by different schemes, where p = 0.15 and λ = 0.3. The 95% confidence levels are also included which are obtained from 30 independent simulation runs. We see that the scheme obtained from the proposed model (denoted as “OPT”) introduces the smallest number of control packets in the network among all schemes in comparison. Although the scheme with the fixed interval q ∗ = 4 has a close performance to “OPT”, one should note that the best value of q ∗ in the scheme with a fixed interval is unknown during the setup phase of the scheme. 2) Grid Location Service: We also apply the proposed LSU model to the location server update operations in GLS [13]. The locations of location servers of any node are distributed over the network and the density of location servers decreases logarithmically with the distance from the node. To apply our model to GLS, we assume that a location server update operation uses multicast to update all location servers of the node in the network. For comparison, we also consider the schemes which carry out such location server update operations in fixed intervals,
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GLS Total packets LSU packets Route search packets
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Fig. 5.
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GLS: the number of total control packets, the number of LSU packets and the number of route search packets in the



network per slot generated by the scheme obtained from the proposed LSU model, compared to the schemes which carry out the location server update operation in fixed intervals, i.e., q ∗ = 2, 4, 6, 8 slots; p = 0.15 and λ = 0.3.



i.e., q ∗ = 2, 4, 6, 8 slots4 . Figure 5 shows the number of total control packets, the number of LSU packets and the number of route search packets in the network per slot generated by different schemes, where p = 0.15 and λ = 0.3. Again, the scheme obtained from the proposed model (denoted as “OPT”) achieves the smallest number of control packets in the network among all schemes in comparison. 3) Greedy Packet Forwarding: We apply the proposed NU model to the neighborhood update operations in Greedy Packet Forwarding [26], [1]. In a transmission, the greedy packet forwarding strategy always forwards the data packet to the node that makes the most progress to the destination node. With the presence of local location errors of nodes, a possible forwarding progress loss happens [10], [15]. This forwarding progress loss implies the sub-optimality of the route that the data packet follows and thus more (i.e., redundant) copies of the data packet need to be transmitted along the route, compared to the optimal route obtained with accurate location 4



The distance effect technique and distance-based update scheme proposed in [13] are not applied in the simulation as they



do not fit into our model in its current version.
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Greedy Packet Forwarding Total packets NU packets Redundant data packets
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Fig. 6.



d*=3 Schemes



d*=5



d*=7



Greedy Packet Forwarding: the number of total packets, the number of NU packets and the number of redundant



data packets in the network per slot generated by the scheme obtained from the proposed NU model, compared to the schemes which carry out the neighborhood update operation when the local location error of a node exceeds some fixed threshold, i.e., d∗ = 1, 3, 5, 7; p = 0.15 and λf = 0.3.



information. As the NU operations introduce control packets, we count the number of control packets and redundant data packets in the network per slot with a given location update scheme. For comparison, we also consider the schemes which carry out the NU operation when the local location error of a node exceeds some fixed threshold, i.e., d∗ = 1, 3, 5, 7. Figure 6 shows the number of total packets, the number of NU packets and the number of redundant data packets per slot achieved by different schemes, where p = 0.15 and λf = 0.3. The 95% confidence levels are also included which are obtained from 30 independent simulation runs. We see that the scheme obtained from the proposed model (denoted as “OPT”) achieves the smallest number of total packets in the network among all schemes in comparison. VII. C ONCLUSIONS We have developed a stochastic sequential decision framework to analyze the location update problem in MANETs. The existence of the monotonicity properties of optimal NU and LSU operations w.r.t. location inaccuracies has been investigated under a general cost setting. If a June 30, 2010
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separable cost structure exists, one important insight from the proposed MDP model is that the location update decisions on NU and LSU can be independently carried out without loss of optimality, which motives the simple separate consideration of NU and LSU decisions in practice. From this separation principle and the monotonicity properties of optimal actions, we have further showed that (i) for the LSU decision subproblem, there always exists an optimal thresholdbased update decision rule; and (ii) for the NU decision subproblem, an optimal threshold-based update decision rule exists in a low-mobility scenario. To make the solution of the location update problem to be practically implementable, a model-free low-complexity learning algorithm (LSPI) has been introduced, which can achieve a near-optimal solution. The proposed MDP model for the location update problem in MANETs can be extended to include more design features for the location service in practice. For example, there might be multiple distributed location servers (LSs) for each node in the network and these LSs can be updated independently [1], [13]. This case can be handled by expanding the action aLSU to be in the set {0, 1, ..., K}, where K LSs are assigned to a node. Similarly, the well-known distance effect technique [24] in NU operations can also be incorporated into the proposed MDP model by expanding the action aN U to be in the set {0, 1, ..., L}, where L tiers of a node’s neighboring region can follow different update frequencies when the distance effect is considered. Under a separable cost structure, the separation principle would still hold in the above extensions. However, the discussed monotone properties would not hold any longer. In addition, it is also possible to include the users’ subjective behavior in the model. For example, if a user’s subjective behavior is in a set B = {b1 , b2 , ..., bK } and is correlated with its behavior in the previous time slot, the model can be extended by including b ∈ B as a component of the system state. However, the separation principle could be affected if the user’s subjective behavior is coupled with both location inaccuracies (i.e., d and q). All these extensions are a part of our future work. A PPENDIX A. Proof of Lemma 3.1 For any given (m, d), X(m, d) in (11) and Z(m) in (13) are constants and thus we only need to show that min {W (m, d, q), Y (m, q)} is nondecreasing with q. As 1 ≤ q ≤ q¯, we prove the result by induction.
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First, when q = q¯ − 1, note that both cdq (m, d, q) and cq (m, q) are nondecreasing with q, from (10) and (12) we have W (m, d, q) ≤ W (m, d, q¯) and Y (m, q) ≤ Y (m, q¯). Therefore v(m, d, q¯ − 1) ≤ v(m, d, q¯), ∀(m, d). Assume that v(m, d, q) ≤ v(m, d, q + 1), ∀(m, d), q < q¯ − 1. Consider v(m, d, q − 1) = min {W (m, d, q − 1), X(m, d), Y (m, q − 1), Z(m)} for any given (m, d). Since cq (m, q − 1) ≤ cq (m, q), cdq (m, d, q − 1) ≤ cdq (m, d, q) and v(m′ , d′ , q) ≤ v(m′ , d′ , q + 1), ∀(m′ , d′ ), it is straightforward to see that W (m, d, q − 1) ≤ W (m, d, q) and Y (m, q − 1) ≤ Y (m, q). Therefore v(m, d, q − 1) ≤ v(m, d, q). The result follows by induction. B. Proof of Lemma 3.3 From the standard results in MDP theory [16], we already know that the optimality equations (14) (or (8)) have a unique solution and the value iteration algorithm starting from any bounded real-valued function u0 on S guarantees that un (s) converges to the optimal value v(s) as n goes to infinity, for all s ∈ S. We thus consider a closed set of the bounded real-valued functions on S such that V = {u : u ≥ 0, u(m, d, q) is nondecreasing with d, u(m, 1, q) ≤ cN U (1) + u(m, 0, q), ∀(m, q)}. We choose u0 ∈ V and we want to show that un ∈ V, ∀n in value iterations and thus v ∈ V . For any s = (m, d, q) ∈ S, let W0 (m, d, q)



, cl (m, d, 0) + λcdq (m, d, q) + (1 − λ)



∑



P ((m′ , d′ )|(m, d))u0 (m′ , d′ , min{q + 1, q¯}),



m′ ,d′



X0 (m, d) Y0 (m, q)



, cl (m, d, 0) + λcd (m, d) + cLSU (m, 1) + (1 − λ) , cN U (1) + λcq (m, q) + (1 − λ)



∑



∑



P ((m′ , d′ )|(m, d))u0 (m′ , d′ , 1),



m′ ,d′



P (m′ |m)u0 (m′ , d(m, m′ ), min{q + 1, q¯}),



m′



Z0 (m)



, cN U (1) + cLSU (m, 1) + (1 − λ)



∑



P (m′ |m)u0 (m′ , d(m, m′ ), 1).



m′



The first value iteration gives u1 (m, d, q) = min {W0 (m, d, q), X0 (m, d), Y0 (m, q), Z0 (m)}, ∀(m, d, q).



(38)



Since all quantities on the righthand-side of (38) are nonnegative, u1 (m, d, q) ≥ 0, ∀(m, d, q). For any given (m, q), Y0 (m, q) and Z0 (m) are constants. To see that u1 (m, d, q) is nondecreasing with d for any given (m, q), it is sufficient to show that both W0 (m, d, q) and X0 (m, d) are nondecreasing with d, which is proved from following two cases. June 30, 2010
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1) d ≥ 1: As cl (m, d, 0), cdq (m, d, q) and cd (m, d) are nondecreasing with d for any given ∑ (m, q), we show that m′ ,d′ P ((m′ , d′ )|(m, d))u0 (m′ , d′ , q ′ ) is also nondecreasing with d, ¯ where q ′ is given in (2). For any 1 ≤ d1 ≤ d2 ≤ d, ∑



P ((m′ , d′ )|(m, d1 ))u0 (m′ , d′ , q ′ )



m′ ,d′



=



∑



P (m′ |m)



m′



=



=



∑



′



P (m |m)



′



∑



d¯ ∑



′



P (m |m)



∑ ∑



′



P (d |m, d1 , m )



d′ =0



d ∑



[u0 (m′ , x, q ′ ) − u0 (m′ , x − 1, q ′ )]



x=0 ′



′



′



P (m′ |m)



d¯ ∑



′



[u0 (m , x, q ) − u0 (m , x − 1, q )]



d¯ ∑



P (d′ |m, d1 , m′ )



d′ =x



x=0



[u0 (m′ , x, q ′ ) − u0 (m′ , x − 1, q ′ )]P (d′ ≥ x|m, d1 , m′ )



x=0 ′



P (m |m)



m′



=



′



d¯ ∑



m′



m′



≤



P (d′ |m, d1 , m′ )u0 (m′ , d′ , q ′ )



d′ =0



m′



=



d¯ ∑



∑



d¯ ∑



[u0 (m′ , x, q ′ ) − u0 (m′ , x − 1, q ′ )]P (d′ ≥ x|m, d2 , m′ )



x=0 ′



P ((m , d′ )|(m, d2 ))u0 (m′ , d′ , q ′ ),



m′ ,d′



where u0 (m′ , −1, q ′ ) ≡ 0. The inequality follows by observing that u0 ∈ V indicates that [u0 (m′ , x, q ′ ) − u0 (m′ , x − 1, q ′ )] ≥ 0 and the condition (2) is satisfied. Therefore, u1 (m, d, q) is nondecreasing with d(≥ 1) for any (m, q). 2) d = 0: in this case we need to show that u1 (m, 0, q) ≤ u1 (m, 1, q). Given d = 0, it is straightforward to see that P ((m′ , d′ )|(m, d)) = P (m′ |m) for d′ = d(m′ , m) and otherwise zero. Furthermore, observing that cl (m, d, 0) = 0, cd (m, d) = 0 and cdq (m, d, q) = cq (m, q) for d = 0, and cN U (1) > 0, we find that Y0 (m, q) > W0 (m, 0, q) and Z0 (m) > X0 (m, 0). Therefore (38) becomes u1 (m, 0, q) = min {W0 (m, 0, q), X0 (m, 0)} = min {Y0 (m, q), Z0 (m)} − cN U (1).



(39)



For d = 1, from (38) and (39), we have u1 (m, 1, q) = min {W0 (m, 1, q), X0 (m, 1), u1 (m, 0, q) + cN U (1)}.



(40)



We next show that W0 (m, 1, q) ≥ W0 (m, 0, q) and X0 (m, 1) ≥ X0 (m, 0). Since both cdq (m, d, q) and cd (m, d) are nondecreasing with d, and cLSU (m, 1) is a constant, for any ∑ given (m, q), it is sufficient to show that cl (m, 1, 0)+(1−λ) m′ ,d′ P ((m′ , d′ )|(m, 1))u0 (m′ , d′ , q ′ ) ∑ ≥ (1 − λ) m′ P (m′ |m)u0 (m′ , d(m, m′ ), q ′ ), which is given as follows June 30, 2010
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∑



cl (m, 1, 0) + (1 − λ)



P ((m′ , d′ )|(m, 1))u0 (m′ , d′ , q ′ )



m′ ,d′



∑



= cl (m, 1, 0) + (1 − λ)



P ((m′ , d′ )|(m, 1))u0 (m′ , d′ , q ′ ) + (1 − λ)P (m|m)u0 (m, 1, q ′ )



m′ ̸=m,d′



≥ (1 − λ)



∑



P (m′ |m)



m′ ̸=m



≥ (1 − λ)



∑



{



} cl (m, 1, 0) + u0 (m′ , 0, q ′ ) + (1 − λ)P (m|m)u0 (m, 1, q ′ ) (1 − λ)(1 − P (m|m))



P (m′ |m) {cN U (1) + u0 (m′ , 0, q ′ )} + (1 − λ)P (m|m)u0 (m, 1, q ′ )



m′ ̸=m



≥ (1 − λ)



∑



P (m′ |m)u0 (m′ , 1, q ′ ) + (1 − λ)P (m|m)u0 (m, 1, q ′ )



m′ ̸=m



≥ (1 − λ)



∑



P (m′ |m)u0 (m′ , 1, q ′ ) + (1 − λ)P (m|m)u0 (m, 0, q ′ )



m′ ̸=m



=



(1 − λ)



∑



P (m′ |m)u0 (m′ , d(m, m′ ), q ′ ) + (1 − λ)P (m|m)u0 (m, 0, q ′ )



m′ ̸=m



=



(1 − λ)



∑



P (m′ |m)u0 (m′ , d(m, m′ ), q ′ ),



m′



where the first, the third and the last inequalities follow by noting u0 ∈ V , the second inequality follows the condition (1), the next to the last equality is due to P (m′ |m) = 0 for any m′ such that d(m, m′ ) > 1. Thus, from (39) and (40), we see that u1 (m, 0, q) ≤ u1 (m, 1, q) and u1 (m, 1, q) ≤ cN U (1) + u1 (m, 0, q). Combining the results in the above two cases, we have proved that u1 ≥ 0, u1 (m, d, q) is nondecreasing with d and u1 (m, 1, q) ≤ cN U (1) + u1 (m, 0, q) for any (m, q), i.e., u1 ∈ V . By induction, un ∈ V, ∀n ≥ 1 in the value iteration procedure and consequently, the limit, i.e., the optimal value function v, is also in V . C. Proof of Lemma 4.1 For part 1), let v˜(m, d, q) , vN U (m, d) + vLSU (m, q) = min {E(m, d), F (m)} + min {G(m, q), H(m)} = min {E(m, d) + G(m, q), E(m, d) + H(m), F (m) + G(m, q), F (m) + H(m)}. It is straightforward to see that
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∑



P ((m′ , d′ )|(m, d))vN U (m′ , d′ ) +



m′ ,d′



=



∑



∑



P (m′ |m)vLSU (m′ , q ′ )



m′



P ((m′ , d′ )|(m, d))[vN U (m′ , d′ ) + vLSU (m′ , q ′ )]



m′ ,d′



=



∑



P ((m′ , d′ )|(m, d))˜ v (m′ , d′ , q ′ )



m′ ,d′



where q ′ is given in (2). Thus E(m, d) + G(m, q)



∑



= cl (m, d, 0) + λcq (m, q) + (1 − λ)



P ((m′ , d′ )|(m, d))˜ v (m′ , d′ , min{q + 1, q¯}),



m′ ,d′



E(m, d) + H(m) F (m) + G(m, q)



∑



= cl (m, d, 0) + cLSU (m, 1) + (1 − λ) = cN U (1) + λcq (m, q) + (1 − λ)



∑



P ((m′ , d′ )|(m, d))˜ v (m′ , d′ , 1),



m′ ,d′



P (m′ |m)˜ v (m′ , d(m, m′ ), min{q + 1, q¯}),



m′



F (m) + H(m)



= cN U (1) + cLSU (m, 1) + (1 − λ)



∑



P (m′ |m)˜ v (m′ , d(m, m′ ), 1).



m′
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