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Department of Physics, BK21 Physics Research Division, and Institute of Basic Science, Sungkyunkwan University, Suwon 440-746, Korea Department of Modern Physics and Nonlinear Science Center, University of Science and Technology of China, Hefei Anhui, 230026, P.R. China School of Environmental and Biological Science and Technology, Dalian University of Technology, Dalian Liaoning, 116024, P.R. China Received 16 April 2007 / Received in ﬁnal form 4 October 2007 c EDP Sciences, Societ` Published online 29 November 2007 –  a Italiana di Fisica, Springer-Verlag 2007 Abstract. We numerically investigate how to enhance synchronizability of coupled identical oscillators in complex networks with research focus on the roles of the high level of clustering for a given heterogeneity in the degree distribution. By using the edge-exchange method with the ﬁxed degree sequence, we ﬁrst directly maximize synchronizability measured by the eigenratio of the coupling matrix, through the use of the so-called memory tabu search algorithm developed in applied mathematics. The resulting optimal network, which turns out to be weakly disassortative, is observed to exhibit a small modularity. More importantly, it is clearly revealed that the optimally synchronizable network for a given degree sequence shows a very low level of clustering, containing much fewer small-size loops than the original network. We then use the clustering coeﬃcient as an object function to be reduced during the edge exchanges, and ﬁnd it a very eﬃcient way to enhance synchronizability. We thus conclude that under the condition of a given degree heterogeneity, the clustering plays a very important role in the network synchronization. PACS. 89.75.-k Complex systems – 05.45.-a Nonlinear dynamics and chaos – 05.45.Xt Synchronization; coupled oscillators



1 Introduction Many real networked systems often exhibit common features such as the small-world eﬀect [1] and scale-free property [2]. Network structure has a signiﬁcant impact on the dynamical processes taking place on it, and particularly, the synchronization of individual elements coupled through the network structure has drawn much interest [3]. It has been shown that the ability of a network to synchronize is generally improved in both small-world networks and scale-free networks as compared to regular graphs [4–6]. However, there has been still on-going discussion on the questions of which (and how) structural property greatly aﬀects synchronizability. Some previous works have shown that the characteristic path length  is one of the key factors: The smaller , the better synchronizability [7–9]. On the other hand, intensive research focus has been put on the role of the a Present address: Aihara Complexity Modelling Project, ERATO, JST, Institute of Industrial Science, The University of Tokyo, Tokyo 153-8505, Japan. b e-mail: [email protected]



degree heterogeneity on synchronizability: The more homogeneous a network is (although it may have a longer ), the better synchronizability can emerge [10–13]. Although the heterogeneity of networks can also be deﬁned in terms of the spread of coupling strengths [11], we here use the term “heterogeneity” as a measure of how broad the degree distribution is. In addition, some recent works have demonstrated that disassortative networks synchronize better than assortative ones [14], and the increasing clustering hinders the global synchronization to emerge [15,16]. The majority of previous works have been based on the simulation results allowing tuning only one or a few topological measures (see also some recently proposed analytical approaches [17–19]). If all the topological properties can simultaneously vary, what will happen? Should a network with better synchronizability have some particular properties? Besides the simulated and analytical approaches, a potential way to investigate the relation between structural and dynamical properties is to track the optimization process, which will lead to some networks with speciﬁc dynamical characters [20–22]. Concerning with network synchronizability, a pioneering work [23], based on a modiﬁed simulated annealing



90



The European Physical Journal B



algorithm, suggested that the network having the best synchronizability should be extremely homogeneous. In Donetti-Hurtado-Mu˜ noz approach [23], the rewiring operation is used, thus for diﬀerent initial conﬁgurations, the optimization process will lead to the same optimal result, named Entangled Network. In the present paper, we aim to optimize the synchronizability of the network with the degree of each node preserved, which can be realized by edge-exchange operation [24–26]. After the achievement of the optimally synchronizable network structure for a given degree heterogeneity. We also simply minimize the clustering coeﬃcient of the network, ﬁnding that both procedures yield the almost the same level of synchronizability. From these ﬁndings, we suggest that the clustering coeﬃcient is the one of the most practically convenient properties to inﬂuence network synchronizability for a given degree heterogeneity. This article is organized as follows: The concept of synchronizability and the optimization algorithm are brieﬂy introduced in Sections 2 and 3, respectively. In Section 4, we provide main simulation results from the optimization of synchronizability for both homogeneous and heterogeneous networks, whereas Section 5 is devoted to the results from the optimization of the clustering property. Finally Section 6 is for the summary of the present work.



2 Synchronizability Consider a network of N oscillators described by the equations of motion x˙ i = F (xi ) − σ



N 



Lij H(xj ),



(1)



j=1



where x˙ i = F (xi ) governs the dynamics of individual oscillator without couplings, H(x) describes the interaction function between two oscillators, and σ is the coupling strength. The N × N Laplacian matrix L has elements given by ⎧ ⎨ ki , for i = j, Lij = −1, for j ∈ Λi , (2) ⎩ 0, otherwise, where Λi denotes the set of i’s neighbors and ki is the degree of the vertex i. The Laplacian matrix plays a very important role in the study of the synchronization of identical oscillators. All the eigenvalues of the Laplacian matrix L are known to be real positive and the smallest eigenvalue λ1 is zero due to the vanishing row sum of L, i.e., 0 = λ1 ≤ λ2 . . . ≤ λN . Network synchronizability is well quantiﬁed by the ratio R of the the largest and the smallest nonzero eigenvalues, i.e., R ≡ λN /λ2 [27,28], and the network is synchronizable if R < β with β being a some constant depending on F and H. Consequently, the smaller the eigenratio R, the easier it is to synchronize the oscillators, and vice versa. This approach based on the linear stability of perfectly synchronized oscillators
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Fig. 1. The edge-exchange operation during optimization procedure. Two edges are chosen randomly and the two vertices at the ends of edges are exchanged with each other. Multiple edges and self-edges are prohibited.



is very useful in a practical point of view, since R depends only on the topology of interactions among oscillators. Having reduced the problem of optimizing network synchronizability to the one of ﬁnding the smallest eigenratio R, we below present our numerical method to attain the best possible synchronizability for a network with a given degree sequence.



3 Algorithm: Edge exchange and memory tabu search As shown in Figure 1, the procedure of the edge-exchange operation in an undirected network goes as follows: (i) Randomly pick two existing edges e1 = (v1 , v2 ) and e2 = (v3 , v4 ), with all four vertices (v1 , v2 , v3 , v4 ) being diﬀerent. (ii) Exchange these two edges to obtain e1 = (v1 , v4 ) and e2 = (v2 , v3 ). We take the eigenratio R as the quantity to minimize, and apply the heuristic algorithm, called memory tabu search (MTS), popularly used in the area of applied mathematics and computational science [29], as follows: 1. At the initial stage at time k = 0, we generate the (1) (2) (n) so-called tabu list Tk=0 = {G0 , G0 , · · · , G0 } composed of n graphs, where the subscript ‘0’ refers the present time (k = 0), and each element in T0 is a graph of the size N randomly generated for a given degree distribution. We compute eigenratios for all graphs in (m) the tabu list and pick the graph Gk (m ∈ [1, n]) (m) which has the lowest eigenratio Rk . We also set (m) (m) G∗ = Gk and R∗ = Rk to store the graph with the lowest eigenratio found so far. Accordingly, one (m) may regard Gk as the locally optimal graph within ∗ Tk , and G is the globally optimal one found so far. (m) 2. From Gk , the locally optimal graph for the given tabu list at time k, obtain the trial graph G by using the edge exchange method shown in Figure 1 for two (m) randomly selected edges of Gk , and compute R =  R(G ). If the trial graph has a better synchronizability (m) (m) than Gk , i.e., if R ≤ Rk , we always accept the try and update the tabu list by inserting G to the list. Even when the inequality is not satisﬁed, or the trial (m) graph is not better than Gk , we accept the try if (j) |R − Rk |/R < δj (j = 1, 2, · · · , n), with δj a random
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number uniformly distributed in [0.50,0.75] (Diﬀerent choice of δj does not make much diﬀerence). If the trial graph is rejected, we do not insert G into the tabu list. We keep the size of the tabu list ﬁxed, and thus when a graph is newly inserted, we apply ﬁrst-in-ﬁrst-out method, and remove the graph which entered the list at the earliest time. Update G∗ and R∗ if newly found graph has the lowest eigenratio. Increase the time k and repeat the procedure. In the viewpoint of statistical mechanics, the above described MTS method is very similar to the Monte-Carlo (MC) algorithm. However, the use of the list to keep n recently found local optima presumably make the optimization search algorithm quite eﬃcient, since in the standard MC method, we only keep the last conﬁguration. The probabilistic acceptance through the use of δ, although heuristic, is also similar to the MC method at ﬁnite temperatures.



Fig. 2. The eigenratio R for the WS network of the size N = 400 with the average degree k = 6 at the rewiring probability p = 0.1 is shown to decrease signiﬁcantly as the optimization procedure in Section 3 is repeated. Only the iteration step at which R is reduced are recorded and used for the horizontal axis.



4 Results: Optimizing synchronizability As initial network structures to begin with, we take the scale-free network proposed by Barab´ asi and Albert (BA) [2], the scale-free network with tunable clustering by Holme and Kim (HK) [30], the small-world network by Watts and Strogatz (WS) [1], the Erd¨ os and R´enyi (ER) random network [31], and the regular network. It is to be noted that the former two, BA and HK, in the above list have heterogeneous degree distributions, while the latter three have homogeneous ones. We ﬁnd that the simulation results for the ER network and the regular network are in accord with the main conclusions (see below) drawn from the other three networks, and henceforth present only results for the WS, the BA, and the HK networks. 4.1 Watts-Strogatz network We ﬁrst investigate the optimization of synchronizability for the WS network as an initial graph. Figure 2 reports the eigenratio R versus the iteration step obtained for the WS network at the rewiring probability p = 0.1 (see Ref. [1] for details). One can see that the optimization method of the MTS works eﬃciently and the eigenratio is reduced dramatically. In Figure 3, we plot topological measures such as the characteristic path length , the clustering coeﬃcient C [1], the assortativity r [32], and the modularity M deﬁned as [33,34] N



M≡



 1 Sij , N (N − 1) i=1



(3)



j=i



where Sij is the number of common neighbors of nodes i and j divided by their total number of neighbors. It is clearly seen that the optimization of synchronizability is accompanied by the changes of the structural and topological network properties: the characteristic path length becomes shorter, the assortativity changes from positive to



Fig. 3. During the MTS optimization of synchronizability for the WS network (see Fig. 2), (a) the characteristic path length , (b) the average clustering coeﬃcient C, (c) the modularity M , and (d) the assortativity r are measured.



negative, indicating that degrees of neighbors become, although weak, negatively correlated. Furthermore, the clustering coeﬃcient is reduced monotonically, approaching zero. The lower degree of clustering and disassortativity in the optimally synchronizable networks are consistent with existing studies [14–16]. More interestingly, the modularity also decreases, in accord with a recent work [35], which implies that a network with strong modular structures can be more diﬃcult to synchronize. It has been found that many biological and technological networks contain motifs, that is, some speciﬁc subgraphs appearing much more frequently than that observed in random graphs with the same degree sequence [36,37]. Loop is one of the simplest but most signiﬁcant subgraphs, for it accounts for the multiplicity of paths between any two nodes [38]. In Figure 4, we show, via the measurements of the numbers of loops of the
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Fig. 4. (Color online) Number of h-loops, Nh , in the network vs. iteration steps of the MTS optimization of synchronizability. The value of Nh in step zero corresponds to the case of initial network, which is a WS network with N = 400, k = 6 and p = 0.1.



Fig. 6. The eigenratio R vs. iteration steps of a BA network with N = 400 and k = 6 for the MTS optimization of synchronizability. Only the steps in which R being reduced are recorded.



biological and technological networks. One of the possible reasons for the discrepancy is that the optimally synchronizable network structure may have other disadvantages, such as the vulnerability to structural perturbations, the increase of the cost to build networks [39], and so on.



4.2 Barab´ asi-Albert network



Fig. 5. (Color online) Number of h-loops, Nh (N ), vs. N in WS networks (WS, black squares) and the corresponding optimal networks obtained from the MTS optimization of synchronizability (OPT, red circles), respectively. The network sizes from N = 150 up to N = 550 are used. In all those simulations, the rewiring probability and average degree are p = 0.1 and k = 6. The three panels from left to right are for (a) h = 3, (b) h = 4, and (c) h = 5, respectively.



sizes 3, 4, and 5, the change of the loop structure during the optimization process. Due to the practical limitation on computational capability, we did not calculate loops bigger than the size 5. One can observe that the number of loops drops drastically during the optimization process, which indicates that the dense loops may hinder the global synchronization. As shown in Figure 5, in WS networks, the number of loops increases linearly with the network size. In contrast, the numbers of loops in the corresponding optimal networks stay at almost the same levels, indicating the vanishing densities of loops as N becomes larger. All these results indeed state that the optimal networks belong to a class of networks in which there are few number of loops, diﬀerent from the majority of real



As shown above, the MTS algorithm appears to be very eﬀective for homogeneous networks: The eigenratio of WS networks is reduced by the factor about 0.85 in comparison to the original WS network (see Fig. 2). We next apply the same MTS method for networks with heterogeneous degree distributions, i.e., the BA scale-free networks. As shown in Figure 6, our method also enhances the synchronizability of the BA network, however, the enhancement is not as big as for the WS network, only about 6% decrease of R for the BA, while it was 85% for the WS networks. Other structural properties (not shown here) such as the characteristic path length, the clustering coeﬃcient, the modularity, and assortativity are found to show the same decreasing behaviors as for the WS network in Figure 3. However, the changes are signiﬁcantly smaller than the WS network since the initial BA network already has small values for those quantities. We also measured the number of loops of the sizes h = 3, 4, and 5 only to ﬁnd small diﬀerences between the original BA network and the optimized one. The above ﬁndings made for the optimization of BA networks imply that it is indeed diﬃcult to enhance synchronizability of the BA network. We next pursue the answer to the question which structural characteristics of the BA network led us to the diﬃculty in optimizing synchronizability. Particularly, we check below whether or not the heterogeneous degree distribution in the BA network, which is one of the striking diﬀerences from the WS network, is the cause of the ineﬃciency.
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Fig. 7. The eigenratio R vs. iteration steps of a HK network with N = 400 and k = 6 during the MTS optimization of synchronizability. Only the steps in which R being reduced are recorded.



4.3 Holme-Kim network We here use the Holme-Kim model [30] of a scale-free network with the tunable clustering coeﬃcient. We ﬁrst generate the network with the heterogeneous power-law degree distribution but with the clustering coeﬃcient much greater than the BA network. If the diﬃculty we faced in the optimization for the BA network described above is due to the heterogeneous degree distribution, one expects the same ineﬃciency also for the HK network. On the other hand, if the low clustering coeﬃcient in the BA network is the origin, one can have diﬀerent result for the HK network, i.e., much greater enhancement of synchronizability. Figure 7 displays R during the MTS optimization procedure applied to the HK network of the size N = 400 and k = 6. We tune the clustering coeﬃcient of the initial HK network to C ≈ 0.5. As the MTS optimization of the eigenratio proceeds, it is clearly seen that one can reduce R signiﬁcantly from R ≈ 110 to 48, which corresponds to about 50% of decrease. We also measure the clustering coeﬃcient during the optimization (not shown) and observe it decreases from C ≈ 0.5 for the initial HK network to 0.05 monotonically. These observations imply that the reason why it is so diﬃcult to optimize the synchronizability of the BA network is not actually due to the heterogeneity of the degree distribution but due to the very low level of the clustering: C is already too small and it is diﬃcult to reduce it further. Consequently, we suggest that the optimization of the synchronizability of complex networks is very closely related with the clustering property of the given network. It is noteworthy that the value of R we achieve for the HK network is still much bigger than the corresponding value in Figure 2, which indicates that homogeneous network with lower clustering is the most optimal network structure.



5 Results: Optimizing clustering property Based on observations in Section 4 that the optimization of synchronizability is closely related with the clustering



Fig. 8. (a) The clustering coeﬃcient C and (b) the eigenratio R from the MC optimization of the clustering coeﬃcient are shown as functions of the MC steps. The WS network of the size N = 400 and k = 6 at p = 0.1 is used as the initial network. [Compare with Figs. 3b and 2, respectively].



property of the original network, we in this section apply an opposite way: Take the clustering coeﬃcient, instead of the eigenratio, as the quantity to minimize, and measure R during the optimization of the clustering property. In contrast, we in the preceding section measured C during the optimization of R. The use of the clustering coeﬃcient as the object function to optimize also has a practical eﬃciency since only the clustering coeﬃcients of vertices related with the exchanged two edges need to be newly computed, which takes only O(1) operations. In order to simplify further, we adopt the frequently used Monte-Carlo method at zero temperature: Deﬁne the energy as the total clustering coeﬃcient, and use the standard Metropolis algorithm at zero temperature with the edge exchange in Figure 1 as the local MC try [25]. In Figure 8, we summarize our results obtained from the MC optimization of the clustering coeﬃcient for the WS network as the initial network structure. The similarities between Figures 8a and 3b, and between Figures 8b and 2, respectively, are striking. This clearly indicates that the clustering coeﬃcient plays a very important role in the synchronizability of networks: One can achieve the same level of synchronizability either by directly optimizing synchronizability or by optimizing the clustering coeﬃcient;
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Fig. 9. The eigenratio R versus MC step for the HK network as the initial structure. The simple MC method with C taken as the energy function has been used.



the latter can be done much more eﬃciently than the former. We then repeat the same MC optimization of the clustering coeﬃcient for the BA network and also for the HK network. For the BA network (not shown here) we get results very similar to Figure 6, which is easily understood since the original BA network has already very weak clustering property and thus further optimization is almost impossible. For the HK network, we present our MC optimization result of the clustering in Figure 9. Again, we ﬁnd that one can achieve optimal synchronizability by minimizing the clustering coeﬃcient (compare with Fig. 7).



6 Conclusion and discussion In summary, a heuristic algorithm, memory tabu search, in combination of the edge-exchange method to keep the degree of each vertex unchanged, has been used to optimize network synchronizability. For the homogeneous and heterogeneous networks, with and without a high level of clustering, topological characters have been measured, which suggests that a network with shorter average distance, lower clustering, negative degree-degree correlation and weaker modular structure is easier to synchronize. In addition, we investigated the change of loop structure in the optimization process, and found that the number of loops decreases as synchronizability is enhanced. Since each node can only impact its neighbors [see Eq. (1)], if there is one path of length l between node i and j, then, along this path, it takes l steps transferring the synchronization signal from i to j (or from j to i). Therefore, if there are so many paths of diﬀerent lengths between nodes i and j, the synchronization signal of i at a given time will arrive at j along diﬀerent paths at diﬀerent times, which may result in a destructive interference eﬀect. It may be the reason why dense loops, including the loop of the size three related with the clustering coeﬃcient, may hinder the global synchronization. An extreme case is that for directed networks, the one with the highest synchronizability (i.e. with eigenratio R being equal to 1) is a



tree structure without any loops [40]. Adding one loop of length 2 [41], the eigenratio will be doubled [42,43]. However, one has to be cautious extending the conclusion in reference [40] toward the case of the nonidentical oscillators, as pointed out in reference [44]. We believe this work will be helpful for the in-depth understanding about the role of loops in network synchronization. Many previous works have focused on synchronization in heterogeneous networks, especially in scale-free networks. A common cognition is that heterogeneity hinders the global synchronization in general. In this work, we have clearly shown that the clustering property also plays an important role when the degree heterogeneity is given and that, more importantly, one can achieve almost maximal synchronizability only by reducing the clustering coeﬃcient. We believe that our ﬁnding is practically useful since the clustering coeﬃcient is a local quantity and thus has a computational advantage to other global properties. We thank P. Holme for useful comments. B.J.K. was supported by grant No. R01-2005-000-10199-0 from the Basic Research Program of the Korea Science and Engineering Foundation, T.Z. was supported by NNSFC under grant No. 10635040.
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