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a b s t r a c t Leveraging on the principle of data minimization, we propose tag suppression, a privacyenhancing technique for the semantic Web. In our approach, users tag resources on the Web revealing their personal preferences. However, in order to prevent privacy attackers from profiling users based on their interests, they may wish to refrain from tagging certain resources. Consequently, tag suppression protects user privacy to a certain extent, but at the cost of semantic loss incurred by suppressing tags. In a nutshell, our technique poses a trade-off between privacy and suppression. In this paper, we investigate this trade-off in a mathematically systematic fashion and provide an extensive theoretical analysis. We measure user privacy as the entropy of the user's tag distribution after the suppression of some tags. Equipped with a quantitative measure of both privacy and utility, we find a close-form solution to the problem of optimal tag suppression. Experimental results on a real-world tagging application show how our approach may contribute to privacy protection. © 2012 Elsevier B.V. All rights reserved.



1. Introduction The World Wide Web constitutes the largest repository of information in the world. Since its invention in the nineties, the form in which information is organized has evolved substantially. At the beginning, Web content was classified in directories belonging to different areas of interest, manually maintained by experts. These directories provided users with accurate information, but as the Web grew they rapidly became unmanageable. Although they are still available, they have been progressively dominated by the current search engines based on Web crawlers, which explore new or updated content in a methodic, automatic manner. However, even though search engines are able to index a large amount of Web content, they may provide irrelevant results or fail when terms are not explicitly included in Web pages. A query containing the keyword accommodation, for instance, would not retrieve pages with terms such as hotel or apartment not including that keyword. Recently, a new form of conceiving the Web, called the semantic Web [1], has emerged to address this problem. The semantic Web, envisioned by Tim Berners-Lee in 2001, is expected to provide Web content with a conceptual structure so that information can be interpreted by machines. For this to become a reality, the semantic Web requires to explicitly associate meaning with resources on the Web. A widely spread manner to accomplish this is by means of semantic tagging. One of the major benefits of associating concepts with Web pages is clearly the semantic interoperability in Web applications. In addition, tagging will allow these applications to decrease the interaction with users, to obtain some form of semantic distance between pages and to ultimately process pages whose content is nowadays only understandable by humans. In a nutshell, the semantic Web lies the foundation for a future scenario where intelligent software agents will be able to automatically book flights for us, update our medical records at our request and provide us with personalized answers to particular queries, without the hassle of exhaustive literal searches across myriads of disorganized data [2]. In the meantime, we can enjoy some instances, although limited in scope, of this new conception of the Web, namely the tagging systems that have proliferated over the last
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years. Some examples include BibSonomy [3], CiteULike [4], Delicious [5] and StumbleUpon [6], where users add short, usually one-word descriptions of resources they find when browsing the Web. Despite the many advantages the semantic Web is bringing to the Web community, the continuous tagging activity prompts serious privacy concerns. The tags submitted by users to semantic Web servers could be used not only by these servers but also by any privacy attacker capable of collecting this information, to extract an accurate snapshot of user interests or user profiles [7,8], containing sensitive information such as health-related issues, political preferences, salary or religion. This could be the case of the tagging systems mentioned above and many other applications where tags are used to build user profiles, normally in the form of some kind of histogram or tag cloud. 1.1. Hard privacy vs. soft privacy Philosophers, scholars and jurists have endeavored to conceptualize privacy since the right-to-be-alone definition given by Samuel Warren and Louis Brandeis in the late nineteenth century [9]. Although many admit that this task is virtually impossible [10], the privacy research literature [11] recognizes the distinction between hard privacy and soft privacy. Hard privacy, which may be regarded as data minimization, relies upon the assumption that users mistrust communicating entities and thus strive to reveal as little private information as possible. On the other hand, soft privacy assumes that users entrust their private data to an entity, which is thereafter responsible for the protection of their data. In the literature, numerous attempts to protect privacy have followed the traditional method of anonymous communications [12–15], which is fundamentally built on the assumptions of soft privacy. Unfortunately, anonymous-communication systems are not completely effective [16–19], they normally come at the cost of infrastructure, and assume that users are willing to trust other parties. However, even in those cases where we could trust an entity completely, that entity could eventually be legally enforced to reveal the information they have access to [20]. A discussion on the shortcomings of the main approaches regarding hard and soft privacies is provided in Section 2, and later, in more detail, in Section 5.1. In this paper, we present a privacy-enhancing technology (PET), namely tag suppression, which capitalizes on the principle of data minimization. Despite the fact that the proposed strategy and the state of the art of anonymous-communication systems rely upon different assumptions, we would like to emphasize that both alternatives are not mutually exclusive and, more importantly, that users could benefit from the synergy of our approach and other systems providing soft privacy. As a matter of fact, there are examples in the literature in which techniques providing hard privacy may complement anonymous-communication systems perfectly. One example of this could be the use of dummy messages in combination with the traditional mix networks proposed in Refs. [12,21]. The study of the impact of a possible application of tag suppression in other privacy-protecting systems is out of the scope of the present work. 1.2. Contribution and plan of this paper In this paper, we propose a privacy-enhancing mechanism that has the purpose of hindering privacy attackers in their efforts to profile users on the basis of the tags they specify. In our approach, users tag resources on the Web revealing their personal preferences. However, in order to avoid being accurately profiled, they may wish to refrain from tagging some of those resources. Consequently, tag suppression protects user privacy to a certain degree without having to trust an external entity, but at the cost of some processing overhead and, more importantly, the semantic loss incurred by suppressing tags. The theoretical analysis of the inherent trade-off between privacy and suppression is precisely the main object of this paper. Specifically, we present a mathematical formulation of optimal tag suppression in the semantic Web. We propose an informationtheoretic criterion to measure user privacy, namely the Shannon entropy of the user's tag distribution after the suppression of certain tags, and justify it with the rationale behind entropy-maximization methods. Accordingly, we formulate and solve an optimization problem modeling the privacy–suppression trade-off. The theoretical analysis presented here may also be applied to a wide range of user-generated data, rather than semantic tags. For example, one may conceive the suppression of queries in information retrieval or the elimination of ratings in the domain of recommendation systems. In addition, we experimentally evaluate the extent to which our technique contributes to privacy protection in a real-world tagging application. Namely, we apply tag suppression to BibSonomy, a popular tagging system for sharing bookmarks and publications, and show, in a series of experiments, how our approach enables its users to enhance their privacy. Section 2 explores some relevant approaches related to privacy and the semantic Web. Section 3 describes our privacy-enhancing mechanism, some considerations about the user profile model and the adversary capabilities, and ultimately a formulation of the trade-off between privacy and suppression. Section 4 presents a detailed theoretical analysis of the optimization problem characterizing the privacy-suppression trade-off. In addition, this section shows a simple but insightful example that illustrates the formulation and theoretical analysis argued in the previous sections. Section 5 compares tag suppression with other approaches providing soft privacy, and presents an experimental evaluation of our technique in BibSonomy. Conclusions are drawn in Section 6. 2. State of the art A number of approaches have been suggested to preserve user privacy in the semantic Web, most of them focused on privacy policies. In the traditional Web, the majority of Web sites interact with users to provide them with privacy policies, and allowing them to find out how their private information will be managed. Unfortunately, users do not frequently understand [22] or even
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read [23] privacy policies. The platform for privacy preferences (P3P) is created to deal with this situation and provides a framework with informed online interactions. More accurately, when a Web site supports the P3P, it establishes a set of policies to define how user's private information will be used. Users, in turn, set their own privacy policies to determine what kind of personal information they are willing to disclose to the Web sites they browse. Accordingly, when a user browses a Web site, P3P compares both the Web site's and the user's privacy policies. If they do not match, P3P informs the user about this situation and consequently they decide how to proceed. In the semantic Web, this process is intended to be carried out by autonomous agents. In this regard, several policy languages to define privacy and security requirements have been proposed. In Ref. [24], the authors suggest a new semantic policy language based on the resource description framework (RDF) schema to express access control requirements over concepts defined in ontologies. In Ref. [25], privacy and authentication policies are incorporated into the descriptions of an ontology called ontology Web language for services (OWL-S). Furthermore, the authors implement algorithms for the requester to verify the provider's adherence to policies. In the scenario of collaborative tagging, Ref. [26] illustrates the privacy risks posed by those systems where users tag resources such as videos or pictures. With this aim, the authors propose an algorithm capable of inferring the geographical location of such resources, on the basis of tag descriptions as well as certain visual features. Of special interest is Ref. [27], which combines tagging with trusting methodologies to enforce privacy protection in the domain of eHealth. In this same line, Ref. [28] presents a framework that enhances social tag-based applications capitalizing on trust policies and user preferences. The authors propose a multi-layer system where users indicate the appropriateness of the tags posted by other users, and assign trust levels to users, depending on the type of relationship within the social network. In the context of private information retrieval (PIR), users send general-purpose queries to an information service provider. In this scenario, query forgery, which consists in accompanying genuine with false queries, appears as an approach to guarantee user privacy to a certain extent at the cost of traffic and processing overhead. Precisely, in Ref. [29] we investigate the trade-off between privacy and the additional traffic overhead in a mathematically systematic fashion. Building on the simple principle of query forgery, several PIR protocols, mainly heuristic, have been proposed and implemented. In Refs. [30,31], a solution is presented, aimed to preserve the privacy of a group of users sharing an access point to the Web while surfing the Internet. The authors propose the generation of fake transactions, i.e., accesses to a Web page to hinder eavesdroppers in their efforts to profile the group. Privacy is measured as the similarity between the actual profile of a group of users and that observed by privacy attackers [30]. Specifically, the authors use the cosine measure, as frequently used in information retrieval [32], to capture the similarity between the group genuine profile and the group apparent profile. Based on this model, some experiments are conducted to study the impact of the construction of user profiles on the performance [33]. In line with this, recent surveys with a greater focus on anonymous Internet search include Refs. [34,35]. Further, some simple, heuristic implementations in the form of add-ons for popular browsers have started to appear [36,37]. More recently, Ref. [38] proposes a model that describes the building blocks of a privacy-protecting architecture relying on data perturbation. The authors suggest measuring privacy as a conditional entropy and evaluate, according to this specific metric, several approaches that propose generating false queries as an obfuscation mechanism. Yet another strategy for anonymous tagging could be built on the principle of user collaboration, not unlike the protocols for k-anonymous location-based services (LBSs) [39] and for other forms of anonymity through collaboration [40,21]. Additionally, we could conceive the adoption of trusted third parties (TTPs), or even digital credentials [41–43], in order to enable anonymous and pseudonymous tagging. More specifically, we could make use of the anonymous-communication systems already introduced in Section 1.1. In this sense, a number of approaches have been proposed during the last two decades. Most of them are based on Chaum's mix networks [12], which aimed to address traffic analysis, i.e., the process of intercepting and examining messages in order to infer any information from patterns in communication. Essentially, a TTP called mix collects messages from a number of senders and forwards them to their intended receivers, possibly other mixes, rearranging them with the express purpose of hiding the correspondence between inputs and outputs. Messages sent to mixes are encrypted using public-key cryptography, in a layered fashion when several mixes are involved. There are several anonymous-communication proposals based on the idea of mix networks. They can be roughly classified into high-latency and low-latency systems. The former introduce significant delay to attain a high degree of anonymity against traffic analysis [44,45]. Naturally, their main drawback is that they are hardly applicable to real-time interactive tasks such as tagging, Web browsing or online chat. In an attempt to address this limitation, low-latency systems were proposed. To attain a higher degree of anonymity, rather than increasing latency disproportionately, these systems simply benefit from the networking of a combination of several mixes frequently accessed by a significantly large population of users. Quoting [46], “All mix systems require that messages to be anonymized should be relayed through a sequence of trusted intermediate nodes”. Some of these systems are based on peer-to-peer communications [47,48], under the assumption of a very large interconnected population of trusted users who know how to reach each other, and who also act as mixes. The most popular approaches are onion routing [13,14] and its second-generation version, TOR [15]. Onion routing uses a single data structure encrypted in a layered fashion to build an anonymous circuit. Alternatively, TOR uses an incremental path-building design, where a client who wishes to communicate with a server negotiates session keys with each successive hop in the circuit. Lastly, we would like to remark that, despite the simplicity of query forgery, an analogous tag forgery would clearly not be convenient for the semantic Web, which is the motivating application of our work. Submitting a tag implies the construction of conceptual relations, a much more complex process than just sending a false query to a service provider. Therefore, users might not be willing to manually tag Web content they are not interested in. However, even though automatic mechanisms for autonomous tag forgery might be considered, they might lead to qualitative or quantitative semantic distortion. Section 5.1 examines in detail some of the approaches described in this section and compares them with our tag suppression technique.



J. Parra-Arnau et al. / Data & Knowledge Engineering 81–82 (2012) 46–66



49



3. Privacy protection in the semantic Web via tag suppression Relying upon the assumptions of hard privacy, tag suppression is a PET that has the purpose of preventing privacy attackers from profiling users on the basis of the tags they specify. Conceptually, our approach protects user privacy to a certain extent, by dropping those tags that make a user profile show bias towards certain categories of interest. From a practical perspective, our tag suppression technique is conceived to be implemented as a software application running on the users' local machine. The software implementation is then responsible, on the one hand, for warning the user when their privacy is being compromised, and on the other, for helping them decide which tags should be eliminated and which should not. 1 Consequently, our approach guarantees user privacy to a certain degree without having to trust an external entity, but at the cost of some local processing overhead and, more importantly, the semantic loss incurred by suppressing tags. In this section, first we propose a model of user profile and afterwards describe our assumptions about the adversary capabilities. Then, we justify a quantitative measure of the privacy of this profile. These considerations lead us to formulate the problem of choosing a suppression strategy as a multi-objective optimization problem that takes into account both privacy and suppression rate. 3.1. User proﬁle model In our scenario, a user browsing the Web assigns tags to resources of a very different nature (e.g., photos, videos, publications and bookmarks) according to their personal preferences. The user therefore contributes to categorise that content, but this is inevitably at the expense of revealing their user profile. In Section 1, we already mentioned that tagging systems commonly represent user profiles by using some kind of histogram or tag cloud, which, in essence, are equivalent representations. Recall that a tag cloud is a visual depiction in which tags are weighted according to their frequency of use. These two possible representations for user profiles, histograms and tag clouds, are simultaneously used in popular tagging systems such as BibSonomy, CiteULike and Delicious. According to these examples, and as suggested in Refs. [50,49,29], we propose a first-approximation, mathematically-tractable model of user profile as a probability mass function (PMF), that is, a histogram of relative frequencies of tags within a predefined set of categories of interest. Consequently, our user profile model is in line with the representations used in numerous tagging systems to visualize the tags posted by users. An example of user profile may be found in Section 4.6. In addition, Section 5.2.3 shows the profile of real user in BibSonomy, a tagging system for sharing bookmarks and publications. 3.2. Adversary model Our technique is built on the conceptually-simple principle of tag suppression. Under this principle, a user may wish to tag some resources and refrain from tagging some others to enable the resulting user profile, as observed from the outside, approach the uniform profile. We shall refer to this resulting user profile as the apparent user profile. Bearing in mind this consideration and the user profile model described in Section 3.1, we assume a rudimentary adversary model in which users submitting tags are observed by a passive attacker who is able to ascertain which tags are associated to which resources. Namely, this could be the case of the semantic Web server storing the tags submitted by users, or any privacy attacker able to crawl through this information. In addition, we may contemplate the definition of the profile of a user tagging across several of these Web servers. In this case, we may also suppose that an attacker has the ability to link several profiles across different servers. Last but not least, we also assume that the privacy attacker is unable to discern whether a particular user is adhered to the proposed privacy strategy, and therefore cannot estimate their tag suppression rate. 3.3. Privacy metric We use an information-theoretic quantity to reflect the intuition that an attacker will be able to compromise user privacy as long as the apparent user profile diverges from the uniform profile. Namely, we measure user privacy as the Shannon entropy of the apparent user distribution. Recall [51] that the entropy of a PMF s is defined as HðsÞ ¼ −∑ si logb si ; i



where b is the base of the logarithm used. Common values of b are 2, e and 10. In those cases, the units of entropy are bit, nat and dit, respectively. In addition, recall that entropy may be interpreted as a measure of the uncertainty of the outcome of a random variable distributed according to such PMF, and that may be regarded as a special case of Kullback–Leibler (KL) divergence [51]. Concretely, the KL divergence between two probability distributions s and p, that is, Dðs‖pÞ is essentially equivalent to the entropy of s in the special case when p becomes the uniform distribution. According to this, we may establish a connection between our privacy criterion and the privacy metric proposed in Ref. [29], in which s represents the user's apparent distribution and p the population distribution. In other 1



A complete description of an architecture implementing this mechanism may be found in Ref. [49].
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words, the criterion in Ref. [29] is a slight generalization of the criterion proposed in this paper. However, our privacy measure significantly simplifies the architecture of a practical implementation since the population distribution, which in principle could be difficult to estimate, is not required to evaluate the user privacy. In any case, the mathematical analysis in Section 4 can be readily extended to divergence. Another interpretation of entropy stems from the observation that a privacy attacker will have actually gained some information about a user whenever their interests are significantly concentrated on a subset of categories. In other words, a user without any apparent interest in any category hides their preferences from an attacker. A richer argument may be found in Ref. [52], where the authors establish some interesting connections between Jaynes' rationale on entropy-maximization methods [53,54] and the use of entropies and divergences as measures of privacy. The key idea is that the method of types establishes an approximate monotonic relationship between the likelihood of a PMF in a stochastic system and its entropy. Loosely speaking, the higher the entropy of a profile, the more likely it is, the more users behave similarly. Furthermore, we would like to emphasize that, although our privacy criterion is based on a fundamental quantity in information theory, the convergence of these two fields is by no means new. As a matter of fact, Shannon's work in the fifties introduced the concept of equivocation as the conditional entropy of a private message given an observed cryptogram [55], later used in the formulation of the problem of the wiretap channel [56,57] as a measure of confidentiality. In addition, recent studies [58,59] reassert the suitability and applicability of the concept of entropy as a measure of privacy. Specifically, the authors propose to measure the degree of anonymity observable by an attacker as the entropy of the probability distribution of possible senders of a given message. 3.4. Formulation of the trade-off between privacy and suppression Section 3.1 explained how certain semantic Web applications represent user profiles. In particular, we mentioned that this information is normally displayed using histograms or tag clouds. Now, we provide a more formal description of user profiles and approach the problem of tag suppression in a mathematical manner. We model user tags as random variables (r.v.'s) taking on values on a common finite alphabet of categories or topics, namely the set {1, …,n} for some n∈Zþ . This model allows us to describe user profiles by means of a PMF, leading to an equivalent representation than that used in tagging systems. Accordingly, we define q as the probability distribution of the tags of a particular user and σ ∈ [0,1) as a tag suppression rate, which is the ratio of suppressed tags to total tags that the user is willing to eliminate. q−r Concordantly, we define the user's apparent tag distribution s as 1−σ for some suppression strategy r = (r1, …,rn) satisfying 0 ≤ ri ≤ qi and ∑ ri = σ for i = 1, …, n. Conceptually, the user's apparent tag distribution may be interpreted as the result of, on the one hand, the suppression of certain tags from the actual user profile, that is, q − r, and one the other, the subsequent 1 normalization by 1−σ so that ∑isi = 1. The information about which tags should be suppressed is encoded in the tag suppression strategy r. Namely, the component ri is the relative frequency of tags that our mechanism suggests eliminating in the category i. According to the justification provided in Section 3.3, we use Shannon's entropy [51] to measure user privacy. In particular, our privacy metric is the entropy of the user's apparent tag distribution s. Consistently with this measure, now we define the privacy– suppression function ! q−r P ðσ Þ ¼ max H ; ð1Þ 1−σ r 0≤r i ≤qi ∑r i ¼ σ



which characterizes the optimal trade-off between privacy and suppression, and formally expresses the intuitive reasoning behind tag suppression: the higher the tag suppression rate σ, the higher the uncertainty in terms of the entropy of the apparent distribution, and the higher the user privacy. For simplicity, we shall use natural logarithms throughout the paper and refer to loge as ln, particularly because all bases produce equivalent optimization objectives. 4. Optimal tag suppression In this section, we shall analyze the fundamental properties of the privacy–suppression function (1) defined in Section 3.4, and present a closed-form solution to the maximization problem. Our theoretical analysis only considers the case when all given probabilities are strictly positive: qi > 0 for all i ¼ 1; …; n:



ð2Þ



This assumption will be properly justified in Section 4.2. We shall suppose further, now without loss of generality, that q1 ≤ ⋯ ≤qn :



ð3Þ



Before proceeding with the mathematical analysis, it is immediate from the definition of the privacy-suppression function that its initial value is P ð0Þ ¼ HðqÞ. The behavior of P ðσ Þ for 0 b σ b 1 is characterized by the theorems presented in this section. The notation used throughout this section is summarized in Table 1.
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Table 1 Description of the variables used in our notation. Symbol



Description



n q r s u H σ P ðσ Þ σcrit



Number of categories of interest into which tags are classified The actual user profile is the genuine profile of interests A suppression strategy is an n-tuple with the percentage of tags that the user should eliminate in each category The apparent user profile is the perturbed profile, as observed from the outside, resulting from the elimination of certain tags Uniform profile across the n tag categories User privacy is measured as the Shannon's entropy of the apparent user profile The tag suppression rate is the percentage of tags that the user is willing to suppress Function modeling the privacy–suppression trade-off The critical suppression is the suppression rate beyond which the privacy–suppression function attains its maximum value or critical privacy



4.1. Monotonicity and quasiconcavity Our first theoretical characterization, namely Lemma 4.1, investigates two elementary properties of the privacy–suppression trade-off. The lemma in question shows that the trade-off is nondecreasing and quasiconcave. The importance of these two properties is that they confirm the evidence that an optimal tag suppression strategy will never lead to a degradation in privacy protection. In other words, an increase in the tag suppression rate does not lower the entropy of the apparent profile.



Lemma 4.1. The privacy-suppression function P ðσ Þ is nondecreasing and quasiconcave. Proof. First, let 0 ≤ σ b σ′ ≤ 1. Based on the solution r to the maximization problem corresponding to P ðσ Þ, consider the tag suppression strategy r′ given by the equation q−r ′ q−r : ¼ 1−σ ′ 1−σ The feasibility of r′ may be checked, on the one hand, by observing that the constraints 0≤ri′ ≤qi are equivalent to q −r′



qi qi −r i qi i i 0≤ 1−σ ′ ≤ 1−σ ′ for i = 1, …, n. According to the implicit definition of r′, we may rewrite these constraints as 0≤ 1−σ ≤ 1−σ ′ . Given qi qi that r is feasible, the left-hand inequality is satisfied. The right-hand inequality is also verified by simply noting that 1−σ b 1−σ ′ . On



the other hand, it is immediate to check that ∑i ri′ ¼ σ.



Once we have confirmed that r′ is feasible, we now turn to prove the first part of the lemma. Since the feasibility of r′ does not  ′     q−r necessarily imply that r′ is a maximizer of the problem corresponding to P σ ′ , it follows that P σ ′ ≥H 1−σ ¼ P ðσ Þ, and ′ consequently, that the privacy-suppression function is nondecreasing. Finally, the quasiconcavity of the privacy-suppression function is directly proved by the fact that P ðσ Þ is a nondecreasing function of σ. □ The quasiconcavity of the privacy-suppression function (1) guarantees its continuity on the interior of its domain, namely (0,1), but it is fairly straightforward to verify, directly from the definition of P ðσ Þ and under the positivity assumption (2), that continuity also holds at the interval endpoint 0. 4.2. Critical suppression The following theorem will confirm the intuition that there must exist a tag suppression rate beyond which critical privacy is achievable, in the sense that the privacy–suppression function attains its maximum value, that is, P ðσ Þ ¼ ln n. Precisely, this critical suppression is σ crit ¼ 1−n min qi ¼ 1−nq1 i



according to the labeling assumption (3). From the above, it is interesting to note that σcrit becomes worse (closer to one) with worse (smaller) ratio uq11 ¼ n q1 . Theorem 4.2 (Critical suppression). Let u be the uniform distribution on {1, …,n}, that is, ui = 1/n. For all σ ∈ [0,1), if σ ≥ σcrit, then P ðσ Þ ¼ HðuÞ ¼ ln n. In addition, the optimal tag suppression strategy is r* = q − u(1 − σ), for which the user's apparent distribution and the uniform's match. Conversely, if σ b σcrit, then P ðσ Þb ln n.
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Proof. We consider only the nontrivial case when q ≠ u, which implies that q1 b 1/n and, consequently, σcrit > 0. To confirm this implication, assume q ≠ u and suppose now that q1 ≥ 1/n. Taking into account the labeling assumption (3) and the fact that q is a probability distribution in the sense that ∑iqi = 1, we arrive at the contradiction that q must be the uniform distribution. Given that q1 b 1/n, it immediately follows that σcrit > 0. The converse, that is, σcrit > 0 implies q ≠ u, is easily checked by noting that when q1 b 1/n, q cannot be, by definition, the uniform distribution. On the other hand, the positivity assumption (2) ensures that σcrit b 1. Once we have determined the interval of values in which σcrit is defined, we now proceed to confirm the feasibility of r⁎. It is clear from its form that ∑iri* = σ, thus it suffices to verify that 0 ≤ ri* ≤ qi. First, observe that the right-hand inequality is satisfied for all i as σ b 1. Secondly, note that requiring that r i ¼ qi − 1n ð1−σ Þ≥0 for all i is equivalent to σ ≥ 1 − nqi, and finally to σ≥ max 1−n qi ¼ 1−n min qi ; i



i



as assumed in the theorem. Interestingly, observe that the expression for the critical suppression is independent of the privacy criterion assumed. To complete the ﬁrst part of the proof, it is immediate to check that the proposed r⁎ maximizes the user privacy, since the uniform distribution maximizes entropy. Now it remains to prove that P ðσ Þb ln n when σ b σcrit. To this end, note that the KL divergence between the user's apparent distribution and the uniform's is Dðs‖uÞ ¼ ∑ si ln i



si ¼ ln n−HðsÞ; ui



as informally argued in Section 3.3. But the information inequality [51] asserts that Dðs‖uÞ≥0, with equality if, and only if, s = u for all i. Hence, when σ b σcrit, the solution s to the optimization problem corresponding to P ðσ Þ satisﬁes that s ≠ u, and therefore P ðσ Þ ¼ HðsÞb ln n. □ After routine manipulation, we may write the optimal solution at exactly the critical suppression as 



r i ¼ qi −q1 ; equal to zero if, and only if, q = u. Owing to the fact that we are dealing with relative rather than absolute frequencies, it is not surprising that r1⁎ = 0 at σ = σcrit. More generally, in accordance with the labeling assumption (3) observe that only the first components of r⁎ may vanish. Fig. 1 conceptually illustrates the results stated by Lemma 4.1 and Theorem 4.2. Before proceeding further with our theoretical analysis, we would like to remark that our assumption about the strictly positiveness of q is conveniently made, albeit not without loss of generality, to guarantee that the critical privacy is attained for a suppression σ b 1, as proved in Theorem 4.2. 4.3. Closed-form solution Our last theorem, Theorem 4.4, will provide a closed-form solution to the maximization problem involved in the definition of the privacy–suppression function (1). This solution will be obtained from a resource allocation lemma, namely Lemma 4.3, which addresses an extension of the usual water filling problem. Even though Lemma 4.3 provides a parametric-form solution, fortunately, we shall be able to proceed towards an explicit closed-form solution, albeit piecewise.



(σ) ln n



H(q)



0 0



σ crit



1
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Fig. 1. Conceptual plot of the privacy–suppression function.
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More specifically, this lemma considers the allocation of resources x1, …, xn minimizing the sum ∑i fi(xi) of convex cost functions on the individual resources. Resources are assumed to be nonnegative, upper bounded by positive thresholds bi, and to amount to a total of ∑ixi = t, for some t > 0. The well-known water-filling problem [60, §5.5] may be regarded as a special case when resources are not upper bounded and fi(xi) = − ln(αi + xi), for αi > 0. ″



Lemma 4.3 (Resource allocation). For all i = 1, …, n, let f i : ½0; bi →R be twice differentiable on [0,bi), with f i > 0, and hence strictly convex. Additionally, assume that lim− xi →bi



′ f i ð½0; bi ÞÞ,



′ f i ðxi Þ



¼ ∞.



″ Because f i



>



′ 0, f i



is strictly increasing, and, interpreted as a function from [0,bi) to



invertible. Denote the inverse by f i′ − 1. Consider the following optimization problem in the variables x1, …, xn: n X f i ðxi Þ



minimize



i¼1



subject to 0≤xi ≤bi ; for all i; n X and xi ¼ t; for some t > 0: i¼1



i. The solution to the problem exists, is unique and of the form x*i = max{0, f i′ −1(v)}, for some v∈R such that ∑ix*i = t. ′ ′ ′ ′ ′ ii. Suppose further, albeit without loss of generality, that f n ð0Þ≤⋯≤f1 ð0Þ. Then, either f i ð0Þbv≤f i−1 ð0Þ for i = 2, …, n, or f i ð0Þbv for i = 1, and for the corresponding index i,











xj ¼



f j′ 0



−1



ðvÞ; j ¼ i; …; n ; ; j ¼ 1; …; i−1



and n X







xj ¼



n X



j¼1



f j′



−1



ðvÞ ¼ t:



j¼i



Proof. The existence and uniqueness of the solution is a consequence of the fact that we minimize a strictly convex function over a compact set. Systematic application of the Karush–Kuhn–Tucker (KKT) conditions [60] leads to the Lagrangian cost L ¼ ∑f i ðxi Þ−∑λi xi þ ∑μ i ðxi −bi Þ−vð∑xi −t Þ; ∂L which must satisfy ∂x ¼ 0, and ﬁnally to the conditions i



0≤xi ≤bi ; ∑xi ¼ t λi ; μ i ≥0 λi xi ¼ 0; μ i ðxi −bi Þ ¼ 0 ′ f i ðxi Þ−λi þ μ i −v ¼ 0



ðprimal feasibilityÞ; ðdual feasibilityÞ; ðcomplementary slacknessÞ; ðdual optimalityÞ:



′



Since lim− f i ðxi Þ ¼ ∞, it follows from the dual optimality condition that xi b bi. But then, the complementary slackness condition xi →bi



′



implies that μi = 0, and consequently, we may rewrite the dual optimality condition as f i ðxi Þ ¼ λi þ v. By eliminating the slack ′ ′ variables λi, we finally obtain the simplified  condition f i ðxi Þ≥v. In addition, observe that since f i ðxi Þ ¼ λi þ v, the complementary ′ slackness condition implies that f i ðxi Þ−v xi ¼ 0. In short, we may rewrite the dual optimality and the complementary slackness conditions equivalently as ′ f i ðxi Þ≥v  f i′ ðxi Þ−v xi ¼ 0



ðdual optimalityÞ; ðcomplementary slacknessÞ:



″ Now, we proceed to directly solve these equations. To this end, recall that, since f i > 0, f i′ is strictly increasing. Consider, first, ′ ′ ′ −1 the case when f i ð0Þ≥v, or equivalently, f ′i (v) ≤ 0. Suppose that xi > 0, so that by complementary slackness, f i ðxi Þ ¼ v≤f i ð0Þ, ′ contradicting the fact that f i is strictly increasing. Consequently, xi = 0. Consider now the opposite case, that is, when f i′(0) b v, or equivalently f i′ −1(v) > 0. In this case, the only conclusion consistent ′ with the dual optimality condition is xi > 0. But then, it follows from the complementary slackness condition that f i ðxi Þ ¼ v, or −1 ′ equivalently, xi = f i (v). This could be interpreted as a Pareto equilibrium. Specifically, for all positive resource xi > 0, the
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marginal ratios of improvements f i′(xi) must all be the same. Otherwise, minor allocation adjustments on the resources could improve the overall objective. In summary, n o ′ −1 xi ¼ max 0; f i ðvÞ ; which proves claim (i) in the lemma. ′ ′ −1 ′ −1(v) ≤ 0, and In order to verify (ii), observe that whenever v≤f i−1 ð0Þ≤⋯≤f1 ð0Þ holds for some i = 2, …, n, then f i′− 1 (v), …, f 1 thus xi − 1 = ⋯ = x1 = 0. Note that the index i = n + 1 is not permitted, since the zero solution, that is, xi = 0 for all i = 1, …, n, contradicts the primal feasibility condition ∑ixi = t. □ Next, we shall provide a close-form solution for the privacy-suppression function. However, before presenting the theorem in  ¼ ∑n question, we shall introduce some notation. Let Q i j¼iþ1 qj denote the complementary cumulative distribution function. In addition, define  −q ðn−iÞ; σi ¼ Q i i that σn = 0, that σ1 = 1 − nq1 = σcrit, and consistently with Theorem 4.2, the for i = 1, …, n, and, conveniently, define σ0 = 1. Note qj −r  solution in this theorem at σ = σcrit becomes 1−σj ¼ 1n, for j = 1, …, n. Further, define     Q Q i−1 i−1 ; …; ; q˜ ¼ q1 ; …; qi−1 ; n−i þ 1 n−i þ 1   σ σ ; …; ; r˜ ¼ 0; …; 0; n−i þ 1 n−i þ 1 a distribution in the probability simplex in ℝ n, and an n-tuple representing a tag suppression strategy, respectively. Theorem 4.4. For any i = 2, …, n, σi ≤ σi − 1, with equality if, and only if, qi = qi − 1. For any i = 1, …, n and any σ ∈ [σi, σi − 1], the optimal suppression strategy is 8 ; j ¼ 1; …; i−1  > ; j ¼ 1; …; i−1 <  1−σ sj ¼  −σ Q > i−1 > ; j ¼ i; …; n : ð1−σ Þðn−i þ 1Þ Accordingly, the corresponding, maximum entropy yields the privacy-suppression function ! ˜ r˜ q− P ðσ Þ ¼ H : 1−σ Proof. From the definition of σi and under the labeling assumption (3), it is immediate to check the monotonicity of these suppression thresholds. Now, we proceed to prove the rest of the theorem for the nontrivial case σ ∈ (0,1). Using the definition of entropy, we may i −r i write the objective function in the (original) optimization problem (1) as −HðsÞ ¼ ∑i si ln si , with si ¼ q1−σ , since the maximization of entropy is equivalent to the minimization of negative entropy. Recall that r is optimal for the original problem if, and only if, r is optimal for the scaled problem. After this convenient, straightforward transformation, the objective function exposes the structure of the privacy-suppression optimization problem as a special case of the resource allocation lemma, ″ ′ Lemma 4.3. Specifically, the functions fi(ri) = si ln si of ri are twice differentiable on [0,qi), and satisfy f i > 0 and lim− fi ðr i Þ ¼ ∞. r i →qi  q −ri  ′ 1 i Further, the equality constraint in Eq. (1) becomes ∑iri = σ. In this special case, f i ðr i Þ ¼ − 1−σ ln 1−σ þ 1 and ′ −1



fi



−ð1−σ Þv−1



ðvÞ ¼ qi −ð1−σ Þe



;



the solution for ri when ri > 0.   ′ ′ ′ qi 1 The labeling assumption (3) is equivalent to the assumption that f n ð0Þ≤⋯≤f 1 ð0Þ in the lemma, since f i ð0Þ ¼ − 1−σ ln 1−σ þ1 is a strictly decreasing function of qi. From the second part of the lemma, σ¼



n X j¼i



′ −1



fj



−ð1−σ Þv−1 ðvÞ ¼ Q i−1 −ðn−i þ 1Þð1−σ Þe ;
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and hence, v¼−



1 1−σ



 ln



  −σ Q i−1 þ1 : ð1−σ Þðn−i þ 1Þ ′



Now it suffices to substitute v into f i ðvÞ in order to obtain the expression for the non-zero optimal suppression strategy rj in the theorem. The optimal user's apparent tag distribution s is easily derived from this expression. ′ Next, we shall confirm the interval of values of σ in which it is defined. To this end, observe that the condition f i ð0Þbv in the lemma, is equivalent to −



    −σ 1  q 1 Q i−1 ln i þ 1 b− ln þ1 ; 1−σ 1−σ ð1−σ Þðn−i þ 1Þ 1−σ



and ﬁnally, after routine algebraic manipulation, to  −q ðn−iÞ: σ >Q i i ′



One could proceed to carry out an analogous analysis on the upper bound condition v≤fi−1 ð0Þ of the lemma to determine the interval of values of σ in which the solution is defined. However, it is simpler to realize that because a unique solution will exist ′ ′ for each σ, then the intervals resulting from imposing f i ð0Þbv≤fi−1 ð0Þ must be contiguous and nonoverlapping, hence, of the form (σi,σi − 1]. Further, since P ðσ Þ is continuous on [0,1), one may write the intervals as [σi,σi − 1] in lieu of (σi,σi − 1]. To complete the proof, we shall express the privacy-suppression function in terms of the optimal user's apparent tag distribution, that is, P ðσ Þ ¼ −∑nj¼1 sj ln sj . We split the sum into two parts, namely, i−1 n  −σ  −σ X X qj qj Q Q i−1 i−1 ln ; ln − − ð 1−σ Þ ð n−i þ 1 Þ ð 1−σ Þðn−i þ 1Þ 1−σ 1−σ j¼1 j¼i



where we observe that the terms in the second sum do not depend on j. From this expression, it is straightforward to identify the terms of P ðσ Þ as the entropy of the distribution 



  −σ  −σ q1 q Q Q i−1 i−1 ; …; ; ; …; i−1 ; ð1−σ Þðn−i þ 1Þ 1−σ 1−σ ð1−σ Þðn−i þ 1Þ ˜



˜



q− r precisely the distribution 1−σ , given at the end of the theorem. □ The optimal tag suppression strategy in Theorem 4.4 is interpreted as follows. On the one hand, only tags corresponding to the categories j = i, …, n are suppressed, which is not surprising because, precisely, these are the categories with the highest probabilities, or roughly speaking, with probabilities furthest away from the uniform distribution. On the other, the optimal user's apparent tag distribution within those categories does not depend on j, and hence they all have the same probability. Further, consistently with the fact that we are dealing with relative frequencies, the components of the apparent distribution belonging to the categories j = 1, …, i − 1 are obtained by normalizing the genuine user distribution. Fig. 2 captures this intuitive analysis by illustrating a simple example with n = 4 categories. Namely, this figure shows a user with an actual profile q who is willing to
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Fig. 2. A user's tag distribution q and their corresponding apparent tag distribution s⁎ after an optimal suppression of tags.
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accept a tag suppression rate σ ∈ [σ3, σ2] causing that a privacy attacker observe an optimal user's apparent profile s⁎ significantly q q different from q, specially in those categories with the highest ratio ujj ¼ 1=nj . A number of conclusions can be drawn from the results obtained in this last theorem. The following two sections will be focused on the analysis of the behavior of the privacy-suppression function at low suppression rates and high privacy. 4.4. Low-suppression case This section investigates the privacy–suppression P ðσ Þ in the case when σ ≃ 0. Proposition 4.5 (Low suppression). In the nontrivial case when q ≠ u, there exists a positive integer i with suppression thresholds satisfying 0 = σn = ⋯ = σi b σi − 1. For all σ ∈ [0,σi − 1], the optimal tag suppression strategy r⁎ contains n − i + 1 nonzero components, and the slope of the privacy–suppression function at the origin is P ′ ð0Þ ¼ HðqÞ þ ln qn . Proof. The hypothesis q ≠ u implies that n > 1, and the existence of a positive integer i enabling us to rewrite the labeling assumption (3) as q1 ≤⋯ ≤qi−1 bqi ¼ ⋯ ¼ qn ; and to express qj as



Q i−1 n−iþ1,



for j = i,…,n. On account of Theorem 4.4,



0 ¼ σ n ¼ ⋯ ¼ σ i bσ i−1 ≤⋯≤σ 1 ; and for all σ ∈ [0, σi − 1], we have that  P ðσ Þ ¼ H



 q˜ −˜r : 1−σ



It is routine to check that



′



P ð0Þ ¼ −



i−1 X



qj ln qj −



j¼1



n X



qj ln



j¼i



n   X Q Q i−1 i−1 þ ln ¼− qj ln qj þ ln qn ; n−i þ 1 n−i þ 1 j¼1



where the last equality follows from the fact that qi = ⋯ = qn, as shown previously. Now we define the relative increment factor



δ¼



□



P ′ ð0Þ ln qn ¼1þ : P ð0Þ HðqÞ



The results from Proposition 4.5 allows us to approximate the privacy–suppression function at σ ≃ 0 as P ðσ Þ≃HðqÞ þ σ ðHðqÞ þ ln qn Þ or, in terms of the relative increment, P ðσ Þ−HðqÞ ≃δσ: HðqÞ



ð4Þ



In conceptual terms, qn characterizes the privacy gain at low suppression, together with H(q), in contrast to the fact that the q1 ratio 1=n determines σcrit, the minimum suppression rate for which the critical privacy is achievable, as defined in Section 4.2. We mentioned in that section that q1 b 1/n in the nontrivial case when q ≠ u. An entirely analogous argument shows that qn ≥ 1/n, with equality if, and only if, q = u, since the opposite, that is, qi b 1/n, leads to a contradiction. This result allows us to conclude that δ b 1, unless q = u, for which, unsurprisingly, δ becomes zero. In other words, the relative privacy gain (4) is lower than the suppression introduced. Namely, the privacy increment at low suppression rates becomes less noticeable with smaller qn, for a fixed H(q).
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4.5. High-privacy case Next, we shall analyze the case when σ ≃ σcrit and consequently the privacy–suppression function attains its maximum value. To this end, consider the index i = 2 just to check that, whenever σ ∈ [σ2, σcrit], for q ≠ u,   0 1−q 1 σ σ 1 q1 ; n−11 ; …; 1−q n−1 − 0; n−1 ; …; n−1 Ab ln n: P ðσ Þ ¼ H@ 1−σ In addition, we are implicitly assuming that q1 ≠ q2, so that, by virtue of Theorem 4.4, σ2 b σcrit. Consequently, we skip an empty interval and we may express the privacy–suppression function as P ðσ Þ ¼ −



q1 q 1−q1 −σ 1−q1 −σ ln : ln 1 − 1−σ ð1−σ Þðn−1Þ 1−σ 1−σ



From this expression, it is routine to conclude that P ′ ðσ crit Þ ¼ 0 and P ″ ðσ crit Þ ¼ − q2 n2 ð1n−1Þ , and finally, 1



1 ″ 2 P ðσ Þ≃ ln n þ P ðσ crit Þðσ −σ crit Þ : 2 We would like to remark that the fact that P ðσ Þ admits a quadratic approximation for σ ≃ σcrit, with P ′ ðσ crit Þ ¼ 0, may be determined directly from the fundamental properties of Fisher information [51]. Recall that for a family of distributions fθ indexed  2   2    by a scalar parameter θ, Dðf θ jjf θ′ Þ≃ 12 I θ′ θ′ −θ , where I θ′ ¼ E ∂θ∂ ′ lnf θ′ is Fisher information. Denote by sσ ¼ q−r 1−σ the family of optimal apparent distributions, indexed by the suppression rate. Theorem 4.2 guarantees that sσ⁎ crit = u, thus we may write     P ðσ Þ ¼ H sσ ¼ ln n−D sσ jjsσ crit . Under this formulation, it is clear that the Fisher information associated with the suppression ″ rate is I(σcrit) = −P ðσ crit Þ: Lastly, we would like to note that the observation at the end of Section 4.2 that r1⁎ = 0 at σ = σcrit is consistent with the fact that σcrit is the endpoint of the interval corresponding to the solution for r⁎ with n − 1 nonzero components in Theorem 4.4. 4.6. Numerical example In this section, we show some numerical results for a simple but insightful example that will illustrate the formulation presented in Section 3.4 and the theoretical analysis argued in Section 4. The evaluation of our privacy-enhancing mechanism in a real-world application is presented later in Section 5. In this practical example, we shall consider three categories and assume that the user's distribution is q = (0.100, 0.200, 0.700), thus fulfilling both the positivity and the labeling assumptions (2, 3). On account of Theorem 4.4, the suppression thresholds are σ3 = 0, σ2 = 0.500 and σ1 = σcrit = 0.700. In addition, the initial privacy value is P ð0Þ≃0:8018, which is the privacy level achieved by a user who is not willing to accept the suppression of any tag. Furthermore, Sections 4.4 and 4.5 allow us to characterize the behavior of the privacy–suppression function for σ = 0 and σ = σcrit. Concretely, the first and second order approximations are determined by the quantities P′(0) ≃ 0.4451 and P″(σcrit) ≃ − 5.56. All these results are captured in Fig. 3, where the privacy– suppression function P ðσ Þ is represented. Namely, the optimization problem involved in the definition of this function has been computed theoretically, by simply applying Theorem 4.4, and numerically. 2 After observing the behavior of the optimal trade-off curve between privacy and suppression, now we turn to examine the optimal apparent tag distribution for a set of suppression rates. To this end, the user's distribution q, the optimal apparent distribution s⁎ and the uniform distribution u are represented in the probability simplexes shown in Fig. 4. In addition, the contours of the entropy H(·) of a distribution in the simplex are depicted. More interestingly, this figure also shows the region, highlighted in dark blue, which corresponds to all the possible apparent tag distributions, not necessarily optimal, for a given  



q−r suppression rate. Namely, this feasible region results from the intersection of the set s ¼ 1−σ 0≤r i ≤qi ; ∑i r i ¼ σ , and the probability simplex. We now turn our attention to Fig. 4(a), where a suppression σ ∈ [σ3, σ2] has been selected to check that, according to the notation of Theorem 4.4, r⁎ has n − i + 1 = 1 nonzero components. Geometrically, this places the solution s⁎, not entirely unexpectedly, at one vertex in the feasible region. In addition, observe that a suppression of 10% increases the user privacy to a 5.8% of the original privacy H(q). This confirms an interesting result obtained in Section 4.4, where we concluded that the relative increment factor δ for low-suppression rates was lower than the suppression introduced. In Fig. 4(b) the suppression rate is on the interval [σ2,σcrit], leading to an optimal suppression strategy r⁎ with n − i + 1 = 2 nonzero components. In this case, the solution s⁎ is placed on one edge of the feasible region. Additionally, note that a suppression of 55% increments the user privacy to a 33% of its original value. The case in which σ = σcrit and thus user privacy attains its maximum value is depicted in Fig. 4(c). When this happens, r⁎ still has n − i + 1 = 2 nonzero components. Precisely, note that r3⁎ = q3 − q1 and r2⁎ = q2 − q1, which perfectly agree with the results obtained at the end of Section 4.2. Finally, the case when σ > σcrit, which certainly does not make 2



The numerical method chosen is the interior-point optimization algorithm [60] implemented by the Matlab R2009a function fmincon.
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Fig. 3. Optimal trade-off curve between privacy and suppression, and the corresponding approximations and suppression thresholds for q = (0.100, 0.200, 0.700).



sense, is shown in Fig. 4(d). In this particular case, r⁎ has n − i + 1 = 3 nonzero components and s⁎ falls into the interior of the feasible region.



5. Evaluation The purpose of this section is twofold. First, we compare our tag suppression technique with some of the most prominent approaches in the area of anonymous-communication systems. Secondly, we evaluate the impact that the application of our technique would have on a real-world tagging system.



(a)
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(c)



(d) Fig. 4. Probability simplexes showing u, q and s⁎ for several interesting values of σ.
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5.1. Anonymous-communication systems vs. tag suppression In Sections 1.1 and 2, we briefly commented on the different nature of the assumptions upon which anonymous-communication systems and tag suppression rely. Particularly, we argued that users of anonymous communications entrust their private data to a TTP which is then responsible for protecting their privacy; our approach, however, is built on the supposition that users mistrust communicating entities, e.g., the semantic Web server itself, but also the Internet service provider (ISP), intermediary routers and firewalls, or users of the same local area network. In this section, we shall elaborate more on these differences by examining the most relevant contributions in the area of anonymous communications. The ultimate purpose is to compare them qualitatively with our technique. In essence, an anonymous-communication system is a system that, working on the top of Internet protocols, aims at hiding the correspondence between users exchanging messages. Since the introduction of Chaum's mixes in 1981 [12], which were the first anonymous-communication mechanism, a wide and rich variety of approaches have been proposed to achieve the same goal [61–66,13–15]. Many of these approaches are variations in the design of the original mix, which, despite the time elapsed, remains a key building block of anonymous-communication systems [67]. Fundamentally, mix systems and all their variations are nodes that collect and forward messages so that it is unfeasible for an attacker to link an outgoing message to its corresponding input message. Among these systems, one of the most important varieties is a family of mixes known as threshold pool mixes [61]. The leading idea is that this type of mixes collects a number of incoming messages, stores them on the internal memory of the mix, and outputs some of them at a time when the number of messages kept in the memory meets a certain threshold. In order to eliminate any correlation between outgoing and incoming messages, the mix modifies the flow of messages by using two strategies, namely the delay and reordering of messages. Another important group of pool mixes outputs messages based on time [62]. Essentially, these timed mixes forward all messages kept in the memory every fixed interval of time called timeout. The major advantage of these mixes is that the delay experienced by messages is upper bounded, in contrast to the case of threshold pool mixes. The flip side is that the unlinkability between incoming and outgoing messages may be seriously compromised when the number of messages arriving in that interval of time is small. Motivated by this, some of the current mix designs implement a combination of the strategies based on threshold and those based on time [68]. An alternative to pool mixes are the mixes based on the concept of stop-and-go, known as continuous mixes [63], where users specify the time that their messages will be stored in the mix. Finally, we would like to mention the use of networks of mixes [64,65], an approach that has been thoroughly studied in the literature. The reason is evident — on the one hand, routing messages through several mixes makes it more difficult for an attacker to track messages, and on the other hand, it improves the availability of the anonymous-communication system. While all these approaches may provide unlinkability to a certain extent, this is at the cost of delaying messages, which affects the usability of these systems and hence imposes a cost on them. In other words, mix systems pose a trade-off between anonymity and utility, as in our tag suppression technique. But in addition to this trade-off, mix systems require the deployment of infrastructure and, more importantly, assume that users are disposed to trust them. Nevertheless, even though they were completely trustful, they could not prevent the recipient of those messages, i.e., the Web server, from profiling users and ultimately identifying them. Recall that mixes just provide unlinkability in the sense that an external attacker cannot ascertain the correspondence between input and output messages. In an attempt to overcome some of these limitations, namely the delay introduced by mixes, Refs. [14,13] propose an architecture called onion routing. In such approach, messages are routed through a network of nodes, similarly to the scenario of mix networks, but with the difference that messages are not delayed. Specifically, when a user wishes to send a message, they submit it first to one of these nodes. Then, the node encrypts the message in a layered fashion and chooses the intermediate nodes to reach the recipient. Afterwards, each of these intermediate nodes peels off a layer of encryption and forwards the resulting message to the next node in the route. In the end, the last node delivers the message to the recipient. Considering how the system works, we may conclude that the functionality of the nodes essentially boils down to relaying messages. Clearly, this is in contrast to the case of mix systems, where messages are also delayed. An improvement of this system is the second-generation version of onion routing, Tor [15], which has been available to Internet users since 2002. Despite being an improvement on onion routing, Tor nodes do not delay messages either, rendering the system susceptible to traffic analysis based on timing comparisons and other more sophisticated attacks [16–19]. Although these systems reduce the delay inherent in mixes, they suffer exactly from the same limitations in terms of infrastructure, trustworthiness and privacy protection. Abandoning the idea of mixes and onion routing, a conceptually-simple approach to anonymous tagging consists in a TTP acting as an intermediary between the user and the Web server. In this scenario, the server cannot know the user ID, but merely the identity of the TTP itself involved in the communication. Alternatively, the TTP may act as a pseudonymizer by supplying a pseudonym ID' to the server, but only the TTP knows the correspondence between the pseudonym ID' and the actual user ID. A convenient twist to this approach is the use of digital credentials [41–43] granted by a trusted authority, namely digital content proving that a user has sufficient privileges to carry out a particular transaction without completely revealing their identity. The main advantage is that the TTP need not be online at the time of service access to allow users to access a service with a certain degree of anonymity. Unfortunately, these approaches do not prevent the Web server from inferring the real identity of a user by colluding with the network operator or some entity involved in the communication. In addition, all TTP-based solutions require that users shift their trust from the Web server to another party, possibly capable of collecting tags from different applications, which ultimately might facilitate user profiling via crossreferencing. In the end, traffic bottlenecks are a potential issue with TTP solutions. Apart from the systems based on TTPs, there exist a myriad of alternatives based on user collaboration [39,40,21,66]. One of the most popular is Crowds [66], which contemplates that a group of users wanting to browse the Web will collaborate to submit
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their requests. With this purpose, a user who decides to send a request to a Web server, selects first a member of the group at random and then forwards the request to it. When this member receives the request, it flips a biased coin to determine whether to send the request to another member or to submit it to the Web server. This process is repeated until the request is finally relayed to the intended destination. As a result, the Web server and any of the members forwarding the request cannot ascertain the identity of the true sender, that is, the member who initiated the request. While this approach does not require the use of a TTP, its main limitation lies in the assumption that a number of users will participate in the protocol. However, even though it was possible, this solution could not protect user privacy against the collusion of all participants. Another important drawback is the additional traffic intrinsic to this forwarding mechanism. Unlike the alternatives examined in this section, our technique appears as a simple approach in terms of infrastructure requirements, as users need not trust an external entity, the network operator nor other users. Our technique, which falls into the category of data minimization, enables users to protect their privacy against the collusion of any passive attackers, but at the cost of semantic loss incurred by suppressing tags. Precisely, this privacy-utility trade-off also appears in anonymous-communication systems and collaborative approaches. In these two cases, the degradation in utility is the delay introduced by mixes and the traffic overhead incurred by a forwarding strategy, respectively. Table 2 summarizes the major conclusions of this section. 5.2. Experimental analysis In this section, we analyze the extent to which our technique enables users to enhance their privacy in a real-world tagging application. Our analysis also contemplates the impact that the suppression of tags has on the semantic functionality of this application, but tackles this in a more simplified manner, by using a tractable measure of utility, namely the tag suppression rate. With this aim, Section 5.2.1 first examines the data set that we used to conduct the experimental evaluation. To make user profiles tractable, Section 5.2.2 describes a complete methodology for mapping tags into a small set of meaningful categories of interest. Finally, Section 5.2.3 presents the experimental results. 5.2.1. Data set We applied the proposed technique to BibSonomy [3], a popular social bookmarking and publication-sharing system. In particular, we experimented with the data set retrieved by the Knowledge & Data Engineering Group at the University of Kassel [69]. The data set in question comprises those bookmarks and publications tagged by approximately two thousand users. The information is organized in the form of triples (username, resource, tag), each one modeling the action of a user who associates a resource, being a bookmark or a publication, with a tag. Our data set contains 671,807 of these triples, which were posted from Jan. 1989 to Dec. 2007, and includes 1921 users, 206,941 resources and 58,755 tags. It is worth mentioning that no preprocessing was done, although usernames were anonymized. 5.2.2. Tag categorization The representation of a user profile as a normalized histogram across these 58,755 tags is clearly an inappropriate approach for our experiments; not only because of the intractability of the profile, but also because it makes it difficult to have a quick overview of the user interests. For example, for users posting the tags “welfare”, “Dubya” and “campaign” it would be preferable to have a higher level of abstraction that enables us to conclude, directly from the inspection of their profiles, that they are interested in politics. In this sense, the categorization of tags allows us to represent user profiles in a tractable manner, on the basis of a reduced set of meaningful categories of interest, consistently with the model assumed in Section 3.1. With this spirit, next we proceed to describe the methodology that we followed to cluster the tags into categories. The categorization process is in line with other works on this field [70,71].



Table 2 Comparison among some popular anonymous-communication systems and our privacy-enhancing technique. Approaches
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Privacy



Disadvantages



Mixes [12,61–65]



TTP



Soft



Onion routing [13–15]
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Delay experienced by messages, Users must trust an external entity, Vulnerable to collusion attacks, Infrastructure requirements Traffic analysis and more sophisticated attacks, Users must trust an external entity, Vulnerable to collusion attacks, Infrastructure requirements Users must trust an external entity, Vulnerable to collusion attacks, Traffic bottlenecks Numerous users must collaborate, Vulnerable to collusion attacks, Traffic overhead Semantic loss incurred by suppressing tags
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To accomplish this categorization, first we carried out some preprocessing to filter out those tags considered as spam. For this purpose, we dropped the tags with a number of characters over 26, which in our data set represented the 99th percentile. In addition, we eliminated those posts with no tags. After this simple preprocessing, the number of triples reduced to 665,052, and, consequently, the number of users, resources and tags to 1916, 206,697, and 50,900, respectively. In a second stage, we aimed at identifying clusters or groups of semantically similar tags. As frequently done in the literature, we performed a clustering analysis based on the co-occurrence between tags, that is, the number of times each pair of tags simultaneously appears in a same resource. Specifically, we modeled the relationships among tags as a matrix of co-occurrences cij, where each entry with i ≠ j corresponds to the co-occurrence between tags i and j, and each entry in the diagonal is a self-occurrence, i.e., the absolute frequency of appearance of a tag. Note that, clearly, this is a symmetric matrix and that each row (column) describes one tag in terms of the semantic similarity to the other tags. In an attempt to concentrate on the significant relationships among these tags, we eliminated those rows satisfying ∑jcij b t, for a certain threshold t. Similarly, we dropped those columns fulfilling an equivalent condition. In this regard, observe that, the higher the threshold, the lower the number of resulting tags, and thus the lower the total number of triples. Since we aimed at preserving at least 80% of the triples, and at the same time, we required the resulting tags to have a strong co-occurrence, we chose t = 100. In conclusion, after this filtering process the number of users, resources, tags and triples became 1737, 190,478, 5057 and 540,904, respectively. Once we filtered the co-occurrence matrix, we proceeded to use a well-known clustering algorithm to group all these tags into categories. But before applying this algorithm, we first required to specify a measure of similarity among tags. Recall that we modeled tags both as rows and columns of a matrix, that is, vectors. As often done in the literature, we employed the cosine metric [72], a simple and robust measure of similarity between vectors. Equipped with this measure, we applied Lloyd's algorithm. 3 As a result, we clustered the 5057 tags into 5 categories, which gave us a granularity level sufficiently aggregated as to avoid having user profiles with many empty categories. Afterwards, the resulting categories were classified in increasing order of popularity of their tags, with the aim of satisfying the labeling assumption (3). Although this classification does not necessarily imply that all user profiles meet this condition, in our experiments we shall ultimately rearrange the categories of each individual profile to fulfill it. Lastly, the tags in each category were sorted in decreasing order of proximity to the centroid. 4 In a last stage, and on account of the positivity assumption (2), we eliminated those users who did not tag across all categories. In addition, we dropped users with an activity level lower than 50 tags, since it would have been difficult to calculate a reliable estimate of their profiles with such a few tags. Accordingly, the number of users, resources and triples became 209, 144,904 and 447,203, respectively.



5.2.3. Results In this section, we examine the extent to which our technique contributes to privacy preservation. For this purpose, first we explore how a particular user in our data set benefits from the application of an optimal tag suppression strategy; and secondly, we analyze the effect of this optimal suppression when the whole population of users enhances their privacy by using a common tag suppression rate. As detailed in previous sections, tag suppression requires that a user specify a rate indicating the fraction of tags they are disposed to eliminate. Based on this suppression rate and the user profile across the n = 5 categories obtained in Section 5.2.2, our approach solves the optimization problem (1). The result of this optimization is a suppression strategy r⁎, that is, an n-tuple containing the percentage of tags that the user should eliminate in each category. In our first series of experiments, we select a particular user in our data set 5 and compute this suppression strategy in the special case when the user specifies σ = σcrit. Both the actual profile of the user in question and the optimal strategy are plotted in Fig. 5, where it is shown one of the theoretical results obtained in Section 4.2, namely the fact that r⁎i = qi − q1 for any category i. In addition, Fig. 6 illustrates the optimal trade-off curve between privacy and suppression, which we calculated theoretically and numerically. The suppression thresholds σi shown in this figure indicate the suppression rates beyond which the components j = i,…, n of the apparent profile s have the same probability. This effect is observed in Fig. 7, where we represent s precisely for these interesting values of σ. The second set of experiments contemplates a scenario where all users apply our technique by using a common tag suppression rate. Under this assumption, Fig. 9 shows the privacy protection achieved by these users in terms of percentile curves (10th, 25th, 50th, 75th and 90th) of relative privacy gain. Noteworthy is the fact that certain users obtain privacy gains between 100% and 235%, although, clearly, at the cost of high suppression rates. Another eye-opening finding is the distribution of the suppression thresholds σi plotted in Fig. 8. Recall that we also refer to σ1 as the critical suppression σcrit. Particularly, we observe that 86.6% of users have σ1 ∈ [0.9,1), whereas the remaining percentage of users lie in the interval [0.7,0.9). In practice, this means that all users will require a high suppression rate for their profiles to become completely uniform. Although this might be certainly controversial, this is not a poor performance of our mechanism, but a consequence of the stringent privacy requirement imposed by such uniformity. As a matter of fact, the distributions of σi, for i = 2, 3, 4, indicate that the components sj with j = i,…, n may be uniform at a significantly lower cost. For example, 32.5% of users have 3 out of 5 components evenly balanced for a suppression rate below 68%. 3 Lloyd's algorithm [73], which is normally referred to as k − means in the computer science community, is a popular iterated algorithm for grouping data points into a set of k clusters. 4 The complete results of this clustering are available to other researchers at http://sites.google.com/site/javierparraarnau/publications. 5 This speciﬁc user is identiﬁed by the number 633 in Ref. [69].
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Categories Fig. 5. In this figure, we plot the actual user profile q of the particular user considered in Section 5.2.3, who posted a total of 1075 tags across all categories. Additionally, we plot the optimal suppression strategy r⁎ for σ= σcrit ≃ 0.7163, that is, the percentage of tags that the user should refrain from tagging in each category in order to achieve the uniform profile.



In closing, the results shown in this section illustrate how our mechanism perturbs the user profile observed from the outside and how this perturbation enables users to protect their privacy to a certain degree.



6. Concluding remarks There exists a large number of proposals for privacy protection in the semantic Web. Within these approaches, tag suppression arises as a simple data minimization strategy in terms of infrastructure requirements, as users need not trust an external entity nor the network operator. Interestingly, as commented in Section 1.1, our technique may also be used in combination with other mechanisms such as traditional anonymous-communication systems and therefore it may contribute to improve their effectiveness. Nevertheless, our approach comes at the cost of some processing overhead but more importantly at the expense of semantic loss incurred by suppressing tags. In other words, tag suppression poses an inherent trade-off between privacy and suppression. Our main contribution is, precisely, a systematic, mathematical approach to the problem of optimal tag suppression. We measure user privacy as the entropy of the user's apparent tag distribution, after the suppression of tags, and justify it with the rationale behind entropy-maximization methods. Subsequently, we formulate and solve an optimization problem modeling the privacy–suppression trade-off. Noteworthy is the fact that our theoretical analysis may also be applied to a wide spectrum of user-generated data, rather than semantic tags. For example, one could conceive the elimination of queries in information retrieval or the suppression of ratings in the domain of recommendation systems. In our mathematical model, we represent user tags as r.v.'s taking on values on a common finite alphabet of categories or topics. This allows us to describe user profiles as PMFs, a representation that is frequently used in popular tagging systems such as BibSonomy, CiteULike and Delicious. The proposed model, however, is restricted to relative frequencies, relevant against content-based attacks, but does not deal with differences in the absolute frequencies, which certainly could be exploited by traffic



Fig. 6. We plot the privacy–suppression trade-off and the suppression thresholds for one particular user in our data set.
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(d) σ = σ1 0.7163, H(s) 1.6094.
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Fig. 7. We represent the apparent profile s of a particular user in the special case when the suppression rate coincides with the suppression thresholds σi,i=1,…,4. Recall that s is the perturbed profile resulting from the elimination of tags and observed from the outside. At these interesting values of suppression, we observe how the components of s corresponding to the categories j=i,…,5 are balanced. In the end, when the critical suppression σ1 is attained, s becomes u and H(s)=ln5≃1.6094. The actual profile of this specific user is depicted in Fig. 5.
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Fig. 8. We plot the distribution of the suppression thresholds σi, for i = 1, …, 4. In the special case when σ≥ σ1 = σcrit, the apparent user profile is the uniform profile across all categories.
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Fig. 9. We consider the case when all users in our data set protect their privacy by using a common tag suppression rate. Built on this premise, we then plot some percentiles curves of privacy gain against this common suppression rate.



analysis. Besides, we assume, on the one hand, a rudimentary adversary model where attackers are not able to estimate a particular user's tag suppression rate, and on the other, that only a small number of users adhere to this strategy. As a result of our theoretical analysis, we present a close-form solution for the optimal tag suppression strategy and a privacy– suppression function characterizing the optimal trade-off curve. Our mathematical approach bears certain resemblance to the water-filling problem in rate-distortion theory, and is restricted to the discrete case of n tag categories. In addition, there are several analogies with Ref. [29], albeit in Section 2 we discarded forgery as a privacy-enhancing mechanism for semantic tagging, and deemed tag suppression a more suitable strategy. Our theoretical study first proves that the privacy–suppression function P ðσ Þ is nondecreasing and quasiconcave. Subsequently, we show that, under the positivity assumption (2), there exists a critical suppression σcrit b 1 beyond which the critical privacy is q achievable. Specifically, this σcrit only depends on the minimum ratio ujj of probabilities between the user's tag distribution q and the uniform distribution u. More interestingly, for a given suppression σ, the suppression of tags only affects the categories j =i,…, n, precisely those with the highest probabilities among all categories. Not unexpectedly, the number of categories exposed to suppression, that is, n − i + 1, increases with σ. In the particular case when σ = σcrit, only the category i =1 remains unchanged. With regard to the optimal user's apparent distribution, the components of s⁎ corresponding to the categories j = i,…, n have the same probability, whereas the probability of the other components is obtained by normalizing the actual user distribution. Further, we characterize P ðσ Þ at low suppression and high privacy. Specifically, we provide a first-order approximation for σ ≃ 0 in the nontrivial case when q ≠ u, from which we conclude that qn determines, together with the initial privacy value, the privacy gain at low suppression. In addition, we prove that this privacy gain is lower than the suppression introduced. Besides, we provide a second-order approximation for σ ≃ σcrit, assuming that probabilities qj are strictly increasing. Finally, we interpret that P′ðσ Þ vanishes at σ = σcrit as a consequence of a fundamental property of the Fisher information. Our theoretical analysis is then illustrated with a simple but insightful example. But this is not until Section 5, where we provide an experimental evaluation of our privacy-enhancing mechanism. In this section, we investigate the application of tag suppression to a real-world application and assess experimentally the extent to which our approach may help users protect their privacy. Our analysis also contemplates the impact that the suppression of tags has on the semantic functionality of this application, but tackles this in a more simplified manner, by using the tag suppression rate as a measure of utility. Acknowledgments We would like to thank the anonymous referees for their thorough, extremely valuable comments, which motivated major improvements on this manuscript. This work was partly supported by the Spanish Government through projects Consolider Ingenio 2010 CSD2007-00004 “ARES”, TEC2010-20572-C02-02 “Consequence” and by the Government of Catalonia under grant 2009 SGR 1362. David Rebollo-Monedero is the recipient of a Juan de la Cierva postdoctoral fellowship, JCI-2009-05259, from the Spanish Ministry of Science and Innovation. References [1] [2] [3] [4] [5] [6] [7]
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