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Abstract: We investigate a variant of the classical Weapon Target Assignment (WTA) problem, wherein N targets are sequentially visited by a bomber carrying M homogenous weapons. We are interested in the optimal assignment of weapons to targets. A weapon launched by the bomber destroys the j th target with probability pj and upon successful elimination, the bomber earns a positive reward rj . There is feedback in that the bomber, upon deploying a weapon, is notified whether or not it successfully destroyed the target. Whereupon, it decides whether to move on to the next target or allocate an additional weapon to the current target. We provide a tractable solution method for computing the optimal closed loop control policy that results in maximal expected total reward. Moreover, we show that a thresholding policy is optimal, wherein a weapon from an inventory of k weapons is dropped on the j th target iff k exceeds a stage dependent threshold value, κ(j). Keywords: Weapon-Target Assignment, Dynamic Programming, Threshold Policy 1. INTRODUCTION The operational scenario is the following. A bomber with M identical weapons travels along a designated route/ path and sequentially encounters enemy (ground) targets numbered 1 to N . A weapon dropped on the j th target will destroy it with probability pj . Upon successful elimination, the bomber receives a positive reward rj . Furthermore, upon releasing a weapon, the bomber is alerted as to whether or not the deployed weapon was successful. If the engagement was successful, the bomber moves on to the next target. If it was not successful, the bomber can either re-engage the current target or move on to the next target in the sequence. We compute the optimal feedback policy that results in maximal total expected reward for the bomber.



where qj = 1 − pj . So, the assignment problem is given by: max



V¯i (ni ) subject to
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nj = M and nj ∈ {0, . . . , M }, ∀j.
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Alternatively, one can rewrite the above as a minimization problem: min



N X



n



rj qj j subject to



(4)
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nj = M and nj ∈ {0, . . . , M }, ∀j.
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2. WEAPON-TARGET ASSIGNMENT PROBLEM Upon inspecting the scenario considered herein, it is clear that, if there was no feedback, the problem collapses to the static Weapon-Target Assignment (WTA) problem. Indeed, in the absence of feedback information, the bomber might as well decide how many weapons to be dropped on each target, at the start of the mission. Towards that end, let nj be the number of weapons assigned to target j. The expected reward from this assignment is given by: n V¯j (nj ) = rj (1 − qj j ), (1)



N X



The above problem is a special case of Flood’s static Weapon-Target Assignment (WTA) problem - see Manne (1958) and the optimal solution is obtained via the Maximum Marginal Return (MMR) algorithm - see denBroeder et al. (1959). Algorithm MMR 1. 2. 3. 4.



Initialize nj = 0 and Vj = rj ∀j = 1, . . . , N for i = 1, . . . , M Find k = arg maxN j=1 pj Vj Update nk = nk + 1 and Vk = Vk qk



Algorithm MMR has a time complexity of O(N + M log(N )). Note that under the additional complexity that the weapons are not homogenous i.e., if pij indicates the probability that target j gets destroyed upon being hit by weapon of type i, the resulting static assignment problem is NP-complete - see Lloyd and Witsenhausen (1986). Exact and heuristic algorithms to solve this version of the WTA problem are provided in Ahuja et al. (2007). An approximate algorithm for a dynamic WTA problem, wherein not all targets are known to the decision maker at the start of the mission, is provided in Murphey (1999). A geometry based optimal weapon target assignment for convoy protection is provided in Leboucher et al. (2013). 3. MODEL We consider a dynamic variant of the WTA problem, wherein the targets are visited sequentially by the bomber. Furthermore, we also incorporate feedback, in that the bomber is informed about the success/failure of a weapon upon deployment. This allows for dynamic decision making, where a decision is made as to whether a) an additional weapon is deployed on the current target or b) the bomber moves on to the next target in the sequence. In this regard, the decision rules for a hunter hunting targets whose reward takes values from a known (continuous valued) distribution is provided in Sato (1997). The scenario considered in this paper is simpler in that the target values are deterministic and known a priori. Let V (j, w) indicate the optimal cumulative reward (“payoff” to go) that can be achieved when the bomber arrives at the j th target with w > 0 weapons in hand. It follows that V (j, w) must satisfy the Bellman recursion: V (j, w) = max {pj (rj + V (j + 1, w − 1)) u=0,1



+ qj V (j, w − 1), V (j + 1, w)} , j = 1, . . . , (N − 1), (6) where the control action, u = 0, 1 indicates whether the bomber should stay and deploy a weapon or move on to the next target. In (6), decision u = 0 results in the j th target being destroyed with probability pj and u = 1 results in the bomber moving on to the next target in the sequence. If target j is destroyed, the bomber receives an immediate reward of rj . The optimal policy is therefore given by: µ(j, w) = arg max {pj (rj + V (j + 1, w − 1)) u=0,1



+ qj V (j, w − 1), V (j + 1, w)} , j = 1, . . . , (N − 1). (7) If the bomber runs out of ammunition, there is no more reward to be gained i.e., the boundary condition is: V (j, 0) = 0, j = 1, . . . , N, (8) Furthermore, if the bomber is at the N th target and still has weapons at hand, the expected reward is given by: w V (N, w) = rN (1 − qN ), w > 0. (9) w qN



th



In other words, represents the probability that the N w target is not destroyed by any of the w weapons. So, 1−qN is the probability that it gets destroyed; thereby yielding the reward (9). The optimal policy can be obtained by the Backward Dynamic Programming (BDP) algorithm detailed below. Algorithm BDP



1. 2. 3. 4. 5. 6.



Initialize V (j, 0) = 0, j = 1, . . . , N k Initialize V (N, k) = rN (1 − qN ), k = 1, . . . , M Initialize µ(N, k) = 0, k = 1, . . . , M for j = (N − 1) to 1 for k = 1 to M Compute V (j, k) as per (6)



If there was only 1 weapon left, we have from (6): V (j, 1) = max {pj rj , V (j + 1, 1)} , j < N, u=0,1



(10)



and V (N, 1) = pN rN . So, a greedy policy is optimal and, N



V (1, 1) = max pj rj . j=1



(11)



The bomber, as expected, deploys the weapon on the target with the maximum expected reward. Note that Algorithm BDP has a time complexity of O(N M ). However, for practical scenarios, one is unlikely to encounter large values of N or M , that make the algorithm computationally infeasible. In any case, it would be beneficial to understand the structure (if any) in the optimal policy. In the next section, we show that the optimal policy has a special structure. Indeed, it is a threshold policy (or a control limit policy - see Sec. 4.7.1 in Puterman (2005) for details). We show that a weapon from an inventory of k weapons is dropped on the j th target iff k exceeds a threshold or control limit, κ(j).



4. THRESHOLD POLICY Let ∆j (k) := V (j, k + 1) − V (j, k) indicate the marginal reward yielded by assigning an additional weapon over and above k weapons to the downstream targets numbered j to N . Proposition 1. ∆j (k) is a monotonically decreasing function of k. We shall prove the above proposition later. Notice however that the marginal reward yielded by the last (N th ) target in the sequence, k ∆N (k) = V (N, k + 1) − V (N, k) = pN rN qN ,



(12)



is clearly a decreasing function of k given that qN < 1. Suppose Proposition 1 is true i.e., ∆j+1 (k) is a monotonically decreasing function of k. Then, we can define κ(j) = mink=0,1,··· k such that pj rj ≥ ∆j+1 (k). The following result shows that a thresholding policy is optimal for the j th target. Lemma 2. If ∆j+1 (k) is a monotonically decreasing function of k,  1, k < κ(j), µ(j, k + 1) = 0, otherwise. Proof. From the Bellman recursion (6), we have: V (j, k) ≥ V (j + 1, k). It follows that: pj (rj + V (j + 1, k)) + qj V (j, k) ≥ pj rj + V (j + 1, k) ≥ V (j + 1, k + 1), (13) ∀k ≥ κ(j). where (13) follows from the definition of κ(j). Recall the Bellman recursion (6):



V (j, k + 1) = max {pj (rj + V (j + 1, k)) + qj V (j, k), u=0,1



V (j + 1, k + 1)} , ⇒ V (j, k + 1) = pj (rj + V (j + 1, k)) + qj V (j, k), k ≥ κ(j) (14) ⇒ µ(j, k + 1) = 0, k ≥ κ(j). We shall prove the second part of the result, i.e., µ(j, k + 1) = 1, k < κ(j) by induction on k. Recall the definition of κ(j), which gives us: pj rj + V (j + 1, k) < V (j + 1, k + 1), k < κ(j).



(15)



If κ(j) ≤ 0, there is nothing left to prove. So, suppose κ(j) > 0. From the Bellman recursion (6) and boundary condition (8), we have:



V (j, k + 1) = pj rj



i=0



+ pj ⇒ ∆j (k) = pj



(16)



where (16) follows from (15). Suppose V (j, t) = V (j + 1, t) for some t < κ(j). Using the induction argument, the Bellman recursion (6) yields: V (j, t + 1) = max {pj (rj + V (j + 1, t)) + qj V (j, t), u=0,1



V (j + 1, t + 1)} , = max {pj rj + V (j + 1, t), V (j + 1, t + 1)} , u=0,1



(17)



where (17) follows from (15). Hence, V (j, k + 1) = V (j + 1, k + 1), k < κ(j), ⇒ µ(j, k + 1) = 1, k < κ(j).



(18)



The above result tells us that 1 out of the current inventory of (k + 1) weapons is deployed on the current target j iff the immediate expected reward, pj rj is no less than the marginal reward obtained by assigning an additional weapon over and above k weapons to the downstream targets. This is intuitively appealing and results in a thresholding policy being optimal. Theorem 3. For j = 1, . . . , (N − 1), ∆j (k) is a monotonically decreasing function of k. Proof. We prove the result by (backward) induction on the target index j. From (12), we know that ∆N (k) is a decreasing function of k. Let us suppose that ∆j+1 (k) is also a decreasing function of k. Combining (14) and (18), we can write:  V (j + 1, k + 1), k < κ(j)   pj rj + V (j + 1, k), k = κ(j) (19) V (j, k + 1) =   pj (rj + V (j + 1, k)) + qj V (j, k), k > κ(j), So, the marginal reward is given by: ∆j (k) = V (j, k + 1) − V (j, k)  ∆j+1 (k), k < κ(j), = pj rj , k = κ(j).



`−1 X i=0 `−1 X



qji V (j + 1, k − i), qji ∆j+1 (k − i − 1) + pj qj` rj .



(21)



i=0



We proceed to show that ∆j (k) as prescribed in (20) and (21) is a decreasing function of k. By our induction argument, ∆j (k) = ∆j+1 (k) decreases as k goes from 0 to κ(j) − 2. From the definition of κ(j), we have: pj rj < ∆j+1 (κ(j) − 1). For k ≥ κ(j) and ` = k − κ(j),



u=0,1



= V (j + 1, t + 1),



qji + qj` V (j + 1, κ(j))



∆j (k + 1) − ∆j (k) = pj qj` (∆j+1 (κ(j)) − pj rj )



V (j, 1) = max {pj rj , V (j + 1, 1)} , ⇒ V (j, 1) = V (j + 1, 1),



` X



+ pj



`−1 X



qji (∆j+1 (k − i) − ∆j+1 (k − i − 1)) < 0,



i=0



(22) since ∆j+1 (k − i) < ∆j+1 (k − i − 1) per the induction argument and ∆j+1 (κ(j)) ≤ pj rj as per the definition of κ(j). Hence, ∆j (k) is a decreasing function of k. Corollary 4. If p1 r1 ≥ · · · ≥ pN rN , then κ(j) = 0, j = 1, . . . , (N − 1) and so, µ(j, k) = 0, j = 1, . . . , (N − 1), k = 1, . . . , M . Proof. pN −1 rN −1 ≥ pN rN = ∆N (0) implies that κ(N − 1) = 0. From (20), ∆N −1 (0) = pN −1 rN −1 ≤ pN −2 rN −2 and so, κ(N − 2) = 0. Proceeding in a similar fashion, we have ∆j+1 (0) = pj+1 rj+1 and so, κ(j) = 0, j = 1, . . . , (N − 1). In other words, if the targets happen to sequenced in the decreasing order of expected return, the optimal policy is to keep bombing the current target until one of two things happen: a) the target is destroyed or b) the bomber runs out of ammunition. 5. CONCLUSION We consider a dynamic variant of the Weapon-Target Assignment (WTA) problem, wherein the targets are sequentially visited by a bomber equipped with homogenous weapons. Feedback is available in the form of Battle Damage Assessment (BDA), i.e., the bomber is promptly informed about the failure or success of a deployed weapon. The dynamic weapon allocation problem is be solved by backward Dynamic Programming. The optimal policy is a threshold policy, wherein a weapon is deployed iff the current inventory level exceeds a certain threshold. In the future, we shall consider the added complexity wherein the targets can retaliate against the bomber with some probability of success. ACKNOWLEDGEMENTS
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For k ≥ κ(j) and ` = k − κ(j), we have by repeated application of (19):
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