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Optimality and Geometry of Myopic Policies for Servicing Parallel Queues Benjamin Yolken Department of Management Science and Engineering Stanford University Email: [email protected]



I. I NTRODUCTION In many dynamic, controllable systems, we are concerned with the optimal allocation of resources to jobs. The latter enter the system, wait (if necessary), receive some processing from the former, and then leave. Such systems appear in disciplines across the scientific spectrum: from hospital emergency rooms, where staff must decide which patients to treat in what order so as to minimize mortality, to packet switches in computer networks, where the switch operator chooses schedules to maximize throughput and minimize delay for packets passing through the device. Unfortunately, however, such optimization problems are often difficult to solve exactly. In many cases, one or more of the following complicating features intervenes, leading to rich, but challenging, problems: •



There are different types of jobs, and each type may require a unique combination of resources to be processed.



•



Not all jobs are equally important. Some can afford to wait, whereas others demand prompt service.



•



Job arrivals are random, and the distribution of arrivals is unknown and non-stationary.



•



Resources cannot be applied arbitrarily; rather, there is a discrete set of ways in which resources can be distributed to jobs at any given time.



•



Some resources are more costly (e.g., in terms of setup time, energy expended, salaries, etc.) than others. Therefore, the most productive resource allocations are not always the best ones to use.



Problems with some of the above features have been addressed in the literature within various contexts. In the network switching domain, much work has gone into characterizing and analyzing scheduling policies that achieve 100% throughput (see [2], [4], [6]). In the more general context of a single server processing different types of jobs, it has long been known that a myopic, cµ rule is optimal for minimizing linear backlog costs under mild assumptions (see [1]). More recent work, such as that in [3] and [9], has extended this result to generalized convex costs when the system is operating under heavy traffic. The single server model has also been explored in the context of multi-armed bandit problems, where the job being processed evolves according to a Markov chain with the states of all other jobs frozen (first discussed in [5]). The models used in these previous works, however, are often too narrow to be applied to more complicated resource allocation systems, systems whose features go beyond those found in crossbar packet switching and/or
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single server processing. In this report, we attempt to broaden the context of this analysis. Although we lose some rigor by doing this, we also gain some valuable insights that can be applied to problems in a wide variety of applications. Just as seen in much of the previous work above, we find that simple, greedy decision rules are often optimal. The remaining sections of this report are organized as follows. In sections II and III, we describe a simple model and associated cost structure which addresses problems having some of the above features. In section IV, we show that in certain cases, a myopic policy is the optimal system control. We then show in section V that such a policy type leads to interesting state space geometry, a feature that can be leveraged to create simple, online decision rules. Finally, in section VI, we conclude our analysis and discuss how our model can be extended for wider applicability. II. T HE M ODEL Consider a discrete time system consisting of Q parallel, FIFO queues with infinite buffers. Let the state space be represented by X , which, for all discussion in this report, can be taken as the Q-dimensional space of nonnegative integers. At the beginning of each time step, t ∈ {0, 1, 2, . . .}, the system backlog / state is given by the Q-component vector X(t) ∈ X , representing the number of jobs in each queue. Having observed the initial backlog, the system operator picks a Q-component service vector S(t) ∈ S, where S represents the time independent set of all possible service vectors. Assume that all elements of S are vectors in X , and that for each queue there exists a service vector in S that removes at least one job from that queue. For each queue, q = 1 . . . Q, the lesser of Sq (t) and Xq (t) jobs are serviced and leave the system. Then, jobs arriving into the system during the current time slot, represented by the Q-component vector A(t), are added into the system state. The system dynamics are thus given by the following equation:



X(t + 1) = X(t) + A(t) − X(t) ∧ S(t)



(1)



with the “∧” symbol representing a componentwise minimum operation. The value of Q, the distributions of the A(t), and the form of the set S depend on the specific device / application being modeled as well as the assumptions on its operating environment. A. Examples Many types of systems could, potentially, be analyzed within the framework of the above model. Examples, some of which were mentioned in the introduction, include: 1) Input-queued, crossbar packet switch: Each queue represents a virtual output queue (VOQ) holding packets from one input port-output port combination. At each time slot, the switch operator can service packets from some subset of the queues subject to the constraint that each input port is connected to only one output, and each output port is only connected to one input. See the illustration above.
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Service configurations and VOQ representation for 2 × 2 crossbar switch.



2) Industrial manufacturing plant: Different product types wait in different queues. At each time slot, the factory operator decides how to allocate machines in the factory to the different product lines. The number of jobs completed for any product in each time slot depends on the product type as well as the machines allocated to it. 3) Hospital emergency room: Each queue holds patients with a different type of ailment. At each time slot, the staff decides how to allocate its medical teams to the patients awaiting treatment. The number of patients that can be serviced by each team at each slot depends on the ailment; for instance, at each slot, a team may be able to service one heart attack patient but six patients with joint sprains. Also, some teams are more experienced, and hence more productive, than others. III. O PTIMIZATION O BJECTIVE A. Finite Horizon Suppose that at each time step the operator of the system incurs a backlog cost that is a function of the current system state. For mathematical simplicity, assume that this cost is incurred after servicing but before arrivals in each time slot. We seek to find a service configuration at each time step which minimizes the T period cost of operating the system. ˆ More formally, let X(t) = X(t) − X(t) ∧ S(t), i.e. the state of the system in time t after servicing but before arrivals. Let the cost at each time step be given by the function C(·) : X → R. Then, the optimal service schedules, S ∗ (0), S ∗ (1), . . . , S ∗ (T − 1), are those that minimize the quantity:



E



"T −1 X



# ˆ C(X(t))



(2)



t=0



where X(t) obeys the dynamics given earlier. The above problem lends itself nicely to a dynamic programming formulation. To this end, let V t (X) represent the minimum expected cost-to-go given that the system state at the beginning of step t ≤ T − 1 is X. At each
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time step, we choose a service vector S(t) = (s1 (t), s2 (t), . . . , sQ (t)) where S(t) ∈ S. After each queue has been serviced, A(t) = (a1 (t), a2 (t), . . . , aQ (t)) packets arrive into the system. Then, by the principles of dynamic programming and the system dynamics discussed earlier, we have the following recursion: h £ ¤i ˆ + E V t+1 (ˆ V t (X) = min C(X) x1 + a1 (t), xˆ2 + a2 (t), . . . , x ˆQ + aQ (t)) S∈S



t = 0...T − 1



(3)



with: V T (X) = 0



∀X



(4)



Note that we have an expectation on the right hand side of equation (3) since A could be random. For simplicity, we have assumed no terminal costs, which is reflected in equation (4). Let T represent the (finite) set of times over which the system operates. An optimal policy in this case is then a function mapping X × T → S, i.e. a rule which gives a best service configuration to use at each state at each time. B. Infinite Horizon Although not examined in this report, it is also possible to look for optimal policies that minimize the infinite horizon discounted cost of operating the system. In this case, we seek schedules minimizing the quantity: " E



∞ X



# ˆ β C(X(t)) t



(5)



t=0



where β =



1 1+ρ



and ρ > 0 is the rate at which the operator discounts future costs.



Assuming that all arrival distributions are time-independent, the dynamic programming recursion becomes: h i ˆ + βE [V (ˆ V (X) = minS∈S C(X) x1 + a1 , xˆ2 + a2 , . . . , x ˆQ + aQ )]



(6)



and, provided ρ > 0, there exists a stationary optimal policy for minimizing the infinite horizon discounted cost. Hence, in this case, an optimal policy is simply a function mapping X → S. IV. M YOPIC P OLICIES FOR A DDITIVE C ONVEX C OSTS Before beginning our discussion, we need a few definitions: Definition 1: A service vector set, S, is orthogonal if: hS, S 0 i = 0



∀S, S 0 ∈ S, S 6= S 0



(7)



Definition 2: A service vector set, S, is complete of order N if S consists of every possible service vector, S, for removing N jobs from the system. Thus, the above two terms define two extremes for service vector sets. In the former case, the definition implies that for each queue in the system, only one service configuration in S can remove jobs from that queue. One example is the 2 × 2 crossbar switch described previously. In the latter case, on the other hand, there will be multiple service configurations for each queue, provided N > 1: at least one removing N jobs from the queue, at least one removing N − 1 jobs from the queue, etc. For instance, in a 2-dimensional system, S = {(3, 0), (2, 1), (1, 2), (0, 3)}
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is complete of order 3. Although S could be either orthogonal or complete, in many real world systems (e.g., the N × N input-queued crossbar switch for N > 2), the service vector set lies somewhere in between- i.e., there is some overlap, but this overlap is not complete in the sense defined above. We now define the main optimality concept used in the sections below: ˆ Definition 3: A myopic policy is one that is greedy with respect to the one period reward, C(X). Thus, a myopic policy involves, at each time step, picking a service vector that achieves the lowest cost in that step without any regard to future costs. Myopic policies are extremely easy to implement- at each step, the switch operator need only compare values which are a function of the current state, X, and the set of possible decisions, S. No backwards induction, linear programming, value iteration, etc. is necessary, and decisions can be made online in real-time. Also, as discussed in section V, myopic policies lead to interesting geometry in X , structure that can be exploited to create even simpler decision rules. Myopic policies, in general, are not optimal for minimizing finite or infinite horizon cost in the described system. However, they are indeed optimal for some special cases, which we discuss in more detail below. It should be noted that the conditions given in the sections below are sufficient but not necessary for myopic optimality. Several other, less general, cases were discovered but are omitted for brevity. A. Zero Arrivals, Orthogonal S Suppose that we impose the following conditions on the system parameters: 1) The function C(·) is additive, convex, and strictly increasing, meaning that we can write: ˆ = C(X)



X



fq (ˆ xq )



(8)



q∈Q



where each component function is convex and strictly increasing in its argument. 2) The service vector set S is orthogonal. 3) No arrivals occur over the horizon being examined:



A(t) = 0



t = 0...T − 1



(9)



The first condition imposes separability, monotonicity, and convexity on the backlog cost function. Although the former assumption might be too strong for some applications, the latter two are usually justifiable in engineering systems- as the backlog in any particular queue increases, the cost for that queue should strictly increase. Moreover, the marginal cost for adding one more job should increase as the backlog increases since the system is getting more heavily loaded. Note that the convexity condition is weak, not strict, so linear functions are still permissible. The second condition was discussed in the previous section. The third condition removes all randomness from the state transitions and reduces the problem to a deterministic shortest-path-like problem in which we are trying to minimize the total cost incurred over T steps towards the origin.
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We can now present our first result: Theorem 1: Under conditions 1-3 above, the optimal policy for scheduling service over a finite horizon is myopic. Moreover, in the event of a tie between myopic decisions, any of these can be chosen arbitrarily. Proof: Since the proof is relatively long, we first give an outline of the steps involved: 1) Construct two paths in X , one resulting from an arbitrary policy and the other resulting from a myopic policy. 2) If the two paths diverge, construct a new path and associated policy that follows the myopic one up until the point of divergence, then mimics the arbitrary policy in a particular way. 3) Show by induction that the new policy achieves a strictly lower cost. Hence, if the above divergence occurs, the arbitrary policy can be strictly improved and is not optimal. 4) Prove the tie result by contradiction. We now give the full details. Suppose that the system starts in state X(0). Consider two system evolution paths: a path XP which results from applying some arbitrary policy at each step, and a path XM which results from applying the myopic policy at each step. With some abuse of notation, we will refer to the policies used by these two paths as P and M , respectively. In the event that more than one service configuration minimizes the one period cost, assume that M follows P (if possible) or, otherwise, picks a service configuration arbitrarily from those that could be considered myopic. Let t¯ ≤ T − 1 be the first time at which XP and XM diverge after servicing, if such a time exists. This implies that P and M use different service configurations in step t¯. Hence, by construction, we must have that ˆ P (t¯)) > C(X ˆ M (t¯)). Let S¯ and S¯0 represent the service configurations used by the arbitrary and myopic C(X policies, respectively, in step t¯. Now consider a new policy, P 0 and its associated path, XP 0 , that follows XM up until time slot t¯ and then does the following at each step: if P uses S¯0 , then P 0 uses S¯ and henceforth follows P exactly. Otherwise, P 0 mimics P , i.e. uses the same service configuration as P at each time slot. Let t˜ be the first time slot at which the former happens, setting t˜ = T if the latter happens at every time step up until T . For notational simplicity, let Q represent the set of all queues, and QS¯ and QS¯0 represent, respectively, the queues serviced by S¯ and S¯0 . Note that by condition 3 above, we necessarily have QS¯ ∩ QS¯0 = ∅. First, we can note that if t˜ < T , then necessarily XP 0 (t˜ + 1) = XP (t˜ + 1), i.e. the two paths converge after servicing in time step t˜. This follows directly from the fact that, for each service configuration S ∈ S, S is used £ ¤ exactly the same number of times by both P and P 0 on the interval t¯, t˜ . By the orthogonality and zero-arrivals assumptions, the number of jobs removed by any particular S over some interval depends only on the number of times S is used on the interval; the order in which the service configurations are scheduled has no effect on the final system state. ˆ P (t¯)) > We can now use induction to get the desired cost result. As mentioned previously, we have that C(X £ ¤ ˆ M (t¯)) = C(X ˆ P 0 (t¯)). Now, consider some t ∈ t¯, t˜ − 2 and suppose that C(X ˆ P (t)) > C(X ˆ P 0 (t)). There are C(X ¯ S¯0 or (2) use S. ¯ Recall that two possible action types that P can apply in time step t + 1: (1) use some S ∈ S \ S, P 0 mimics P over all t > t¯ in this interval.
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£ ¤ Note that at each t ∈ t¯ + 1, t˜ − 1 , the backlogs of XP (t) and XP 0 (t) are the same for those queues in Q \ QS¯ , QS¯0 . Thus, in case (1), we have that: ˆ P (t + 1)) C(X



ˆ P (t)) − = C(X



P



[fq (ˆ xq (t)) − fq (ˆ xq (t + 1))] £ ¤ ˆ P (t)) − = C(X x0q (t)) − fq (ˆ x0q (t + 1)) q∈Q\QS¯ ,QS¯0 fq (ˆ £ ¤ ˆ P 0 (t)) − P > C(X x0q (t)) − fq (ˆ x0q (t + 1)) q∈Q\QS¯ ,QS¯0 fq (ˆ q∈Q\QS¯ ,QS¯0



P



(10)



ˆ P 0 (t + 1)) = C(X £ ¤ On the other hand, for t ∈ t¯ + 1, t˜ − 1 , XP (t) will have lower backlogs than XP 0 (t) for those queues in QS¯ . Hence, by the convexity condition on the component cost functions, we get that in case (2): ˆ P (t + 1)) C(X



=



ˆ P (t)) − C(X



P



[fq (ˆ xq (t)) − fq (ˆ xq (t + 1))] £ ¤ ˆ P (t)) − x0q (t)) − fq (ˆ x0q (t + 1)) > C(X q∈QS¯ fq (ˆ £ ¤ ˆ P 0 (t)) − P > C(X x0q (t)) − fq (ˆ x0q (t + 1)) q∈QS¯ fq (ˆ



=



q∈QS¯



P



(11)



ˆ P 0 (t + 1)) C(X



So, combining the results of both cases, it follows that: ˆ P (t + 1)) > C(X ˆ P 0 (t + 1)) C(X



(12)



we well. Thus, by induction: ˆ P (t)) > C(X ˆ P 0 (t)) C(X



t = t¯. . . t˜ − 1



(13)



t = 0 . . . t¯ − 1, t = t˜. . . T



(14)



Since also: ˆ P (t)) = C(X ˆ P 0 (t)) C(X it follows that: T −1 X t=0



ˆ P (t)) > C(X



T −1 X



ˆ P 0 (t)) C(X



(15)



t=0



i.e., P 0 achieves a strictly better cost than P . Since construction of such a P 0 is feasible whenever P is not completely myopic at each step, it follows that the only possible optimal policy in this case is a myopic one. We can now prove the tie result as follows. Suppose by contradiction that this is not the case, i.e. that in the event of a tie between myopic decisions, the optimal choice is not arbitrary. Recycling some of the notation from above, let M be an arbitrary myopic policy and M 0 be a policy that achieves a strictly lower cost over the horizon being analyzed. By the result above, M 0 must be myopic as well. Let t¯ < T be the first time at which XM and XM 0 diverge after servicing. By assumption, since M 0 achieves a strictly lower cumulative cost, M 0 must, at some point, achieve a strictly ˆ M (t)) > C(X ˆ M 0 (t)) with lower one-period cost. To this end, let tˇ ∈ [t¯ + 1, T − 1] be the first time t at which C(X ˆ M (tˇ − 1)) ≤ C(X ˆ M 0 (tˇ − 1)). SM 0 (tˇ) = S 0 . Note that we necessarily have C(X
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Illustration of Theorem 1 proof for 2-queue system with S = {(0, 1), (1, 0)}; P 0 behaves myopically at t¯, and thus has a strictly



lower cost at each step until time t˜.



Now, if M 0 achieves a strictly lower one-period cost using S 0 in tˇ, this implies that, prior to servicing in that time slot, M has used S 0 strictly more times than M 0 has. Thus, there must be some service configuration, say S 00 , that M 0 has used more than M . By assumption, if M uses S 00 in tˇ, then it still achieves a higher one-period cost. Let t0 be the first time prior to tˇ that M 0 uses S 00 . The latter discussion implies that: ˆ M 0 (tˇ − 1)) − C(X ˆ M 0 (tˇ)) C(X



ˆ M (tˇ − 1)) − C(X ˆ M (tˇ)) > C(X ˆ M 0 (t0 − 1)) − C(X ˆ M 0 (t0 )) ≥ C(X



(16)



But the latter is a contradiction. For, it implies that M 0 could have achieved a strictly lower one-period cost in time t0 by using S 0 instead of S 00 . Thus, M 0 cannot possibly be myopic as we originally assumed and hence cannot achieve a lower cost than M . Therefore, in cases of ties, any arbitrary myopic service vector can be chosen, as claimed.



B. Zero Arrivals, Complete S Suppose that we replace orthogonality above by a completeness condition, i.e: 1) The function C(·) is additive, convex, and strictly increasing. 2) The service vector set, S, is complete of order N for some N > 0. 3) No arrivals occur over the horizon being examined. Then, again, we have that the optimal finite horizon policy must be myopic: Theorem 2: Under the modified conditions 1-3 above, the optimal policy for scheduling service over a finite horizon is myopic. Moreover, in cases of ties, any arbitrary myopic decision can be chosen.
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Proof: As above, consider two paths, XP and XM , resulting, respectively, from applying an arbitrary policy P or a myopic policy M from some given starting point, X(0). Let t¯ ≤ T − 1 be the first time at which XP and XM diverge after servicing, if such a time exists. As before, consider a new path, XP 0 and its associated policy, P 0 , that follows M up until time step t¯ and then proceeds as discussed below. Let Q represent the set of all queues. We say that P and P 0 are coupled with respect to queue q at some time if the q th components of XP and XP 0 are equal. Using the latter term, we can partition the set Q into three sets at each time slot: QC



≡



set of queues for which P and P 0 are coupled



QP



≡



set of queues for which P has serviced strictly more jobs than P 0



QP 0



≡



set of queues for which P 0 has serviced strictly more jobs than P



(17)



Unless otherwise noted, assume that the latter partitions are made at the beginning of each time slot, i.e. before servicing. Now, suppose that at each time slot P 0 does the following: if P services any queues in QC or QP , then P 0 mimics these servicings exactly. If P services any queues in QP 0 and removes more packets than P 0 has, then P 0 services these queues until they couple with the corresponding queues in P . Finally, with any remaining servicings, P 0 arbitrarily services queues in QP , coupling with P whenever possible but never removing more than P from any queues in this set. Since S is complete by assumption, P 0 is always using a feasible service configuration. First, note that under the construction above, QP 6= ∅ if and only if QP 0 6= ∅; since each policy uses exactly N servicings at each time slot, if P has removed M jobs more than P 0 from those queues in QP , then necessarily P 0 has removed M jobs more than P from the queues in QP 0 . Let t˜ be the first time slot at which QC = Q after servicing, setting t˜ = T if the latter, “full coupling”, never £ ¤ occurs. Consider some time t ∈ t¯ + 1, t˜ − 1 . By construction, we have that the two paths have not completely coupled, i.e. that QC 6= Q at the beginning of the next time slot. The difference in costs is thus given by: ˆ P (t)) − C(X ˆ P 0 (t)) = C(X



X



£ ¤ fq (ˆ xq (t)) − fq (ˆ x0q (t))



(18)



q∈QP ,QP 0



where the partitions are taken after servicing in time slot t, or equivalently, at the beginning of time slot t + 1. Suppose by contradiction that the above cost difference is strictly negative. This implies that: X £ X £ ¤ ¤ fq (ˆ xq (t)) − fq (ˆ x0q (t)) < fq (ˆ x0q (t)) − fq (ˆ xq (t)) q∈QP



(19)



q∈QP 0



Now, going back to time step t¯, consider a new policy, P 00 , whose decision at that time step satisfies: ˆ P 00 (t¯) − X ˆ P 0 (t¯) = X ˆ P (t) − X ˆ P 0 (t) X Note that, by construction, we will necessarily have:



(20)
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x ˆ00q (t¯) = x ˆq (t)



∀q ∈ QP 0



(21)



By convexity and the equations above, it thus follows that: ˆ P 0 (t¯)) − C(X ˆ P 00 (t¯)) C(X



= = ≥ >



P q∈QP



P



q∈QP



P



q∈QP



£ ¤ P £ ¤ fq (ˆ x0q (t¯)) − fq (ˆ x00q (t¯)) + q∈QP 0 fq (ˆ x0q (t¯)) − fq (ˆ x00q (t¯)) £ ¤ P £ ¤ fq (ˆ x0q (t¯)) − fq (ˆ x00q (t¯)) + q∈QP 0 fq (ˆ x0q (t)) − fq (ˆ xq (t)) ¤ ¤ P £ £ xq (t)) xq (t)) + q∈QP 0 fq (ˆ x0q (t)) − fq (ˆ fq (ˆ x0q (t)) − fq (ˆ



(22)



0



But the above implies that P 00 achieves a strictly larger cost decrease than P 0 in time step t¯. So, P 0 cannot be myopic at that time, and hence we have a contradiction. So, our original assumption was incorrect and we must have that: £ ¤ ∀t ∈ t¯ + 1, t˜ − 1



ˆ P (t)) ≥ C(X ˆ P 0 (t)) C(X



(23)



Combined with the strict cost difference in time step t¯ and the coupling in time step t˜, it follows that: T −1 X



ˆ P (t)) > C(X



t=0



T −1 X



ˆ P 0 (t)) C(X



(24)



t=0



i.e. P 0 achieves a strictly lower cost over the horizon being examined. By the same logic as used in the previous section, it thus follows that any optimal policy must be myopic, as claimed. The tie result proof is similar to that in theorem 1 above and is omitted. C. Non-Zero Arrivals, |S| = 2 Suppose that we now have the following conditions: 1) The function C(·) is additive and convex as before. 2) The service vector set contains 2 elements, S1 , S2 with hS1 , S2 i = 0. 3) The arrivals are service-vector-bounded, i.e. with probability 1:



A(t) ≤



X



S



∀t



(25)



S∈S



ˆ 4) The system starting point, X(0), is far enough away from the boundaries so that X(t) > 0 for t = 0 . . . T − 1 with probability 1 no matter which policy is used. Thus, we have relaxed the arrivals assumption but strengthened the conditions on the service vector set, S, and the system start point. The first two conditions were addressed in previous sections. The third condition places upper bounds on the arrivals. Note that Bernoulli arrivals, which are often used in models of this type, will always satisfy this condition provided that all queues in the system are serviced by either S1 or S2 . Finally, the fourth condition ensures that
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ˆ X(t) = X(t) − S(t) over t = 0 . . . T − 1, eliminating the componentwise minimum function from the system P dynamics. This will be satisfied if, for instance, ||X(0)||∞ > T || S∈S S||∞ . We can now present a similar result for this case: Theorem 3: Under conditions 1-4 above, the optimal policy for scheduling service over a finite horizon is myopic. Moreover, in cases of ties, any arbitrary myopic decision can be chosen. Proof: Suppose we have an arbitrary arrival stream, A = {A(0), A(1), . . . , A(T − 1)}, where each arrival ¯ S¯0 , QS¯ , QS¯0 , and t¯ be defined as before. vector satisfies condition 3 above. Let XP , XM , P , M , S, Let t˜ be the first time after t¯ that P uses S¯0 , setting t˜ = T if the former never happens. Now, consider a new policy, P 0 , and its associated path, XP 0 that uses S¯ at every time period up to and including t˜ (or the end of the horizon, whichever comes first), following P exactly thereafter. First, we can note that if t˜ < T , then necessarily XP 0 (t˜ + 1) = XP (t˜ + 1), i.e. the two paths converge after servicing in time step t˜. This follows directly from the system evolution equation under conditions 2 and 4 above: XP (t˜ + 1)



=



Pt˜ ∧ SP (t) + t=t¯ A(t) Pt˜ XP (t¯) − S¯0 − (t˜ − t¯)S¯ + t=t¯ A(t)



=



XP 0 (t˜ + 1)



=



XP (t¯) −



Pt˜



t=t¯ XP (t)



(26)



Thus, the two paths converge as claimed and we can restrict our attention to cost differences incurred on the interval £ ¤ t¯, t˜ − 1 . ˆ P (t¯)) > As before, we can use induction to get the desired cost result. By construction, we have that C(X £ ¤ ˆ M (t¯)) = C(X ˆ P 0 (t¯)). Now, consider some t ∈ t¯, t˜ − 2 and suppose that C(X ˆ P (t)) > C(X ˆ 0 (t)). Since C(X P ¯ |S| = 2 by assumption, there the only possible action that P can apply in time step t + 1 is to use S. £ ¤ Now, we can note that, for t ∈ t¯ + 1, t˜ − 1 , XP (t) will have lower backlogs than XP 0 (t) for those queues in QS¯ and higher backlogs than XP 0 (t) for those queues in QS¯0 . So, by convexity and condition 3 above we have that both:



fq (ˆ xq (t)) − fq (ˆ xq (t) + aq (t) − sq (t + 1))



≤ fq (ˆ x0q (t)) − fq (ˆ x0q (t) + aq (t) − s0q (t + 1))



∀q ∈ QS¯



fq (ˆ xq (t)) − fq (ˆ xq (t) + aq (t))



≤ fq (ˆ x0q (t)) − fq (ˆ x0q (t) + aq (t))



∀q ∈ QS¯0 (27)



implying that: fq (ˆ xq (t)) − fq (ˆ xq (t + 1)) ≤ fq (ˆ x0q (t)) − fq (ˆ x0q (t + 1))



∀q ∈ Q



(28)



Thus, we have that: ˆ P (t + 1)) C(X



=



ˆ P (t)) − C(X



P



[fq (ˆ xq (t)) − fq (ˆ xq (t + 1))] £ ¤ x0q (t)) − fq (ˆ x0q (t + 1)) q∈Q fq (ˆ



q∈Q



P



>



ˆ P 0 (t)) − C(X



=



ˆ P 0 (t + 1)) C(X



(29)
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So, by induction: ˆ P (t)) > C(X ˆ P 0 (t)) C(X and thus, as before, it follows that:



T −1 X



ˆ P (t)) > C(X



t=0



t = t¯. . . t˜ − 1



T −1 X



ˆ P 0 (t)) C(X



(30)



(31)



t=0



Any optimal policy, therefore, must be myopic as claimed. The tie result proof is similar to that in theorem 1 above and is omitted.



V. G EOMETRY OF M YOPIC P OLICIES As discussed previously, a policy in the finite horizon case is generally a function mapping X ×T → S. However, a myopic policy can simply be described as a mapping X → S since such a policy depends only on one-period, time-independent backlog costs. Therefore, we can analyze any such policy graphically in the space X . In cases where |X | = 2, these policies can be easily plotted in the x-y plane. In higher dimensional cases, we can instead plot 2-dimensional “slices” of X . In every case examined, these plots reveal that each service configuration, rather than being used in arbitrary locations, is instead the choice in a smooth, connected region of X . Moreover, under polynomial costs, these regions have a nice, cone-like structure. Thus, these geometric results might be exploitable to create simple decision rules, rules which do not require computing the backlog cost for each element of S at each step. In the following sections, we first prove some results for general convex, additive costs. We then expand these results for the case where also each cost component is a polynomial of the corresponding backlog. A. Directional Optimality Under General Costs Before beginning our analysis, we need to expand the service vector notation defined earlier. To this end, let:



Si ≡ (si1 , si2 , . . . , siQ )



i = 1 . . . |S|



(32)



We can now show the following result: Theorem 4: Suppose that C(·) is additive, convex, and strictly increasing as before. Then, if Si is the myopic choice at X and:



sij ≥ skj



∀k 6= i



(33)



then Si is also the myopic choice at X + nej for all non-negative integers n.1 For example, if we have S = {(0, 1), (1, 0)}, and if S1 = (0, 1) is a myopic choice at (x, y), then S1 must also be a myopic choice at (x, y + n) for all positive integers n. 1e



j



is the unit vector in X whose j th component is 1.
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Illustration of theorem 4 implications for |X | = 2 with S = {(0, a), (b, 0)} for a > 0, b > 0. X1 and X2 are the regions over which



each service vector is the myopic choice. Cases like the one on the left are impossible, whereas cases like the right are possible.



Proof: By assumption, we have that:



C(X − X ∧ Si ) ≤ C(X − X ∧ Sk )



∀k 6= i



(34)



Now, consider some X 0 = X + nej for arbitrary n > 0. It follows by construction that: C(X 0 − X 0 ∧ Sl ) − C(X − X ∧ Sl ) = cj (x0j − x0j ∧ slj ) − cj (xj − xj ∧ slj )



∀l



(35)



and also, by convexity and the assumptions on sij that: cj (x0j − x0j ∧ sij ) − cj (xj − xj ∧ sij ) ≤ cj (x0j − x0j ∧ skj ) − cj (xj − xj ∧ skj )



∀k 6= i



(36)



Hence, putting everything together, we have that: C(X 0 − X 0 ∧ Si ) =



C(X − X ∧ Si ) + cj (x0j − x0j ∧ sij ) − cj (xj − xj ∧ sij )



≤



C(X − X ∧ Sk ) + cj (x0j − x0j ∧ skj ) − cj (xj − xj ∧ skj )



=



C(X 0 − X 0 ∧ Sk )



(37)



∀k 6= i



So, Si must be the myopic choice at X 0 , as claimed. The above result does not necessarily imply that the region for any arbitrary S is connected or conic. However, as shown in the figure below, it does rule out many possible types of configurations, particularly when S is orthogonal.
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B. Polynomial Costs and Cone-Like Geometry In many applications, it seems reasonable to assume that the C(·) component functions are not only convex and strictly increasing in x ≥ 0, but also are polynomial in the appropriate argument, i.e. that:



fi (xi ) =



n X



cij xji



i = 1...Q



(38)



j=1



for some real constants (ci1 , ci2 , . . . , cin )2 and positive integer n. In this case, we have discovered that the regions over which each service vector is the myopic choice appear cone-like. We use the term cone-like, rather than conic because these regions are not exactly cones in the formal, mathematical sense. This result, however, seems to hold for any generalized S and any choice of constants in the cost functions above, provided that each fi (·) is convex and strictly increasing, as assumed throughout this report. In the following sections, we provide some examples to illustrate this cone-like property in more detail and then give some mathematical intuition for our result. 1) Some Examples: Consider the following simple, 2-dimensional example: S C(x1 , x2 )



= {(1, 0), (0, 1)} = a1 x21 + a2 x22



(39)



where a1 and a2 are positive constants. A myopic policy in this case involves picking, at each point in X , the queue for which removing one packet will achieve the smallest cost in the next step. Assume that in the event of ties, queue 1 (corresponding to S = (1, 0)) is chosen. This latter service vector is thus used at all points satisfying: a1 (x1 − 1)2 + a2 x22 ≤ a1 x21 + a2 (x2 − 1)2



(40)



or, equivalently, at all points for which:



x1 ≥



a1 a1 − a2 x2 + a2 2a1



(41)



Thus, when plotted in the x-y plane, the regions over which each service vector is the myopic choice are separated by a line of positive slope. Thus, the regions are cone-like, in the sense that they are separated by such a line, but not exactly conic in the formal sense if the intercept term is non-zero. Solving for these “dividing curves” analytically is harder if not impossible in more complex examples. However, as shown in the figures below, the cone-like geometry described above seems to appear in other, non-quadratic cases as well.3 2 The



x0i term is irrelevant from a minimization standpoint and is thus omitted.



3 Note



that we have restricted our attention to cases where |X | = 2. However, similar geometry is seen if slices are taken in higher dimensional



examples.
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Myopic service vector choice with C(X) = x31 + 10x1 + 2x32 and S = {(0, 1), (1, 0)}. The latter two service configurations are



represented by downward and leftward arrows, respectively.



2) Mathematical Intuition: In the analysis above, we have described a myopic decision as one that achieves the smallest one-period cost after servicing. However, such a decision can equivalently be described as the service ˆ i.e. the decision that achieves the greatest decrease in one-period cost. vector choice that maximizes C(X) − C(X), Assume for now that each component of C(X) is a polynomial of the same degree, n. Also, assume X is sufficiently far in the interior of X so that X ∧ S = S ∀S ∈ S. Then, applying a first-order Taylor expansion, we have that: ˆ C(X) − C(X)



= C(X) − C(X − S) = hS, ∇C(X)i + ²(X, S)



(42)



where ²(·) is an “error” function that results from non-linearities in C(·). It then follows that a myopic choice at X is a service vector maximizing the right hand side of the expression above over all S ∈ S. However, because of the assumptions made on C(·), we have that ∇C(X) and ²(X, S) are both componentwise polynomial with: ∇C(X)i



∼



O(xn−1 ) i



²i (X, S)



∼



O(xn−2 ) i



(43)



This suggests that if we start at a point X > 0, and move out along a ray defined by αX for α > 1, then eventually:
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Fig. 5. Myopic service vector choice with C(X) = x41 + 2x42 and S = {(0, 3), (3, 0), (2, 2)}. The latter service configurations are represented by downward, leftward, and diagonally downward arrows, respectively.



arg maxhS, ∇C(αX)i + ²(αX, S) = arg maxhS, ∇C(αX)i S∈S



(44)



S∈S



and also: ¯ arg maxhS, ∇C(αX)i = arg maxhS, ∇C(αX)i S∈S



(45)



S∈S



¯ where C(·) includes only the terms of highest power from C(·). In other words, for any interior X, there must exist some α∗ beyond which the highest power gradient terms (in this case, those of power n − 1) dominate both the lower power gradient terms and the error function. But if this is the case, then the same S ∗ must maximize the expression above for all α > α∗ since: ci xn−1 > cj xn−1 ⇔ ci (αxi )n−1 > cj (αxj )n−1 i j



∀α > 0



(46)



In the case that some C(X) components are of higher order than others, the ones with the highest orders will dominate. Thus, along any ray, an S that services only queues with lower order cost terms will eventually disappear. Therefore, in the polynomial cost case, myopic behavior leads to asymptotic cones in X . Unfortunately, this result does not fully explain why the “dividing curves” seen in the previous section are nearly or exactly linear when all
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cost components are of the same degree. However, we hypothesize that these boundaries result from some kind of weighted gradient matching like the one above, with error-induced offsets. This is supported by the observation that the slopes of these “dividing curves” are nearly the same as those that would occur under a pure, weighted gradient matching algorithm. However, this requires more work to prove formally. 3) Implications for Implementation: In many systems, such as the N × N crossbar switch, the number of possible service configurations scales exponentially or factorially in the system size. Thus, in these cases, it is often impractical to evaluate the one-period backlog cost for each element in S. As discussed in [6], however, conic geometry projects nicely into a graph where each node represents a cone and each edge represents a boundary between adjacent cones. Thus, given that a particular service vector, say S, is the myopic choice at time t, it might be sufficient at time t + 1 to evaluate the cost function only for those nodes (i.e. cones) adjacent to S. Thus, depending on the specifics of this geometry, the number of operations required at each step could be reduced significantly. Of course, in our case we don’t have exact cones, particularly if we are close to the origin. However, the similarity in geometry suggests that the regions we are seeing in X could also be projected into a graph and used to create simplifying heuristics. This is an area for future work. VI. C ONCLUSION AND E XTENSIONS In this report, we have thus explored finite horizon cost-minimization in systems that can be modeled as parallel queues serviced deterministically in discrete time. We have shown that in several special cases, the optimal policy is myopic leading to a cone-like geometry in the system state space. Research by others suggests that such a geometry can be exploited to create simple decision heuristics, even in cases where |S| is very large. Even within the boundaries of the simple model we have considered, many directions for future work remain: •



Myopic heuristics for generalized S: As mentioned previously, in many systems we have that S is neither orthogonal nor complete, but rather somewhere in between. In these cases, our initial exploration suggests that even if a myopic policy is not optimal, it is very close to optimal in most cases. One nice extension would be to quantify this “closeness” so that the use of such myopic heuristics is formally justified. Such heuristics could also be developed for cases in which A(t) does not meet the conditions of the previous theorems.



•



Partitioning service choices in systems with non-orthogonal S: In cases where S is non-orthogonal, it might still be possible to partition S into non-trivial, orthogonal subsets. Then, we can heuristically control cost by choosing S from one such subset at each time slot, switching subsets if necessary at fixed time intervals. Future work might examine how to choose the “best” orthogonal subset to use, how frequently to make this evaluation and switch subsets, how close to optimal this type of policy is, etc.



•



Graph projection of myopic policies: As discussed in the previous section, it might be possible to map the regions created by myopic behavior into a graph. Such a graph could then be used to simplify the online process required to pick a myopic policy.



In addition, we have obviously made some simplifying assumptions in the model itself. Below are some possible
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extensions of the model we use, results for which could make our research applicable to resource allocation problems in a wider variety of applications: •



Configuration costs: As mentioned at the beginning of this report, in many cases we have that some service choices are more costly than others. This can be incorporated into the above model by assuming that, at each time step, the operator pays not only backlog cost, but also a setup cost that is a function of the chosen S. Some initial exploration into this area suggests that the optimal policy, while not myopic, has a conic structure similar to the one above.



•



Parallel-serial systems: In manufacturing and other environments, jobs are often processed more than once in their sojourn through a system. As discussed in [7], it is easy to extend the model above to allow for such serial processing; we need only make some service vector components negative with the interpretation that negative service is equivalent to arrivals from other queues in the system. The implications of this for optimal cost would be an interesting topic for future study.



•



Random service times: In the analysis above, we assume deterministic service times, an assumption that is unrealistic in certain applications. One way of handling this would be to associate with each service vector a vector of Bernoulli success probabilities and then calculate actual departures with a series of “coin-flips”. Our initial analysis suggests that this does little to change the geometry discussed above and that, moreover, the optimal policy is sometimes greedy with respect to the expected backlog cost after servicing. This, however, requires more work to prove. R EFERENCES
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