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Abstract The generalized group divisible designs with s groups, or GGDD(s)s, are de ned in terms of the elements of the information matrix, rather than in terms of the elements of the concurrence matrix as has been done previously. This de nition extends the class of designs to include nonbinary members, and allows for broader optimality results. Several sucient conditions are derived for the designs to be E- and MV-optimal. It is further shown how augmentation of additional blocks to certain GGDD(s)s produces in nite series of other nonbinary, unequally replicated E- and MV-optimal block designs. Where nonbinary designs are found, they can be preferable to binary designs in terms of interpretability as well as one or more formal optimality c 1998 Elsevier Science B.V. All rights reserved. criteria. Keywords: Block design; Nonbinary design; Generalized group divisible design; E-optimality; MV-optimality



1. Introduction Consider the problem of determining optimal designs for use in experimental settings where v treatments are arranged in b blocks of size k. Let D(v; b; k) denote the class of all connected block designs which are available in such a setting and let d denote some design in D(v; b; k). Observe that each d ∈ D(v; b; k) has associated with it a v × b incidence matrix Nd whose entries ndij are nonnegative integers indicating the number of times treatment i occurs in block j. The matrix Nd NdT is referred to as the concurrence matrix of d, and its entries are denoted by dij . It is assumed that v¿k. The reduced normal equations for estimating the treatment eects  under the appropriate two-way additive model for d are Cd ˆ = Q ∗ 1



(1)
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where Cd = diag(rd1 ; : : : ; rdv ) − (1=k)Nd NdT , Q = Td − (1=k)Nd Bd , Bd is the vector of block totals in d, Td is the vector of treatment totals, rdi is the number of times treatment i is replicated, and diag(rd1 ; : : : ; rdv ) is a v × v diagonal matrix. The matrix Cd in Eq. (1), called the information matrix or C-matrix of the design, is known to be positive semi-de nite with zero row and column sums. Letting x be any positive real number, de ne Tdx to be the matrix Tdx = Cd + xJvv , where Jmn is the m × n matrix of ones. Then ˆ = Tdx−1 Q is a solution to the normal equations and the covariance matrix of ˆ is cov() ˆ = Tdx−1 . Choice of a design d is usually based on some optimality criterion de ned on the matrices {Cd : d ∈ D}. Let zd0 = 0¡zd1 6 · · · 6zd; v−1 denote the eigenvalues of Cd . The optimality criteria considered here for selecting designs in D(v; b; k) are the E- and MV-criteria introduced by Ehrenfeld (1955) and Takeuchi (1961) respectively. The E-criterion chooses those designs in D(v; b; k) whose C-matrices have minimal nonzero eigenvalue of maximum size, and is equivalent to nding those designs which minimize the maximum variance among all estimates obtained for normalized constrasts P P 2 i=1 li i where i=1 li = 1. Thus an E-optimal design is a type of minimax design. In many experiments, the primary interest lies not in arbitrary treatment contrasts, but in the simple dierences in the eects that the treatments under study have on the various experimental units. In that case a dierent minimax criterion, the MV-criterion, is preferred. An MV-optimal design minimizes the maximum variance over all paired treatment contrasts among all the designs in D(v; b; k). In Section 2 a generalized group divisible design with s groups, or GGDD(s), is de ned in terms of the elements of the information matrix Cd , instead of in terms of the elements of the concurrence matrix Nd NdT as done by Adhikary (1965) and extended by Jacroux (1982). This de nition generalizes the class of designs to include nonbinary members, and allows for broader optimality results. Several sucient conditions are derived for designs to be E-optimal. It is also shown how augmentation of additional blocks to certain GGDD(s)s produces in nite series of other nonbinary, unequally replicated E-optimal block designs. Section 3 deals with the MV-optimality of GGDD(s)s. Some sucient conditions are derived for certain types of GGDD(s)s to be MV-optimal in the class D(v; b; k), typically with bk=v not being an integer, correcting and generalizing some previous work in this area. Section 4 discusses the applicability of optimal designs that are nonbinary. The greatest integer not exceeding the number x will be denoted by int(x). For a class D(v; b; k), the symbols r and  will denote int(bk=v) and int(r(k − 1)=(v − 1)), respectively. Also, c will denote the number r(k − 1)=k, and cdij will be used for (Cd )ij .



2. E-optimality De nition. The design d ∈ D(v; b; k) is called a GGDD(s) if the treatments in d can be divided into s mutually disjoint sets V1 ; : : : ; Vs of size v1 ; : : : ; vs such that
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(1) for g = 1; : : : ; s and all i ∈ Vg , cdii = rdi − dii =k = cg , where cg depends on the set Vg but not otherwise on the treatment i, (2) for g; h = 1; : : : ; s and all i ∈ Vg and j ∈ Vh , with i 6= j if g = h, dij = gh , where gh depends on the sets Vg and Vh but not otherwise on the treatments i and j. Assume that the sets V1 ; : : : ; Vs in the above de nition are arranged so that the cg ’s are in nonincreasing order: c1 ¿c2 ¿ · · · ¿cs . If |Vg | = 1, de ne gg to be zero. Among designs satisfying the de nition of a GGDD(s) are the GGDD(1)s, which have completely symmetric information matrices, that is, information matrices of the form I + J for constants  and . Balanced incomplete block designs and the nonbinary designs satisfying Theorem 1 of Morgan and Uddin (1995) are GGDD(1)s with known optimality properties. Group divisible partially balanced incomplete block designs with two associate classes (which are GGDD(2)) and concurrence parameters diering by one, and some previously studied binary GGDD(s)s are also E-optimal in D(v; b; k); see Takeuchi (1961) and Jacroux (1982). The goal here is to obtain a result providing E-optimality conditions for members of the wider class of GGDD(s)s as de ned above. The following lemma will be needed in this regard. Lemma 2.1 (Jacroux, 1982). Let d ∈ D(v; b; k) have incidence matrix Nd and thus C-matrix Cd = diag(cd11 + d11 =k; : : : ; cdvv + dvv =k) − 1=k(Nd NdT ). Also let M denote a set containing m6v − 1 treatments whose cdii ’s are equal to c = r(k − 1)=k. Then (1) zd1 6cdii v=(v − 1) for all i = 1; : : : ; v. (2) If i; j ∈ M , then zd1 6(kc + dij )=k. (3) If for all i; j ∈ M with i 6= j, dij ¿z for some z¿0, then zd1 6[kc − (m − 1)z]v= (v − m)k. Theorem 2.2 uses Lemma 2.1 to generalize Theorem 2.3 of Jacroux (1982). Theorem 2.2. Let D(v; b; k) be a class of designs such that bk = vr + p for some 06p¡v; r(k − 1) = (v − 1) + q for some 06q¡v − 1; and v6(v − p)(v − q). Now let d∗ ∈ D(v; b; k) be any GGDD(s) satisfying the following conditions: (1) cg ¿c for g = 1; : : : ; s (2) if cg = c then gg = . (3) if cg ¿c then kcg + gg ¿kc + . (4) for g 6= h, gh =  + e for some e¿0 such that v( + e)¿kc + . Then d∗ is E-optimal in D(v; b; k). Proof. For d∗ satisfying the conditions of the theorem, write Cd∗ in block form with matrices (cg + gg =k)Ivg − gg =k Jvg vg along the main diagonal, and matrices [−( + e)=k]Jvg vh elsewhere, g; h = 1; : : : ; s and g 6= h. It follows that Cd? has s − 1 eigenvalues equal to v( + e)=k, and vg − 1 eigenvalues equal to cg + gg =k for g = 1; : : : ; s. Also, since cg ¿c for all g, and bk = vr +p, d? has at least v−p treatments replicated exactly
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r times. Hence cg = c is achieved and zd? 1 = (c + =k) = (vr(k − 1) − q)=k(v − 1), the E-value of d∗ . Suppose d ∈ D(v; b; k) is E-better than d? . If d has some treatment replicated r − z times for z¿1 then by Lemma 2.1(1), zd1 6



(r − z)(k − 1)v (r − 1)(k − 1)v r(k − 1) +  6 ¡ = zd? 1 : (v − 1)k (v − 1)k k



Thus d must have all treatments replicated at least r times. Hence at least v − p treatments are replicated exactly r times, and if any of these treatments occur more than once in a block, then again by Lemma 2.1(1), zd1 6 (c − 2=k)(v=(v − 1)) = (vr(k − 1) − 2v)=k(v − 1) 6 (vr(k − 1) − q)=k(v − 1) = zd? 1 : Thus there are at least v − p treatments whose cdii ’s are exactly equal to c. Let M be the set of size m¿v − p containing the subscripts of treatments whose cdii ’s are exactly equal to c. If m = 1 (which implies that p = v − 1 and q = 0) then by Lemma 2.1(1) zd1 6(v=k) = ((r(k − 1) + )=k) = zd? 1 . Otherwise for i; j ∈ M , i 6= j, from Lemma 2.1(2), if dij 6 then zd1 6zd? 1 . Thus Cd can have zd1 ¿zd? 1 only if dij ¿ + 1 for all i; j ∈ M , i 6= j. The fact that (v − 1)( + 1)¿r(k − 1) implies (v − m)[(v − 1)( + 1) − r(k − 1)]6p[(v − 1)( + 1) − r(k − 1)]; that is, p[r(k − 1) − (m − 1)( + 1)]6(v − m)[r(k − 1) − (v − p − 1)( + 1)]: Also, v6(v − p)(v − q) gives v[r(k − 1) − (v − 1)] − v2 + v6p[r(k − 1) − (v − 1)] − pv which can be rewritten v[r(k − 1) − (v − p − 1)( + 1)]6p[r(k − 1) + ]: Using these facts in conjunction with Lemma 2.1(3) gives v (v − m)k v [r(k − 1) + ] 6 [r(k − 1) − (v − p − 1)( + 1)] 6 = zd? 1 ; pk k



zd1 6 [r(k − 1) − (m − 1)( + 1)]



a contradiction.
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Example 1. Consider the design d∗ for v = 9 and k = 5 with blocks given by the b = 12 columns 1 1 2 3 4



1 1 5 6 7



1 8 9 2 5



1 8 9 3 6



1 8 9 4 7



8 2 3 6 7



8 2 4 5 6



8 3 4 5 7



9 2 3 5 7



9 2 4 6 7



9 3 4 5 6



1 2 3 4 5



It is easy to see that d∗ is a GGDD(2) with V1 = {1; 2; 3; 4; 5}, V2 = {6; 7; 8; 9},



11 = 4, and 12 = 22 = 3, and satisfying all conditions of Theorem 2.2. So d∗ is E-optimal in D(9; 12; 5). As applications of Theorem 2.2, it will be shown that every block design meeting the MV-optimality conditions of Morgan and Uddin (1995) is E-optimal, and also how E-optimal designs with fewer blocks can be obtained from CSDs. For convenience, Morgan and Uddin’s result is stated rst. Theorem 2.3 (Morgan and Uddin, 1995). Let d? ∈ D(v; b; k) satisfy (1) Cd? is completely symmetric, P P (2) mini i0 6=i cd? i0 i0 = maxd∈D mini i0 6=i cdi0 i0 . Then d? is MV-optimal in D. Moreover, if d ∈ D and Cd 6= Cd? , then d? is MVsuperior to d. Corollary 2.4. Suppose d? ∈ D(v; b; k) satis es the conditions of Theorem 2.3. Then d? is E-optimal. Furthermore, d? is E-superior to every binary competitor. Proof. It is easy to see that necessary conditions for d? to satisfy Theorem 2.3 are that bk = vr + 1, and that v − 1 treatments must be replicated binarily r times each. It follows that the quantity r(k − 1)=(v − 1) =  is integer, and thus p = 1 and q = 0, which implies v6(v − p)(v − q). Since Cd? is completely symmetric, the conditions of Theorem 2.2 are immediate. The proof of Theorem 2.2 establishes that zd∗ 1 = v=k. To complete this proof, it will be shown that any binary competitor d has zd1 6(v − 1)=k. Suppose some treatment is replicated rdp ¡r times. Then by Lemma 2.1(1), v(k−1)



zd1 6



v(k − 1)rdp v(k − 1)(r − 1) v − (v−1) v − 1 6 = ¡ : k(v − 1) k(v − 1) k k



So assume rd1 = rd2 = · · · = rd; v−1 = r and rdv = r + 1. Since d is binary there are r + 1 blocks containing the vth treatment. So the total number of unordered pairs within blocks which contain the vth treatment is (r + 1)(k − 1) = (v − 1) + (k − 1), implying that there is at least one treatment, say i, which occurs exactly ( + l) times in these blocks for some l¿1. Thus ( + l)(k − 2) unordered pairs involving treatment i and treatments other than v are in these r + 1 blocks, and (r −  − l)(k − 1) such pairs are
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in the other blocks. So the total number of unordered pairs containing treatment i but not treatment v, is ( + l)(k − 2) + (r −  − l)(k − 1)¡(v − 2); which clearly shows that there exists at least one pair (i; j) for some j ∈ {1; 2; : : : ; v−1}, j 6= i, such that dij 6 − 1. An application of Lemma 2.1(2) now gives zd1 6



r(k − 1) +  − 1 v − 1 = : k k



Morgan and Uddin (1995) had established the result of Corollary 2.4 for k = 3 only. ˜ k) is a GGDD(1) with bk ˜ = vr˜ + p, Corollary 2.5. Suppose d ∈ D(v; b; ˜ for some ˜ ˜ − 1)=k for all i. Let 06p¡v; ˜  = r(k ˜ − 1)=(v − 1) is an integer; and cdii = c˜ = r(k w be an integer satisfying (v + k p)=k ˜ 2 6w, and write b = b˜ − w. If d? is the design obtained from d by deleting w mutually disjoint binary blocks, then d? is E-optimal in D(v; b; k). Proof. Observe that r and  for D(v; b; k) are r˜ − 1 and ˜ − 1 respectively. Also, bk = vr + p where p = v − wk + p, ˜ and r(k − 1) = (v − 1) + q where q = v − k. For g = 2; (1); w +1, let Vg contain the subscripts in the gth block deleted from d, and let V1 contain the remaining subscripts. Then d? is a GGDD(w + 1) with cg = c = r(k − 1)= k = c˜ − (k − 1)=k and gg =  for g = 2; (1); w + 1; c1 ¿c; and k c1 + 11 ¿k c +  where 11 = ˜ =  + 1. Also gh = ˜ =  + 1 for all g 6= h. The result now follows from Theorem 2.2 since (v + k p)=k ˜ 2 6w is equivalently v6(v − p)(v − q). Example 2. This design d ∈ D(13; 16; 5) is a GGDD(1). With p˜ = 2 in Corollary 2.5, deletion of w¿1 disjoint blocks will leave an E-optimal d∗ ∈ D(13; 16 − w; 5). Since no two blocks of d are disjoint, the limit for deletion is w = 1. 10 10 10 10 1 3 2 4 9 5



10 10 6 7 8



10 10 11 12 13



1 2 3 11 6



4 5 6 11 9



7 1 2 3 8 4 5 6 9 7 8 9 11 11 11 12 3 12 13 13



1 5 9 12 8



2 6 7 12 5



3 4 8 12 2



1 6 8 13 4



2 4 9 13 7



3 5 7 13 1



Example 3. Starting with the series of GGDD(1)s with v = 3t + 2, b = 3t 2 + 3t + 1, and k = 3 for t¿1 from Morgan and Uddin (1995), and applying Corollary 2.5, gives the new series of E-optimal designs with parameters v = 3t + 2, b = 3t 2 + 3t + 1 − w, and k = 3, for all t¿1 and (3t + 5)=96w6t. The required w disjoint blocks can always be found.
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Example 4. Let d be this GGDD(1) with v = 8 and k = 3: 8 8 7



8 1 2



8 3 4



8 5 6



8 1 3



8 2 5



8 4 6



7 1 6



7 2 4



7 3 5



1 4 5



2 3 6



3 4 6



1 2 4



2 3 5



4 5 7



5 6 1



6 7 2



7 1 3



Any design d? obtained from d by deleting two disjoint binary blocks is E-optimal. Example 5. Srivastav (1996) has established the existence of the series of GGDD(1)s with parameters v = 2t + 1, b = 4t − 1, and k = t + 1, where 2t − 1 is a prime or prime power. Deletion of a single block yields the new series of E-optimal designs with parameters v = 2t + 1, b = 4t − 2, and k = t + 1. An interesting question is whether, when Corollary 2.5 requires w¿1, deletion of fewer blocks will still result in an E-optimal design. We suspect that the answer will often be yes, but unfortunately the result is not amenable to the current technique, for the condition v6(v − p)(v − q) of Theorem 2.2 in this case fails. Next shown is how other nonbinary, unequally replicated E-optimal designs can be obtained by adding blocks to certain GGDD(s)s. Theorem 2.6. Let D(v; b; k) be a class of designs for which v; b; k; r and  satisfy the conditions of Theorem 2.2, and let d? ∈ D(v; b; k) be a GGDD(s) as described in ˆ ˆ Theorem 2.2. Now let b¿0 be an integer such that p + bk6(v − 1) and v6(v − p − ˆbk)(v − q). If dˆ is any design with members of the same treatment set arranged in bˆ  k), blocks of size k, then the design d having N d = (Nd? ; Ndˆ) is E-optimal in D(v; b; ˆ where b = b + b. Proof. By Theorem 2.2, d? is E-optimal in D(v; b; k) with zd? 1 = [r(k − 1) + ]=k.  k) Since C d = Cd? + Cdˆ and Cdˆ is positive semide nite, zd1 ¿zd? 1 . Now let d ∈ D(v; b; be arbitrary. Applying Lemma 2.1(1) and comparing to zd? 1 shows that if d is to be ˆ E-optimal, then rdi ¿r for all i, and d is binary. Thus there are at least v − p − bk ˆ treatments whose cdii ’s are exactly equal to c. Let M be the set of size m¿v − p − bk containing the subscripts of treatments whose cdii ’s are exactly equal to c. As in the proof of Theorem 2.2, if i; j ∈ M for i 6= j and dij 6, then zd1 6zd? 1 6z d1  . So Cd can only if  ¿ + 1 for all i; j ∈ M and i = 6 j. The fact that (v − 1)( + have zd1 ¿z d1  dij 1)¿r(k − 1) implies ˆ (p + bk)[r(k − 1) − (m − 1)( + 1)] ˆ − 1)( + 1)]: 6(v − m)[r(k − 1) − (v − p − bk ˆ Also v6(v − p − bk)(v − q) gives ˆ − 1)( + 1)]6(p + bk)[r(k ˆ v[r(k − 1) − (v − p − bk − 1) + ]:
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Using these inequalities with Lemma 2.1(3) gives zd1 6[r(k − 1) − (m − 1)( + 1)]v=(v − m)k ˆ − 1)( + 1)]v=(p + bk)k ˆ 6[r(k − 1) − (v − p − bk 6 [r(k − 1) + ]=k = zd? 1 6z d1  :   Hence zd1 6z d1  , and since d was arbitrary in D(v; b; k), d is E-optimal in  D(v; b; k). An interesting fact about designs satisfying Theorem 2.6 is that they need not be GGDDs. However one would generally pay attention to other design criteria, including the structure of the C-matrix relative to the structure of the treatment set, in choosing the blocks to add. Example 6. This GGDD(1) d? ∈ D(9; 15; 5) has p = 3, so addition of any one block of size 5, be it binary or not, produces an E-optimal design d ∈ D(9; 16; 5). 1 1 1 1 2



1 3 6 9 8



1 4 7 3 9



1 5 8 4 3



1 6 9 5 4



1 7 3 6 5



1 8 4 7 6



1 9 5 8 7



2 3 6 9 8



2 4 7 3 9



2 5 8 4 3



2 6 9 5 4



2 7 3 6 5



2 8 4 7 6



2 9 5 8 7



The proof of the following corollary follows immediately from Theorem 2.6 upon using the facts stated in the proof of Corollary 2.5. Corollary 2.7. Suppose d? ∈ D(v; b; k) satis es the conditions of Theorem 2.3, and let ˆ ˆ b¿0 be an integer such that bk6v − 2. If dˆ is any design with members of the same ˆ treatment set arranged in b blocks of size k, then the design d having N d = (Nd? ; Ndˆ)  k), where b = b + b. ˆ is E-optimal in D(v; b; Example 7. Corollary 2.7 applied to the series of designs with parameters v = 3t + 2, b = 3t 2 + 3t + 1, and k = 3 from Morgan and Uddin (1995) produces the E-optimal ˆ and k = 3, for every b6t ˆ series with parameters v = 3t + 2, b = 3t 2 + 3t + 1 + b, and t¿1. For instance, the starting design d ∈ D(8; 3; 19) in Example 4 can be augmented to give E-optimal designs in D(8; 3; 20) or D(8; 3; 21).



3. MV-optimality This section generalizes the ideas behind Theorem 2.6 of Jacroux (1983) to accomodate the broader class of GGDDs as de ned in Section 1, resulting in the MVoptimality of a wider class of block designs, including some nonbinary, unequally replicated designs. But before doing so, an error in Jacroux’s (1983) theorem needs
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to be pointed out. In the proof, it is stated that one can easily see that the maximum variance of an elementary contrast using the proposed design d? is (in our notation) 2k=[r(k − 1) + ss ] = m? . This is not always true under the conditions given there, and hence designs satisfying those conditions need not be MV-optimal, as shown by the following counterexample. Example 8. For v = 9, b = 17, and k = 3, consider the designs d1 and d2 : d1 :



7 7 7 7 7 8 8 8 9 9 9 1 1 1 2 2 5 8 8 1 3 5 1 2 4 1 2 3 4 2 5 5 4 6 9 9 2 4 6 3 6 5 5 4 6 6 3 4 3 6 3



d2 :



1 2 3



4 5 6



7 8 9



1 2 3



4 5 6



1 2 3



4 5 6



7 8 9



1 2 4 5 7 8



3 6 9



1 5 9



4 8 3



7 2 6



1 8 6



4 2 9



7 5 3



The MV-value of d1 , which does not have generalized group divisible structure, is 0:5154. That of the GGDD(3) d2 , which satis es Jacroux’s (1983) Theorem 2.6 and has 33 = 2, is 0.5222. The corresponding value of m∗ is 0:5. To nd the correct condition to make m? the maximum variance, we have explicitly calculated the variances of elementary contrasts for the proposed d? in the proof below, resulting in simpler conditions that apply to the broader class of GGDDs including binary and nonbinary designs. With respect to the MV-optimality of designs in D(v; b; k) where bk=v is not an integer, the only results known to the authors are those given by Jacroux (1983) and Morgan and Uddin (1995). The latter authors also establish an in nite series of MV-optimal nonbinary block designs that are MV-superior to all binary block designs of the same parameters. The following lemma, which is one of the key tools in MV-optimality arguments, will be needed. Lemma 3.1 (Takeuchi, 1961). Let d ∈ D(v; b; k) be arbitrary. Then for any i and j; i 6= j, the variance with which i − j is estimated in d satis es − j )¿4k=((rdi + rdj )(k − 1) + 2 dij ): Var (i[ Theorem 3.2. Let D(v; b; k) be a class of designs such that bk = vr + p for some 06p6v − 2, and r(k − 1) = (v − 1) + q for some 06q¡v − 1. Let d? ∈ D(v; b; k) be any GGDD(s) satisfying (1) ss ¿int((pk + 2r(k − 1))=2(v − 1)), (2) cg ¿c for 16g6s − 1, and cs = c, (3) gg ¿ ss for 16g6s − 1, (4) for 16g; h6s with g 6= h, gh = 1s ; that is, gh is constant in g 6= h, (5) ( gg + (v − 1) 1s )=[v 1s (kcg + gg )]+( hh + (v − 1) 1s )=[v 1s (kch + hh )]62=(kc + ss ) for 16g; h6s with g 6= h. Then d? is MV-optimal in D(v; b; k).
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Proof. Let d? be as described in the theorem and consider the matrix Td? x de ned in Section 1. Putting x = 1s =k gives Td? x = (1=k) diag((kcg + gg )I vg + ( 1s − gg )Jvg ) so that   ( 1s − gg ) 1 −1 Td? x = k diag Jv : Iv − kcg + gg g (kcg + gg )[(kcg + gg ) + vg ( 1s − gg )] g The relationship Cd? 1 = 0 implies kcg + gg + vg ( 1s − gg ) = v 1s and thus    ( gg − 1s ) 1 Td−1 I = k diag + J : vg vg ?x (kcg + gg ) v 1s Since p6v − 2, there exist at least two treatments which are replicated exactly r times by d∗ , and no one of these treatments forms a group by itself. For suppose one of these treatments is alone in a group. Then without loss of generality, there exist two groups, say Vs−1 and Vs , such that |Vs−1 | = 1 and |Vs | = vs , and cs−1 = cs = c. By inspection of the C-matrix of d? , it follows that c − 1s (v − 1)=k = 0, and c − ss (vs − 1)=k − 1s (v − vs )=k = 0. Together these imply that ss = 1s , so that Vs−1 and Vs are in fact parts of the same group. Therefore, if i; j ∈ Vg , then conditions (2) and (3) imply − j ) = Var (i[



2k 2k 6 (kcg + gg ) (kc + ss )



with equality for g = s. If for g 6= h, i ∈ Vg and j ∈ Vh , Var (i[ − j ) =



k( gg − 1s ) k k( hh − 1s ) k + + + : (kcg + gg ) (kch + hh ) v 1s (kcg + gg ) v 1s (kch + hh )



So if m? = 2k=(kc + ss ) is to be the largest of the elementary contrast variances, it must be greater than or equal to k( gg + (v − 1) 1s ) k( hh + (v − 1) 1s ) + v 1s (kcl + gg ) v 1s (kch + hh ) which is condition (5). With this in mind, let d ∈ D(v; b; k) be arbitrary and rd1 ¿rd 2 ¿ · · · ¿rdv . If rdv ¡r then Var (i[ − v )¿4k=((rdi + rdv )(k − 1) + 2 div ) = 4k=Aiv where Aiv = (rdi + rdv )(k − 1) + 2 div . Consider v−1 P i=1



 Aiv = (k − 1) (v − 1)rdv +



v−1 P i=1



 rdi + 2



v−1 P i=1



 div



6(k − 1){(v − 1)rdv + bk − rdv } + 2rdv (k − 1) = bk(k − 1) + vrdv (k − 1) 6(k − 1)(vr + p) + v(k − 1)(r − 1) = 2kc(v − 1) + (2r + p − v)(k − 1):
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Since each Aiv is an integer, and using condition (1), min



16i6v−1



Aiv 6 2kc + int((2r + p − v)(k − 1)=(v − 1)) 6 2(kc + ss ):



Thus if rdv ¡r, it follows from Lemma 3.1 that max Var (i[ − v )¿2k=(kc + ss ) = m? :



16i6v−1



So now assume rdv = r and observe that since bk = vr + p, d must have at least v − p¿2 treatments which are replicated exactly r times, that is, rd;p+1 = · · · = rdv = r. If  dij 6 ss for some i 6= j and p + 16i; j6v, then again by Lemma 3.1, maxi6=j Var (i[ − j )¿m? : Thus the only way d can have Var(i[ − j )¡2k=(kc + ss ) = m? for



all i 6= j is if  dij ¿ ss + 1 for all i 6= j and p + 16i; j6v. However, if this happens and Aiv is as de ned earlier, then p P i=1



Aiv =



p P i=1



[(rdi + rd v )(k − 1) + 2 div ] "



= rp(k − 1) + (k − 1)(bk − r(v − p)) + 2 kcdvv −



v−1 P i=p+1



#  div



6 rp(k − 1) + (k − 1)(bk − r(v − p)) + 2k [cdvv − (v − p − 1)( ss + 1)=k] = p[2(kc + ss ) + k + 1] + 2[r(k − 1) − (v − 1)( ss + 1)]: Again on using the fact that each Aiv is an integer, min



16i6v−1



Aiv 6 min Aiv 16i6p   2[r(k − 1) − (v − 1)( ss + 1)] 6 int 2(kc + ss ) + k + 1 + p



so that another application of Lemma 3.1 will give the result provided the right-hand side of this inequality is no greater than 2(kc + ss ). This will be true whenever k +1+



2[r(k − 1) − (v − 1)( ss + 1)] ¡1; p



or equivalently, when



ss ¿



pk + 2r(k − 1) − 2(v − 1) : 2(v − 1)



The last inequality is implied by condition (1).
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It is easy to observe that Theorem 2.3, when specialized to the proper block design setting, is a special case of Theorem 3.2. Incidentally, design d2 of Example 8 fails condition (5) of this theorem. Example 9. Consider this d ∈ D(6; 11; 3): 2 3 4



3 4 5



4 5 6



5 6 2



6 2 3



1 2 4



2 3 1



1 4 6



1 5 5



1 6 3



2 3 5



Putting V1 = {2; 3} and V2 = {1; 4; 5; 6}, d is a GGDD(2) with 11 = 4 and 12 = 22 = 2. All conditions of Theorem 3.2 are satis ed with p = 1. So d is MV-optimal in D(6; 11; 3). Example 10. This design is a GGDD(2) with V1 = {1; 2; 3} and V2 = {4; 5; 6; 7; 8}. It satis es the conditions of Theorem 3.2 for p = 2, so is MV-optimal in D(8; 39; 3). 8 8 7



8 1 2



8 2 3



8 3 4



8 4 5



8 5 6



8 6 1



7 1 4



7 2 5



7 3 6



1 3 5



2 4 6



1 2 4



2 3 5



3 4 6



4 5 7



5 6 1



6 7 2



7 1 3



7 7 6



7 1 2



7 2 3



7 3 4



7 4 5



7 5 8



7 8 1



6 1 4



6 2 5



6 3 8



1 3 5



2 4 8



1 2 4



2 3 5



3 4 8



4 5 6



5 8 1



8 6 2



6 1 3



1 2 3



Corollary 3.3. Suppose d? ∈ D(v; b; k) is a GGDD(1) with bk = vr + p˜ for some 06p¡v; ˜  = r(k − 1)=(v − 1) is an integer; and cdii = c for all i = 1; : : : ; v. Let d be any design obtained from d? by adding bˆ binary blocks containing disjoint sets of treatments, where bˆ satis es ˜ ˆ 2(v − 1) − pk : b6 k2  k), where b = b + b. ˆ Then d is MV-optimal in D(v; b; Proof. Write s = bˆ + 1. For g = 1; : : : ; s − 1, let Vg contain the treatments in the gth added block; Vs contains the remaining treatments. Then c1 = · · · = cs−1 = c+(k − 1)=k,  = vr + p cs = c, gg =  + 1 for g6s − 1, ss = , and gh =  for all g 6= h. Also, bk ˆ + p. where p = bk ˜ ˆ + p)k=2(v ˆ Condition (1) of Theorem 3.2 is 2¿int((bk ˜ − 1) + 2), i.e. b¡ 2 . Veri cation of the remaining conditions of the theorem are simi(2(v − 1) − pk)=k ˜ larly straightforward.
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Example 11. Consider the design d? ∈ D(15; 53; 4) with blocks 1 1 1 2 2 5 8 7



1 1 1 1 1 1 1 3 4 5 6 7 8 9 5 6 7 8 9 10 11 11 12 13 14 15 3 4 2 6 9 8



2 2 2 2 2 2 7 8 9 10 11 12 10 11 12 13 14 15 9 10 11 12 13 14



1 10 12 5



1 11 13 6



1 12 14 7



1 13 15 8



1 14 3 9



2 13 3 15



2 14 4 3



2 15 5 4



2 3 6 5



2 4 7 6



1 15 4 10



along with two copies of the blocks 3 3 3 3 4 4 4 5 5 6 6 7 8 4 5 7 9 5 8 10 6 9 7 10 11 12 6 11 8 13 7 9 14 8 10 9 11 12 13 12 15 10 14 13 11 15 14 12 15 13 14 15 This d? is clearly a GGDD(1) with v = 15, k = 4 and  = 3, and for bˆ = 1 all conditions of Corollary 3.3 are satis ed. So the design obtained by adding any binary block to d? is MV-optimal in D(15; 54; 4). Example 12. Putting p˜ = 1 in Corollary 3.3 specializes it for the designs considered by Morgan and Uddin (1995). For instance, their designs with v = 3t + 2, b = 3t 2 + 3t + 1, and k = 3 produce the new in nite series of MV-optimal designs with v = 3t + 2, ˆ and k = 3, where b¡(6t ˆ − 1)=9. Corollary 2.7 shows that these b = 3t 2 + 3t + 1 + b, MV-optimal designs are also E-optimal (cf. Example 7). The following corollary is the corrected version of Corollary 2.9 of Jacroux (1983). Corollary 3.4. Suppose d? ∈ D(v; b; k) is a BIBD having parameters v; b; r; k = v=2 and . Let d be any design obtained from d? by adding 2t −1 blocks, t¿1; t of which contain treatments 1; : : : ; v=2 and t − 1 of which contain treatments v=2 + 1; : : : ; v. If (1) ( + t − 1)¿int([v2 + 4(r + t − 1)(v − 2)]=8(v − 1)); and (2) (v + t)=[(r + t)(v − 2) + 2( + t)]6(v + 1 − t)=[(r + t − 1)(v − 2) + 2( + t − 1)]: Then d is MV-optimal in D(v; b + 2t − 1; k). Proof. Observe that d is a GGDD(2) design with V1 = {1; 2; : : : ; v=2} and V2 = {v=2 + 1; v=2 + 2; : : : ; v}, and parameters b = b + 2t − 1, r = r + t − 1, p = v=2, 11 =  + t,



22 =  + t − 1 and 12 =  satisfying the conditions of Theorem 3.2. Example 13. Consider the BIBD d? having parameters v = 6; b = 10; r = 5; k = 3 and  = 2. Then the designs obtained from d? by adding 2t − 1 blocks as described in Corollary 3.4 are MV-optimal in D(6; 10 + 2t − 1; 3) for t = 1; 2.
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Theorem 3.2 does not cover settings with p = v − 1. The method of its proof does not apply in this case, for it is possible that |Vs | = 1 and hence that the MV-comparison need not occur within Vs ; this observation re ects another mistake in Theorem 2.6 of Jacroux (1983). To derive a result for p = v − 1, we will adapt a theorem of Jacroux (1987) from the test treatment versus control literature. Consider the experimental situation in which v − 1¿2 test treatments are to be compared to some standard treatment in a block design consisting of b blocks of size k. Let 1; 2; : : : ; v denote the v treatments being studied with v being used to denote the standard treatment and 1; 2; : : : ; v − 1 to index the test treatments. An excellent overview and many references on comparing test treatments with a standard treatment may be found in the survey paper of Hedayat et al. (1988). For this setting, Jacroux (1987) gave this de nition for a group divisible treatment design with (s + 1) classes, or GDTD(s + 1): De nition. The design d ∈ D(v; b; k) is a GDTD(s + 1) if it is a GGDD(s + 1) which for some integer r0 satis es (1) Vs+1 = {v} and cs+1 = r0 (k − 1)=k; (2) V1 ; : : : ; Vs are sets of the same size (v − 1)=s = v; (3) c1 = c2 = · · · = cs = r(k − 1)=k; where r = (bk − r0 )=(v − 1) is an integer, (4) for 16g 6= h6s, gh = 0 , gg = 1 , and g; s+1 = 2 . Clearly a GDTD(s + 1) is a GGDD(s + 1) with special structure. Hence optimality results for GDTD(s + 1)s are potentially useful for the ordinary block design setting. Theorem 3.5 below is an adaptation of Theorem 3.17 of Jacroux (1987), after straightening out some messy expressions for the current setting, and with some additional proof required. That theorem, which owing to its length will not be restated here, gives conditions for the MV-optimality of a GDTD(s + 1), but with respect only to test treatment versus control comparisons, and only within the class of designs for which one treatment (the control) is replicated a xed number r0 times. Theorem 3.5. For the setting D(v; b; k) in which 36k¡v; bk = vr + (v − 1); and  = r(k − 1)=(v − 1) is an integer, let d? be a GGDD(s + 1) satisfying the de nition of a GDTD(s + 1) with r0 = r;  0 =  + 1;  1 = 2 = ; and for which at least one of the following two inequalities holds: v[(k − 2)v − (k 2 + 3k − 6)]6v2 − v(k 2 + 4k − 6) + (k 3 − 8k + 9)



(2)



v[(k − 5)v − (k 2 − 3k − 6)]64v2 − v(k 2 + 2k + 9) + (k 3 + k + 6):



(3)



or



Then d? is MV-optimal in D(v; b; k). Proof. First note that the conditions imply that d? is binary, and that rd? v = r. Standard calculations show that elementary treatment contrasts are estimated by d∗ with three
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distinct variances, the largest of which involves treatment v and may be written as k m where m = (22 v + 2v − 3 + k + k − 1)=((v + k − 1)(v + v − 1)). Let d ∈ D(v; b; k) and suppose that d is MV-better than d? . Now d must have at least one treatment replicated at most r times, say rdv 6r. If rdv ¡r then cdvv 6((r − 1)(k − 1)=k) = ((v − 1) − (k − 1))=k and min (cdii + cdvv − 2cdiv ) 6



16i6v−1



v−1 P i=1



((cdii + cdvv − 2cdiv )=(v − 1))



= (tr (Cd ) + vcdvv )=(v − 1) = (2v(v − 1) − k + 1)=(k(v − 1)): Thus if rdv ¡r, it follows from Lemma 3.1 that − v )¿4k(v − 1)=(2v(v − 1) − k + 1) = md (say): max Var (i[



16i6v−1



 It must be shown that f1 (; v; k)¿0 for ¿1 and v¿4, or Let f1 (; v; k) = md − k m. equivalently that f1 ( + 1; v + 4; k)¿0 for ¿0 and v¿0. With some manipulation it can be shown that [k(v − 1)][(v + k − 1)(v + v − 1)]f1 ( + 1; v + 4; k) = 2 [v2 (2k 2 − 2k) + v(16k 2 − 16k) + (32k 2 − 32k)] + [v2 (6k 2 − 6k) + v(44k 2 − 44k) + (k 3 + 80k 2 − 81k)] + [v2 (4k 2 − 4k) + v(28k 2 − 28k) + (k 3 + 46k 2 − 48k)], which is clearly positive for the ranges of the variables involved. Hence it may be assumed that d has all treatments replicated at least r times, and has at least one treatment replicated exactly r times, say rdv = r. That is, one need only to prove that d? is MV-optimal in the class of designs with rdv = r. This problem is partially addressed by Jacroux’s (1987) Theorem 3.17; here treatment v with rdv = r serves the role of the control treatment, and r is the r0 of that theorem. If that theorem is ful lled, then for any d, − v )¿k m = max Var d? (i[ − j ); max Var d (i[ i



i6=j



proving d? is MV-optimal. Veri cation of conditions (3.18a)–(3.18d) of Jacroux’s (1987) Theorem 3.17 will thus complete the proof. The veri cations themselves involve expressions which, though always convertible to polynomials, are inordinately messy. For instance, with the help of the symbolic manipulation capability of the software MAPLE, we were able to rst show that condition (3.18b) is equivalent to positivity of a multivariate polynomial in , v, and k of degrees 12, 10, and 6, respectively, and then that the positivity always holds. MAPLE was also used for the messy veri cations of (3.18a) and (3.18c), and to simplify (3.18d) to conditions (2) and (3). Conditions (2) and (3) of Theorem 3.5 are not always met but are often so. For instance, they always hold if k65 or k¿(v − 5), if k = 6 for 63, and for all v612.
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Example 14. Consider this design d ∈ D(4; 5; 3): 1 2 3



1 2 4



1 3 4



2 3 4



1 2 3



This is a GGDD(2) with V1 = {1; 2; 3} and V2 = {4}, and for s = 1 the conditions of Theorem 3.5 are satis ed. Hence d is MV-optimal. 4. Nonbinary designs and the A-criterion Though the theorems of this paper are very general, covering both binarity and nonbinarity, most of the examples involve nonbinary designs. Indeed, demonstrating the E- and MV-optimality of nonbinary block designs is the main contribution, in that many of the results are already known when restricted to the binary class. Not yet addressed for these designs is the popular average or A-criterion, de ned by the P −1 of the eigenvalues of Cd . inverse of the harmonic mean (v − 1)= di We have found no nonbinary designs in this paper that cannot be at least slightly improved upon in the A-sense by a careful conversion to binarity. Can they nonetheless oer some advantage in situations where the A-criterion is given great (not sole) weight? Yes. What is gained is useful structure in the information matrix, that offers protection against poor behavior of individual estimates (E-optimality and MVoptimality) in addition to useful interpretability of patterns in the estimated contrast variances. The cost is often a very minor loss in terms of A-eciency. For example, form d1 ∈ D(9; 11; 5) by deleting the last block from the display of d∗ in Example 1. Then d1 is nonbinary but variance balanced: Cd1 is completely symmetric. For a binary competitor, it will usually be reasonable to demand that treatment replications vary by no more than one, though this forces the concurrence numbers  ij to vary by at least two. A reasonable and simply constructed choice is the cyclic design (12459) (mod 9) with the two additional blocks (13579) and (12468). The constant nonzero eigenvalue for d1 is 5:4. The eigenvalues for d2 are (6:386; 5:793; 5:753; 5:545; 5:471; 5:115; 5:086; 4:850); the A-, E-, and MV-eciencies of d1 relative to d2 are 0:988, 1:113, and 1:044. The 1:2% loss in the A-value will in most applications be more than compensated for, not just by gains in the other two criteria, but as importantly by the symmetric structure of Cd1 that is consistent with the structure of virtually any treatment set. Unless A-eciency is the only concern, d1 will usually be the better choice. Many other such comparisons are possible using the results of this paper. For instance, the augmentation method of Theorem 2.6 can create a number of competing E-optimal designs, with dierent A-eciencies and dierent structures in their Cmatrices. These are important when one wishes to choose a design that matches structure in the information matrix to that in a treatment set, or simply to get a nice, easily interpretable structure for any treatment set.
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The issue being raised here is not unlike that tackled by Bailey (1994) (Section 5) in the context of a discussion of the desirability of general balance in block designs, wherein she states: ‘: : : for structured treatments I would sacri ce 10% on the overall mean harmonic eciency factor to have a design more easily interpretable in terms of that treatment structure : : :’. The group divisible structure, which has been studied here, is after the completely symmetric, the most widely applicable, and the most easily interpretable, of all of the structures. When a mildly nonbinary GGDD also enjoys MVand =or E-optimality, it can be hard to argue for a binary design with a slight advantage in A-eciency and a messy structure. Another feature of this work is that once the existence of an optimal nonbinary design is determined, the precise criterion bound is also established. It will then sometimes be possible to prove the optimality of a binary competitor simply by calculating its criterion value. As one example, the binary design 1 2 3 7 6



4 5 6 7 2



1 4 5 7 3



2 3 6 8 4



1 6 2 8 5



3 4 5 8 1



7 8 9 2 1



7 8 9 3 5



7 8 9 4 6



1 3 4 9 2



2 5 6 9 3



1 5 6 9 4



is shown to be E- and MV-optimal by calculating that its two criteria values match those for d∗ of Example 1. General analytic proofs of optimality, in situations where GGDstructure is combinatorially impossible for binary designs, are likely to be dicult.
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