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Abstract: In this study, novel pipelined architectures, optimised in terms of throughput and throughput/area factors, for the SHA-512 cryptographic hash function, are proposed. To achieve this, algorithmic- and circuit-level optimisation techniques such as loop unrolling, re-timing, temporal pre-computation, resource re-ordering and pipeline are applied. All the techniques, except pipeline are applied in the function’s transformation round. The pipeline was applied through the development of all the alternative pipelined architectures and implementation in several Xilinx FPGA families and they are evaluated in terms of frequency, area, throughput and throughput/area factors. Compared to the initial un-optimised implementation of SHA-512 function, the introduced ﬁve-stage pipelined architecture improves the both the throughput and throughput/area factors by 123 and 61.5%, respectively. Furthermore, the proposed ﬁve-stage pipelined architecture outperforms the existing ones both in throughput (3.4× up to 16.9×) and throughput/area (19.5% up to 6.9×) factors.
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Introduction



Nowadays, since security services have become an inseparable feature of almost all e-transactions, high-throughput designs of security schemes are needed. A crucial module of these schemes is authentication, which is performed using a cryptographic hash function. Hash functions are widely used as sole cryptographic modules or incorporated in hash-based authentication mechanisms like the Hashed Message Authentication Code [1]. Additionally, applications that employ hash functions include the Internet Security Protocol [2] that is a mandatory feature of the Internet Protocol version 6 (IPv6), the Public Key Infrastructure [3], Secure Electronic Transactions [4] and communication protocols (e.g. SSL [5]). Also, hash functions are included in digital signature algorithms, which are used in many applications (e.g. electronic mail, funds transfers and data interchange). In previous years, the most-widely used hash function was the SHA-1 [6]; however, security problems have been discovered [7]. Although these problems are considered as non-crucial, the SHA-1 function is being replaced by the newest SHA-2 hash family, which include the SHA-224, SHA-256, SHA-348 and SHA-512 functions. Moreover, a new SHA-3 hash algorithm has been recently announced (October 2012) by the U.S. National Institute of Standards and Technology (NIST) [8]. However, as it is known, the transition to a new standard does not happen immediately. Hence, as also reported by NIST experts, the SHA-2 family is expected to continue being used in near- and medium-future applications [9, 10]. In fact, many administrators have not make the jump from SHA-1 to 70
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SHA-2 yet [9, 10]. Also, as the SHA-512 function uses 64-bit words in its operation, it is the strongest among the functions of the SHA-2 family in terms of collision and pre-image resistance [11] and for this reason it is expected to be used widely. To meet the real-time constraints of modern applications, hash functions are mainly implemented in hardware. Thus, many works dealing with the development of hardware architectures for the SHA-512 have been proposed [12–26]. Among them, only two works propose ASIC implementations [25, 26], whereas the remaining ones deal with FPGA implementations [12–24]. The majority of these implementations aim at improving the throughput and the throughput/area factors applying several optimisation techniques, such as loop unrolling, pipelining and re-timing. In this paper, novel pipelined architectures for SHA-512 hash function are proposed, which are optimised in terms of throughput and throughput/area factors. To achieve this, a set of optimisation techniques is applied systematically, which include algorithmic-level techniques, (loop unrolling, temporal pre-computation, re-timing), as well as circuit-level techniques, such as resource re-arrangement and usage of special circuit modules (e.g. Carry-Save Adders). Moreover, in order to achieve the best values of throughput/area, the number of the applied pipeline stages is thoroughly studied through the developing and evaluating all the efﬁcient pipelined architectures. For this reason, the architectures were implemented in many Xilinx FPGA technologies and experimental results in terms of frequency, area and throughput were gathered. Based on this study, it is derived that the ﬁve-stage pipeline architecture is the best in terms of throughput/area. Finally, compared with existing IET Comput. Digit. Tech., 2014, Vol. 8, Iss. 2, pp. 70–82 doi: 10.1049/iet-cdt.2013.0010



www.ietdl.org Table 1 SHA-512 characteristics Input message block (k bits) 1024



Word length (w bits)



Hash value (n bits)



Iterations (tmax)



64



512



80



FPGA implementations of the SHA-512 hash function, the proposed ﬁve-stage pipelined architecture achieves signiﬁcant improvements in terms of throughput (3.4× up to 16.9×) and throughput/area (19.5% up to 6.9×) factors. The rest of the paper is organised as follows. Section 2 describes the SHA-512 function, whereas in Section 3, the proposed architectures are presented in details along with the applied optimisation procedure and the pipeline exploration. In Section 4, the experimental results and the comparisons with existing FPGA implementations are presented, whereas conclusions are provided in Section 5.
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Hash functions are iterative algorithms that perform a number of iterations called ‘transformation rounds’ or ‘operations’, which include identical or slightly varying arithmetic and logical computations. A hash function, H(M ), operates on an arbitrary-length message, M, and returns a ﬁxed-length output, h, which is called ‘hash value’ or ‘message digest’ of M. The aim of H is to provide a ‘signature’ of M that is unique. Given M it is easy to compute h if H(M ) is known. However, given h, it is hard to compute M such that H(M ) = h, even when H(M ) is known. The SHA-512 hash function is one of the four functions (SHA-224, SHA-256, SHA-384 and SHA-512) that are included in SHA-2 family. In fact, the SHA-224 and SHA-384 functions are the same with the SHA-256 and SHA-512 ones, respectively, differing only in their truncated output (224 and 384 bits, respectively). Table 1 presents the main characteristics of SHA-512. These include the number of the iterations of the algorithm (transformation rounds), and the length of: (a) the input message block, (b) the word on which the processing is performed and (c) the hash value. In SHA-512 function, a number of non-linear functions (NLFs) are applied on the w-bit words that are represented as x, y, and z (1)–(6) and the result is also a w-bit word Ch(x, y, z) = xy ⊕ xz



(1)



Maj(x, y, z) = xy ⊕ xz ⊕ yz



(2)



(x) =ROTR28 (x) ⊕ ROTR34 (x) ⊕ ROTR39 (x)



(3)



(x) = ROTR14 (x) ⊕ ROTR18 (x) ⊕ ROTR41 (x)



(4)



0 512  1







(5)



19 61 6 s512 1 (x) = ROTR (x) ⊕ ROTR (x) ⊕ SHR (x)



(6)



3 are used in each Eighty 64-bit constants K03 , K13 , …, K79 transformation round of SHA-512 function. Concerning the initial values, SHA-512 use eight 64-bit ones, H1(0) , H2(0) , …, H7(0) . The above constants and initial values are provided by the standard [6].



Mt(i) 0 ≤ t ≤ 15 s1 (Wt−2 )⊕ s0 (Wt−15 )⊕Wt−7 ⊕Wt−16 16 ≤ t ≤ tmaxj −1 (7)



Step 2: Initialisation of the working variables The SHA-512 algorithm uses eight variables a, b, c, d, e, f, g and h,  which are initialised as follows  (0) (0) (0) (a, b, ..., h) = H0 , H1 , ..., H7 . Step 3: Transformation round The transformation round is iterated 80 times and the computations of each iteration are shown in Fig. 1. Step 4: Computation of the ith intermediate hash value H (i)       H (i) = a + H0(i−1) b + H1(i−1) · · ·h + H7(i−1)



(8)



After repeating these steps N times (i.e. after processing M (N ) message block) the computed H (N ) is the message digest h of message M.



3 Optimisation procedure and proposed architectures In this section, the optimisation procedure, which was followed to derive the proposed architectures, is presented in details. Since the critical path (darker blocks in Fig. 1) lies in the transformation round [12–26], the optimisation mainly focuses on this module. Then, the message scheduling operation is modiﬁed appropriately to correctly support the optimised transformation round. 3.1



1 8 7 s512 0 (x) = ROTR (x) ⊕ ROTR (x) ⊕ SHR (x)
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Step 1: Message schedule preparation Wt =



SHA-512 hash function



512 



Initially, the input message, M, is padded and parsed. The padding is a procedure where extra bits are added to M so that its size in bits to be a multiple of 1024 [6]. Since padding is a simple procedure, it is usually implemented in software without affecting the security level of the implementation. During parsing, the padded massage in separated in N 1024-bit blocks denoted as M 1, M 2,…, MN. Since the 1024-bit block can be expressed as sixteen 64-bit words, the ﬁrst 64-bit of the message block i are denoted as M0(i) , (i) the next 64 bits denoted as M1(i) , and so on up to M15 . The computation stage includes the ‘message schedule’, the initialisation of the working variables, the ‘transformation round’ and the ‘computation of the message digest’ steps, which are applied as follows. For i = 1 to N do



Transformation round’s optimisation



3.1.1 Loop unrolling: The ﬁrst applied technique is the loop unrolling. Speciﬁcally, the transformation round is unfolded and a number of replicas are placed consequently producing a ‘mega-round’. This allows detecting independent computations that, even though they are performed in different iterations, they can be computed in parallel improving the computation time and throughput; however, it results in signiﬁcant area increase. 71
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Fig. 1 Computations of SHA-512 transformation tound



Applying loop unrolling in the design of Fig. 1, the best throughput/area value is achieved when the unrolling factor equals to 2. Thus, two consecutive rounds are combined together forming the mega-round (Fig. 2), which realises one ‘mega-operation’ per iteration, where the values (at+1– ht+1) are computed based on the (at−1–ht−1) values. The critical path is now longer (six additions and a Maj function are needed to compute the at value) than that of Fig. 1 (four additions); however, the iterations are reduced from 80 to 40. It must be pointed out that assuming ripple carry implementations, the delay of n cascaded adders equals to (n–1)tADD_1 + tADD_64, where tADD_1 and tADD_64 are the delays of the 1-bit and 64-bit adder, respectively. Taking also into account that in Fig. 1 the third and fourth additions are performed in parallel, the critical path is 3tADD_1 + tADD_64. Another thing that has to be pointed out is that the delay of a 2 to1 multiplexer (needed for the feed-back because of algorithm’s iterations) is included in the critical path, but for clarity reasons is omitted by the analysis of the following techniques. 3.1.2 Retiming and data pre-fetching: Studying the mega-round of Fig. 2, it is derived that the output values ct+1, dt+1, gt+1, and ht+1 equal to the input values at−1, bt−1, et−1, and ft−1, respectively. This property allows pre-computing some intermediate values, which will be used in the next mega-operation, during the execution of the current mega-operation. This can be achieved by placing the registers to a proper positions (re-timing) to store these intermediate values (tmp1, tmp2,..., tmp5 in Fig. 3). The resulted mega-round (Fig. 3) is divided into two stages, which are: (a) the pre-computation stage, which is 72
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responsible for the pre-computation of the values which are needed in the next mega-operation, and (b) the post-computation stage, which is responsible for the ﬁnal computations of each mega-operation. The critical path (darker blocks in Fig. 3) includes four additions and two NLFs (almost equal to 5tADD_1 + tADD_64) and is slightly shorter than the one of Fig. 2, which includes six additions and one NLF (almost equal to 6tADD_1 + tADD_64). As shown in Section 2, the NLFs perform simple logical operations and their delay is small; it is almost equal to the delay of one-bit adder. In Fig. 2, the external inputs of the mega-round are the constant values (Kt−1, Kt) and the values that are produced by the message scheduling (Wt−1, Wt). These inputs are fed in two adders and the produced results are used in the forthcoming operations. For these inputs, the data pre-fetching technique is applied. Particularly, instead of calculating the additions in the mega-round, they are calculated outside one clock cycle before and feed the mega-round with the computed results. The same approach can be also followed for the second ‘Ch’ function of Fig. 2 (circle 1 in Fig. 2) which is transferred from the post-computation to the pre-computation stage of Fig. 3 (circle 4). Thus, the produced mega-round is presented in Fig. 3. It must be noticed that the data pre-fetching technique does not improve the critical path of the mega-round module. However, it reduces its area and enables the application of the temporal pre-computation technique. 3.1.3 Temporal pre-computation: As mentioned in Section 3.1.2, some outputs (variables) in the mega-round are produced directly from the inputs. Also, among them, IET Comput. Digit. Tech., 2014, Vol. 8, Iss. 2, pp. 70–82 doi: 10.1049/iet-cdt.2013.0010
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Fig. 2 Mega-roundround resulted by unrolling-by-2



there are variables that are computed and remain intact for a number of iterations. This means that their values are known several iterations (i.e. clock cycles) before their consumption, allowing their pre-computation several clock cycles before. This property can be exploited to further optimise the mega-round module. To clarify the application of the temporal pre-computation technique, the following notations are used. Let Zt be the conjunction of the 8, (at–ht), primary outputs (variables) at the tth mega-operation. Then, at the t + 1th mega-operation, the value Zt+1 is computed using as inputs the Zt−1, Wt, Wt+1 values and the constant values Kt and Kt+1. Thus, in the post-computation stage of Fig. 3, the current value of the variable tmp2 equals to the value ft+1 at the next mega-operation. Also, the value ht+3 equals to the value ft+1. Hence, the value ht+3 is the same as the value of variable tmp2 two mega-operations before. The same also holds for the values et−1 and dt+3. Thus, the following equations hold tmp2 = ft+1 = ht+3 IET Comput. Digit. Tech., 2014, Vol. 8, Iss. 2, pp. 70–82 doi: 10.1049/iet-cdt.2013.0010



(9)



et+1 = gt+3



(10)



tmp1 + tmp3 = bt+1 = dt+3



(11)



Based on the above, instead of performing the addition [(Wt−1 + Kt−1) + ht−1] (circle 1 of Fig. 3b), the addition [[(Wt+3 + Kt+3) + tmp2] takes place two mega-operations (i.e. 4 clock cycles) before. The corresponding adder is shown inside the circle 3 of Fig. 4a (adder 3.1). The result of this addition is temporarily stored in the register (variable) A 2 at the next mega-operation. Then, in the post-computation stage of the next mega-operation, the value of variable A 2 remains unchanged, while it is renamed to A. Finally, in the pre-computation stage of the second following mega-operation (two clock cycles after the pre-computation of the aforementioned sum) it is consumed with no extra delay (adder in circle 2 of Fig. 4a). The above procedure is also applied for the additions [(Wt−1 + Kt−1) + ht−1 + dt−1] (circle 2 of Fig. 3) and [(Wt + Kt) + gt−1] (circle 3 of Fig. 3). The produced results are temporarily stored in registers (variables) G 2 and S 2, respectively. 73
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Fig. 3 Resulted mega-round after re-timing and data pre-fetching



The produced mega-round is shown in Fig. 4a. Owing to the above modiﬁcations, the adders of circles 1, 2 and 3 of Fig. 3 are replaced by the adders 3.1, 3.2 and 3.3, respectively, of circle 3 in Fig. 4a; thus, the area is reduced by one adder. Although, the critical path does not change, these modiﬁcations allow the application of the circuit-level optimisations, which follow. 3.1.4 Resources rearrangement and circuit-level optimisations: In the ﬁnal step, two techniques are applied. First, a rearrangement of the architecture’s components takes place. Speciﬁcally, applying resources rearrangement in the mega-round of Fig. 4a, a new mega-round module is produced (Fig. 4b). In particular, the four addition and the Σ1 blocks were moved from the post-computation stage (circles 4 and 5 in Fig. 4a) to the pre-computation stage (circles 1 and 2 in Fig. 4b). It can be easily veriﬁed that this transformation does not change the functionality of the mega-round. Also, the delay of the new module remains the same (four adders and two non-linear functions – darker blocks of Fig. 4b). However, in the new mega-round (Fig. 4b) speciﬁc circuit-level optimisations (data compression) can be applied. The last optimisation technique is a circuit-level one and it corresponds to the data-compression. Since the critical path includes multi-operand additions, data-compression is applied by using carry-save adders (CSAs). Speciﬁcally, in cases where more than two values are added, CSAs are used improving in that way the critical path’s delay [27–29]. 74
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Applying the above technique, the ﬁnal mega-round module (Fig. 5) includes six CSAs. The CSA1 replaces the adders of circles 2 and 4 in Fig. 4b, whereas CSA2 and CSA3 replace the three addition blocks of circle 1 in Fig. 5. Similarly, CSA5 and CSA4 replace the addition circuitry of circle 3 in Fig. 4b. Finally, the CSA6 is placed in the post-computation stage of Fig. 5 and it is responsible to perform the addition of circle 5 of Fig. 4b. The ﬁnal critical path consists of two CSA blocks and two non-linear functions (darker blocks of Fig. 5). 3.2



Message scheduling and initialisation units



As described in Section 2, the message scheduling consists of two non-linear functions (σ0 and σ1), rotations, and simple logical gates (XORs). Also, the algorithm imposes the production of a new Wt value per clock cycle. However, because of the applied loop unrolling, the optimised mega-round requires two Wt values per clock cycle, namely the Wt+4 and Wt+3 (Fig. 5). Thus, a proper Message Scheduling Unit must be developed to support the optimised mega-round. The Message Scheduling Unit, which is depicted in Fig. 6a, consists of one 16 × 64-bits shift-register and the Wnext Logic block to perform the computations. Initially, a parallel load of the parsed 1024(16 × 64)-bit input block into the shift register is performed. Then, in every clock cycle, two Wt values are produced by the Wnext ‘Logic’ block and stored serially into the shift register. At the same IET Comput. Digit. Tech., 2014, Vol. 8, Iss. 2, pp. 70–82 doi: 10.1049/iet-cdt.2013.0010
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Fig. 4 Resulted mega-round after a Temporal pre-computation b After applying resource rearrangement
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Fig. 5 Final optimised mega-round of SHA-512, after data-compression



time, the two Wt values are fed in the mega-round from the serial output of the shift register. In order not to lose the clock cycle of the parallel load of the input block, the ﬁrst two Wt values of the input block, which are produced by the parsing procedure, are fed directly to the mega-round bypassing the shift register. This is achieved through a 4 to 2 multiplexer (circle 1, Fig. 6a). Speciﬁcally, the control signal Load/Shift of the multiplexer is set to the low logic value to bypass the shift register, whereas for the rest clock cycles it is set to the high logic value to transmit the outputs of the shift register. In addition, as shown in Fig. 5, because of the combination of the loop unrolling and temporal pre-computation, the ﬁrst four W values of the input message block (W0, W1, W2 and W3) are used before the mega-round starts its operation. Thus, their corresponding computations along with some additional ones have to be performed before the mega-round unit starts its operation. The results of these computations correspond to the initial values of signals G, A, S, G 2, A 2 and S 2. For this reason, an additional module (‘initialisation unit’) that performs these computations is included in the general pipelined architecture (Fig. 6b). Its computations are described by the following equations



76



G = ht−1 + Kt + Wt + dt−1



(12)



A = ht−1 + Kt + Wt



(13)



S = Kt−1 + Wt−1 + gt−1



(14)



G2 = bt−1 + ft−1 + Kt+2 + Wt+2



(15)
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A2 = ft−1 + Kt+2 + Wt+2



(16)



S 2 = Kt+1 + Wt+1 + et−1



(17)



Apart from feeding the mega-round with the initial values of the above signals, it also  provides  the initial values that are 0 0 given by the standard H1 − H7 . The above initialisation procedure takes place while the system is still receiving the message block and ends in less than one clock cycle. Thus, it does not introduce any delay in the mega-round’s operation. 3.3



Pipeline study and developed architectures



At this point, an optimised mega-round unit and the required Message Schedule Unit have been developed. The next step is to determine the best number of the pipeline stage in terms of throughput/area. To do this, we developed all the efﬁcient alternative pipeline architectures. As it is clear, the number of applied pipeline stages depends on the number of iterations of the algorithm. If the number of iterations is divisible without remainder by the number of pipeline stages, then all the pipeline stages are fully exploited without occurring pipeline stalls. Hence, only these pipelined architectures must be studied because in all other versions, there will be in certain time instances idle pipeline stages, leading to severe performance degradation. As it has been mentioned, the SHA-512 algorithm requires 80 iterations of the transformation round to compute the hash value. However, the optimised mega-round is unrolled by 2, hence the number of iterations has been reduced to 40. IET Comput. Digit. Tech., 2014, Vol. 8, Iss. 2, pp. 70–82 doi: 10.1049/iet-cdt.2013.0010
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Fig. 6 Overall Architecture a Message scheduling unit for optimised mega round b Initialisation unit c General pipelined architectures for optimised SHA-512 mega-round d Pipeline registers inside the mega-rounds because of re-timing
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www.ietdl.org Thus, eight versions with 1, 2, 4, 5, 8, 10, 20 and 40 pipeline stages were studied. Fig. 6c shows the general pipelined architecture of SHA-512 including the optimised mega-round. It consists of n ‘slices’ each one including a ‘mega-round unit’ i (i = 1, 2, .., n), which corresponds to the optimised mega-round (Fig. 5), a W unit (Fig. 6a) for producing the Wt values, a constant memory (registers), Ki, to store the constant values, and the initialisation unit, INIT UNIT, (Fig. 6b). Pipeline registers exist inside of each mega-round unit, placed in the proper position as described in the re-timing subsection above (see Fig. 6d – they are omitted in Fig. 6c for clarity reasons). When the number of pipeline stages is smaller than the number of algorithm’s iterations, each stage executes more than one iterations. Thus, multiplexers are used in front of each stage to feed back the output of the current stage or to receive the output of the previous one. Also, eight 64-bit adders are used to add the result of the nth pipeline stage with the initial values as implied by the standard. The control logic includes a set of counters each of which is used for addressing the corresponding constant memory, controlling the multiplexer in front of the next-stage mega-round unit, and activating the counter of the next stage. Depending on the pipeline version and the implemented hash function, a counter in pipeline stage i counts up to the value required for each mega-round unit to complete its computations. When the computations of stage i have been executed, the tcround_i and tcccount_i signals are generated to trigger the next pipeline stage and the counter is deactivated. Analysing the architecture of Fig. 6c, the critical path consists of two CSAs, two non-linear functions and a multiplexer (in front of each mega-round).



4



Experimental results and comparisons



The above pipelined architectures were captured in VHDL, synthesised and implemented in several Xilinx FPGAs. Speciﬁcally, old (mainly for comparison reasons), which include the Virtex (xcv1000-6FG680), Virtex-E (xcv3200e-8FG1156), Virtex-II (xc2v6000-6FF1517), Virtex-IIPRO (xc2vp70) and modern (Virtex-6 (xc6vlx365t-FF1759) and Virtex-7 (xc7v855t-3FFG1157)), FPGA families were selected. The Xilinx ISE Design Suite (version 13.1) was used for mapping the architectures to the above FPGAs, whereas, the correct functionality of the implementations was veriﬁed through post-place and route (Post-P&R) simulation via the Mentor-Graphics ModelSim



simulator. Apart from the ofﬁcial known-answer tests, a large set of test vectors was also used for this purpose. Thereafter, downloading to FPGA development boards and additional functional and timing veriﬁcation were performed. The studied design metrics are: frequency (MHz), area (slices) and throughput (Mbps or Gbps). Similarly to previous studies dealing with hardware implementations of hash functions, throughput is calculated by the following equation Throughput =



(#bits) × f c



(18)



where f and c correspond to the frequency and the consumed clock cycles, respectively, while #bits denotes the data bits that are processed in each cycle. In our case #bit = 1024 and c = 40/n, where n is the number of pipeline stages. 4.1



Evaluation of the optimisation procedure



Initially, the evaluation of the applied optimisation procedure takes place. For that reason, after the application of an optimisation technique, the design and implementation of the corresponding non-pipelined architecture took place. All these developed architectures that correspond to the described optimisation steps are compared to the initial/ un-optimised one. In Table 2, the implementation results and comparisons between the un-optimised design (complete hash core using the round of Fig. 1) and the (partially) optimised designs (complete hash core using the rounds of Figs. 2, 3, 4a, b and 5) are presented, along with the % improvements/ overheads of the ﬁnal optimised architecture compared to the basic (un-optimised) one. As it can be observed, the unrolling technique offers the most signiﬁcant beneﬁt regarding throughput and throughput/area. However, the application of the other ﬁve techniques cannot be considered as non-beneﬁcial. Speciﬁcally, by applying the loop unrolling, even though the frequency is decreased by almost 15% (on average), the resulted throughput and throughput/area were increased by 71.5 and 30.6%, respectively. From this point, moving further by applying the remaining ﬁve techniques leads to signiﬁcantly better results regarding throughput and throughput/area (29.7 and 23%, respectively). Furthermore, as it is shown, the optimisation procedure improves the frequency, throughput and throughput/area factors by 12, 123 and 61%, respectively. Even though the



Table 2 Evaluation of the optimisation procedure FPGA Virtex 6



Virtex 7
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Architecture



Frequency, MHz



Area, slices



Throughput, Mbps



Throughput/area, Mbps/slice



initial/un-optimised (Fig. 1) unrolling (Fig. 2) re-timing and data pre-fetching (Fig. 3) temporal pre-computation (Fig. 4a) resource re-arrangement (Fig. 4b) CSAs – final optimised design (Fig. 5) % (final against initial) un-optimised (Fig. 1) unrolling (Fig. 2) re-timing and data pre-fetching (Fig. 3) temporal pre-computation (Fig. 4a) resource re-arrangement (Fig. 4b) CSAs – final optimised design (Fig. 5) % (final against initial)



160.2 ↓ 137.3 ↑ 151.2 ↑ 159.8 ↑ 162.1 177.9 +11.05% 177.3 ↓ 152.2 ↑ 167.6 ↑ 177.5 ↑ 180.7 198.4 +11.9%



712 ↑ 934 ↑ 943 ↑ 999 ↓ 991 986 +38.5% 740 ↑ 971 ↑ 983 ↑ 1039 ↓ 1030 1021 +38.1%



2,050.6 ↑ 3514.9 ↑ 3870.7 ↑ 4090.9 ↑ 4149.8 4,554.2 +122.1% 2,269.4 ↑ 3896.3 ↑ 4290.6 ↑ 4544 ↑ 4625.9 5,079.1 +123.8%



2.88 ↑ 3.76 ↑ 4.10 ↓ 4.09 ↑ 4.19 4.62 +60.5% 3.07 ↑ 4.01 ↑ 4.36 ▪ 4.37 ↑ 4.49 4.97 +62.1%
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www.ietdl.org the number of pipeline stages increases. Concerning the occupied area, there is also a linear relation with the pipeline stages although it is not strictly mathematical. This is explained taking into account the architecture of the FPGA devices. Speciﬁcally, each Xilinx FPGA slice contains LUTs, multiplexers and ﬂip-ﬂops. Thus, when more pipeline stages are used, the unused resources of the already employed slices are also used to implement the extra logic resulting in a non-strict linear increase. To make a fairer comparison, the throughput/area values of the studied pipelined versions are presented in Fig. 7. Compared to the non-pipelined design, the throughput/area is improved when more pipeline stages are used. However, compared to the ﬁve-stage architecture, the throughput/area ratio is decreased when eight or ten pipeline stages are used. This happens, because of the frequency reduction for the designs with more than ﬁve stages. Also, as in the case of frequency, the fully pipelined (40 stages) design achieves the highest throughput/area value. This happens because: (a) there is a non-linear increase of area, as discussed above, and (b) there are not multiplexers in front of the mega-rounds. Studding the plot lines of Figs. 7a and b, it is derived that for all FPGA families, the ﬁve-staged pipelined design is the best in terms of throughput/area value and it was chosen for the comparisons with existing designs. There is only one exception, namely the fully-pipelined architectures that achieve the highest throughput/area values. However, the area of the fully-pipelined architectures is prohibitive, as it cannot even ﬁt in ﬁve out of 8 FPGA families, while in those that ﬁts, it consumes a signiﬁcant portion of the total area (e.g. 29 013 of 56 880 slices (51%), in Virtex-6).



improvements in frequency are not that high, the improvements in throughput and throughput/area (which are the main targets) are signiﬁcant. 4.2 Pipeline investigation towards high throughput/area The experimental results of the architectures, which are studied, are shown in Table 3, where the darker cells correspond to the architectures that did not ﬁt in the FPGA device. It must be mentioned that values are obtained after downloading the designs to the development boards. Also, the optimisation effort (opt_level) constraint of the ISE synthesis tools was set to normal and the optimisation goal (opt_mode) was set to speed. Experiments were also performed with optimisation goal set to area, however, minor improvements on the area and frequency were achieved. In overall, the results for throughput/area factor were always better when the speed was used as the optimisation goal, whereas the trend of the throughput/area factor remained unchanged. As mentioned in Section 3, the critical path lies inside the mega-round unit and it would be constant regardless the number of pipeline stages. This is valid because the mega-round units are identical and the whole architecture is modular (Fig. 6b). However, small frequency variations are observed because of the different routing delays. Particularly, as the pipeline stages increase, the size of the design increases resulting in more routing overhead and consequently in a slight frequency decrease. An interesting fact is that the fully pipelined design (40 stages) achieves the best frequency among all. This happens because the multiplexer in front of each round unit is removed improving the critical path. On the other hand, the throughput increases almost linearly with the number of pipeline stages. This happens because the dominant factor in the calculation of the throughput is the number of clock cycles (18), which decreases linearly as



4.3



Comparisons with existing architectures



Many works dealing with optimising the SHA-512 in FPGAs have been presented in the past applying several optimisation techniques including pipeline. In Table 4, the implementation results and comparisons between the best one among the



Table 3 SHA-512 pipelined architectures V: Virtex, V-E: Virtex-E, V-II: Virtex-II, V-IIP: Virtex-IIP Pipeline stages



1 2 4 5 8 10 20 40



Frequency, MHz



Area (slices)



Throughput, Gbps



V



V-E



V-II



V-IIP



V



V-E



V-II



V-IIP



V



V-E



V-II



V-IIP



56.6 54.8 54.8 54.6 54.2



65.2 63.4 63.4 63.4 62.6 62.5



73.2 71.3 71.3 71.3 70.8 69.8 69.1



93.5 91.2 91.2 91.2 90.9 90.1 88.7



2122 3374 6056 7012 11 295



2141 3242 6156 7193 11 729 14 245



2169 3264 6107 7151 11 669 13 997 27 843



2174 3291 6123 7219 11 694 14 348 27 999



1.45 2.81 5.61 6.99 11.1



1.67 3.25 6.5 8.12 12.8 16



1.87 3.65 7.3 9.13 14.5 17.9 35.4



2.39 4.67 9.34 11.7 18.6 23.1 45.4



V-6: Virtex-6, V-7: Virtex-7 Pipeline stages



1 2 4 5 8 10 20 40



Frequency, MHz



Area (slices)



Throughput, Gbps



V-6



V-7



V-6



V-7



V-6



V-7



177.9 164.7 165.3 165.3 165 164.2 162.1 179.8



198.4 188.5 189.7 189.7 189.3 188.2 186.4 202.2



986 1664 3219 3887 6362 7928 15 689 29 013



1021 1729 3244 3966 6439 8051 15 994 28 845



4.54 8.43 16.9 21.2 33.8 42 83 184



5.08 9.65 19.4 24.3 38.7 48.1 95.4 207
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Fig. 7 Throughput/area evaluation for SHA-512 pipelined architectures a Older FPGAs b Modern FPGAs, and c % Improvements over the 1-stage pipeline for modern FPGAs



proposed architectures (ﬁve-stage pipelined) and the previously-published architectures are presented. As it is shown, the proposed architecture outperforms all the existing ones in terms of throughput. Speciﬁcally, the improvements are from 3.4× (Zeghid et al. [14] – Virtex-II) up to 16.9× (McLoone and McCanny [17] – Virtex-E), while this does not always happen regarding frequency. Table 4 Implementation results and comparisons FPGA family



Reference



Frequency, MHz



Area (slices)



Throughput, Mbps



Virtex



[12] [13] [15] [18] [19] [22] [23] proposed [15] [16] [17] [20] proposed [12] [13] [14] [24] proposed [12] [13] proposed



70 70 67 53 N/A 75 69 54.6 72 60.5 38 38 63.4 121 121 81 65.9 71.3 141 141 91.2



1680 1680 3521 2385 N/A 2237 2545 7012 3517 2582 2914 2914 7151 1666 1666 1938 4107 7151 1667 1667 7219



889 889 929 1292 676 467 442 6989 1034 1550 479 479 9126 1534 1534 2074 1466 9126 1780 1780 11 674



Virtex-E



Virtex-II



Virtex-II PRO
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However, it must be stressed that the frequency values of the proposed architecture are collected after downloading the design in the FPGA boards, in contrast to the values of the competitive designs that are mainly based on synthesis results. In addition, the proposed architecture consumes more area than the existing ones mainly because of the application of the loop unrolling and pipeline. Also, comparisons in terms of throughput/area values are provided in Fig. 8. The throughput/area is the fairer comparison factor, due to the fact that the existing architectures employ different optimisation techniques, different unrolling factors, as well as different number of pipeline stages. As it is shown, the proposed architecture achieves the highest value of throughput/area among all. Speciﬁcally, the improvements range from 19.5% (Zeghid et al. [14] – Virtex-II) up to 6.9 × (McLoone and McCanny [17] – Virtex-E). As presented, the proposed architecture outperforms all the existing ones in terms of throughput and throughput/area values. This is accomplished because of efﬁcient application of algorithmic- and circuit-level optimisation techniques as well as the special effort that was paid for efﬁcient FPGA implementation. Speciﬁcally, ﬁrstly the loop unrolling technique is applied. This choice offers both immediate decrease of the required clock cycles for a full hash process and more degrees of freedom to optimise the transformation round. Then, all the existing optimisation techniques for cryptographic hash functions (regarding the core of the hash process, i.e. the transformation round) are applied in an effective way, leading to a shorter critical path. within addition to the above, during the FPGA IET Comput. Digit. Tech., 2014, Vol. 8, Iss. 2, pp. 70–82 doi: 10.1049/iet-cdt.2013.0010
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Fig. 8 Throughput/area comparisons with existing FPGA implementations a Xilinx Virtex b Xilinx Virtex-E c Xilinx Virtex-II and Xilinx Virtex-IIPRO



implementation, special effort was paid towards: (a) full exploitation of the internal logic of the FPGA’s slices (carry computation units, XOR gates, look-up-tables etc.), (b) careful placement (manually in several cases) for better area and delay results and (c) modular approach during optimisation to overcome routing delay issue of the FPGA, that is, a number of modules of the proposed architectures were developed as one unit and optimised separately by the synthesis tool, leading to reduced routing overhead.
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Conclusions



In this paper, novel architectures, optimised in terms of throughput and throughput/area factors, for the SHA-512 cryptographic hash function, were proposed. Several (algorithmic and circuit-level) optimisation techniques were exploited for deriving optimised data-path in terms of the above factors. In addition, the pipelining optimisation technique was fully investigated towards the best possible throughput/area value by developing all the possible pipelined designs. Compared to the existing architectures implemented in FPGA technology, the introduced ﬁve-stage pipeline architecture outperforms signiﬁcantly both in terms of throughput and throughput/area.
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