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Abstract. Restriction enzymes are the workhorses of molecular biology. We introduce a new problem that arises in the course of our project to design virus variants to serve as potential vaccines: we wish to modify virus-length genomes to introduce large numbers of unique restriction enzyme recognition sites while preserving wild-type function by substitution of synonymous codons. We show that the resulting problem is NP-Complete, give an exponential-time algorithm, and propose effective heuristics, which we show give excellent results for five sample viral genomes. Our resulting modified genomes have several times more unique restriction sites and reduce the maximum gap between adjacent sites by three to nine-fold. Key words: Synthetic biology, restriction enyzme placement, genome refactoring
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Introduction



An exciting new field of synthetic biology is emerging with the goal of designing novel living organisms at the genetic level. DNA sequencing technology can be thought of as reading DNA molecules, so as to describe them as strings on {ACGT } for computational analysis. DNA synthesis is the inverse operation, where one can take any such string and construct DNA molecules to specification with exactly the given sequence. Indeed, commercial vendors such as GeneArt (http://www.geneart.com) and Blue Heron (http://www.blueheronbio.com) today charge under 60 cents per base to synthesize virus-length sequences, and prices are rapidly dropping [1, 2]. The advent of cheap synthesis will have many exciting new applications throughout the life sciences: the need to design new sequences to specification leads to a variety of new algorithmic problems on sequences. In this paper, we introduce a new problem that arises in the course of our project to design virus variants to serve as potential vaccines [3, 4]. In particular, restriction enzymes are laboratory reagents that cut DNA at specific patterns. For example, the enzyme EcoRI cuts at the pattern GAAT T C. Each enzyme cuts at a particular pattern, and over 3000 restriction enzymes have been studied in detail, with more than 600 of these being available commercially [5]. ? ??
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Each occurrence of a pattern within a given DNA target sequence is called a restriction enzyme recognition site or restriction site. Unique restriction sites within a given target are particularly prized, as they cut the sequence unambiguously in exactly one place. Many techniques for manipulating DNA make use of unique restriction sites [6, 7]. In particular, subcloning is an important method of inserting a new sequence between two different unique restriction sites. Thus a genomic sequence which contains unique restriction sites at regular intervals will be easy to manipulate in the laboratory. Traditionally, DNA sequences manipulated in laboratories were from living organisms, so the experimenter had no choice but to work with what they were given. But low-cost, large-scale DNA synthesis changes this equation. Refactoring [8] is a software engineering term for redesigning a program to improve its internal structure for better ease of maintenance while leaving its external behavior unchanged. Genome synthesis technology enables us to refactor biological organisms: we seek to restructure the genome of an organism into a sequence which is functionally equivalent (meaning behaves the same in its natural environment) while being easier to manipulate. The redundancy of the genetic code (64 three-base codons coding for 20 distinct amino acids) gives us the freedom to insert new restriction sites at certain places and remove them from others without changing the protein coded for by a given gene. Identifying the locations of both current and potential sites can be done using conventional pattern matching algorithms. Much more challenging is the problem of finding well-spaced unique placements for many different enzymes to facilitate laboratory manipulation of synthesized sequences. Our contributions in this paper are: – Problem Definition – We abstract a new optimization problem on sequences to model this sequence design task: the Unique Restriction Site Placement Problem (URSPP). We show this problem is NP-Complete and give approximability results. – Algorithm Design – We present a series of algorithms and heuristics for the Unique Restriction Site Placement Problem. In particular we give an O(n2 2r )-time dynamic programming algorithm for URSPP, which is practical for designs with small number of enzymes. We also give an efficient greedy heuristic for site placement, and a heuristic based on weighted bipartite matching which is polynomial in both n and r, both of which construct good designs in practice. – Sequence Design Tool – Our design algorithms have been integrated with the Aho-Corasick pattern matching algorithm to yield a sequence design tool we anticipate will be popular within the synthetic biology community. In particular, we have developed this tool as part of a project underway to design a candidate vaccine for a particular agricultural pathogen. – Experimental Results for Synthetic Viruses – The URSPP problem abstraction to some extent obscures the practical aspects of sequence design. The critical issue is how regularly unique restriction sites can be inserted into the genomes of representative viruses. We perform a series of experiments to demonstrate that impressive numbers of regularly-spaced, unique restriction sites can be engineered into viral genomes. Indeed, our system produces genomes with three to four-fold more unique restriction enzymes than a baseline algorithm (details given in the results section) and reduces the maximum gap size between restriction sites three to nine-fold. Figure 1 shows example results for Polio Virus and Equine Arteritis Virus. This paper is organized as follows. In Section 2 we briefly review related work on genome refactoring and sequence design. In Section 3 we discuss our algorithmic approach to the problem. Finally, in Section 4 we give the results for our refactored viral genomes. 2



Polio Virus (Initial)



Equine Arteritis Virus (Initial)



Polio Virus (Min Max Gap Algorithm)



Equine Arteritis Virus (Min Max Gap Algorithm)



Fig. 1. Visualization of restriction enzymes for Polio Virus and Equine Arteritis Virus. Images were created using Serial Cloner 2.0 [9].
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Related Work



Synthetic biology is an exciting new field of growing importance. The synthesis of virus-length DNA sequences, a difficult task just a decade ago [10], is now a relatively inexpensive commercialized service. This enables a tremendous number of applications, notably the manipulation of viral genomes to produce attenuated viruses for vaccine production [3, 4]. This work is in support of genome refactoring efforts related to this project. Broadly, the field of genome refactoring seeks to expand our understanding of genetics through the construction of an engineering toolkit to easily modify genomes. Chan et al. [11], for example, refactored the bacteriophage T7 so “that is easier to study, understand, and extend.” A number of different tools for genome refactoring exist: GeneJAX [12] is a JavaScript web application CAD tool for genome refactoring. SiteFind is a tool which seeks to introduce a restriction enzyme as part of a point mutation using site-directed mutagenesis [13]. However, SiteFind considers the much more restricted problem of introducing a single restriction site into a short (< 400b) sequence specifically to serve as a marker for successful mutagenesis, in contrast with our efforts to place hundreds of sites in several kilobase genomes. 3



Fig. 2. Introduction of a restriction site by silent mutation.



GeneDesign is a tool which aids the automation of design of synthetic genes [14]. One of its functionalities is the silent insertion of restriction sites. The user can manually choose the enzymes and the sites from the possible places where they can be inserted, or the program can automatically do the insertion. The latter is similar to our tool in trying to automate the creation of restriction sites in the sequence, but the process is done quite differently. GeneDesign only attempts to insert restriction sites of enzymes that do not appear anywhere in the sequence. It follows a simple heuristic to try to space the introduced consecutive sites at an interval specified by the user, without any attempt or guarantee to optimize the process. Other relevant work includes Skiena [15], which gives an algorithm for optimally removing restriction sites from a given coding sequence. The problem here differs substantially, in that (1) we seek to remove all but one restriction sites per cutter, and (2) we seek to introduce cut sites of unrepresented enzymes in the most advantageous manner.



3 3.1



Methodology Problem Statement



The primary goal of our system is to take a viral plasmid sequence and, through minimal sequence editing, produce a new plasmid which contains a large number of evenly spaced unique restriction sites. In order to accomplish this, of course, we create and remove restriction sites in the sequence. The primary restrictions on our freedom to edit the sequence are: – The amino–acid sequence of all genes must be preserved. Each amino–acid in a gene is encoded by a triplet of nucleotides called a codon; as there are more triplets than amino–acids, there are between one and six codons which encode each amino–acid. Codons which encode the same amino–acid are termed synonymous. Thus, in gene-encoding regions we may only make nucleotide changes which change a codon into a synonymous codon. Figure 2 shows an example of this concept. Here a single nucleotide change introduces the EcoRI restriction site, without modifying the amino–acid sequence (GAG and GAA both code for the amino–acid glutamic acid). – Certain regions of the sequence may not be editable at all. Examples of such regions include known or suspected functional RNA secondary structures. We also lock overlapping regions of multiple open reading frames; very few such regions admit useful synonymous codon changes to multiple ORFs simultaneously. 4



The problem of finding the optimal placement of the restriction sites is interesting and difficult at the same time. Its difficulty arises from the fact that there are many aspects that the program must keep track off at the same time, and many combinatorial possibilities that have to deal with: the order of considering the enzymes, the decision on which occurrence of a site to keep, the position of inserting enzymes. All these should be done while maintaining the amino–acid sequence and trying to minimize the gaps between consecutive sites. We define the decision problem version of the Unique Restriction Site Placement Problem (URSPP) as follows: – Input: a set of m subsets Si of integers, each in the range [1, . . . , n], an integer K. – Output: Does there exist a single element si in all Si such that the maximum gap between adjacent elements of {0, n + 1, s1 , . . . , sm } is at most K? Here, each subset consists of the existing or potential recognition sites for a specific restriction enzyme. The decision problem corresponds to choosing a single site for each restriction enzyme in such a way that guarantees that adjacent unique restriction sites are no more than K bases apart. The optimization variant of the problem simply seeks to minimize K, the largest gap between adjacent restriction enzymes. In the following sections, we show that this problem is NP-Complete, and we give an exponential time and space dynamic programming algorithm for this problem. Due to the impracticality of running this algorithm, we also give suboptimal heuristics which do not give optimal results but still give good results which should prove very useful for our biological purpose. 3.2



NP-Completeness and Approximability



Theorem 1. The decision version of URSPP is NP-complete. Further, the optimization version of URSPP cannot be approximated within factor 3/2 unless P=NP. Proof. The decision problem is clearly in NP, as one can readily verify if a specified selection of si ’s has gap at most k. In order to prove NP-hardness, we use a reduction from Set Cover. Our reduction is illustrated in Figure 3. Consider an instance of Set Cover, with universe set U = {x1 , x2 , . . . , xN } and a collection C = {X1 , X2 , . . . , XM } of subsets Xi ⊆ U . Also given in the instance is an integer K, with 1 ≤ K ≤ M . The problem is to decide if there exists a subset C 0 ⊆ C, with |C 0 | ≤ K, such that C 0 forms S a cover of U : X∈C 0 X = U . We can assume that each Xi ∈ C has four elements (|Xi | = 4); this special version of Set Cover is also known to be NP-complete [16, 17]. Given an instance of Set Cover, we construct an instance of URSPP as follows. First let k be an even positive integer, and we let n = 2k(3M + N ). We specify singleton sets S1 = {2k}, S2 = {4k}, . . ., S3M +N −1 = {2k(3M + N − 1)}. Since each of these sets Si are singletons, the single points si ∈ Si will be selected in any solution of URSPP. The resulting set of si ’s, together with the elements 0 and n = 2k(3M +N ), specify a set of 3M +N intervals each of length 2k: 0, 2k, 4k, 6k, . . . , 2k(3M + N − 1), 2k(3M + N ). We refer to the first 3M intervals as set-intervals (they will be associated with the sets Xi ) and the last N intervals as element-intervals (they will be associated with the elements xi ∈ U ). Next, for each of the M sets Xi of the Set Cover instance, we specify 6 sets Si , with each set having some of its elements at values within 3 of the first 3M set-intervals, and some values 5



Fig. 3. Illustration of the reduction from Set Cover to URSPP. The shaded bar across the top represents the interval [0, n = 2k(3M + N )]. The vertical dashed lines correspond to the singleton sets of values at positions 2k, 4k, 6k, . . . . The rows below the shaded bar show the values in the sets Si associated with X1 , X2 , X3 , . . . , in the order P1 , Q1 , A1 , B1 , C1 , D1 , P2 , Q2 , A2 , . . . . The bottom set of rows correspond to the K copies of the sets {k, 7k, 13k, . . . , (M − 1)6k + k}. (Not shown are rows corresponding to the singleton sets at positions 2k, 4k, 6k, . . . .)



within the last N element-intervals. We use the first three set-intervals for X1 , the next three set-intervals for X2 , etc. Specifically, X1 = {xa , xb , xc , xd } corresponds to the sets P1 = {k/2, 3k}, Q1 = {3k/2, 5k}, A1 = {5k/2, `a }, B1 = {7k/2, `b }, C1 = {9k/2, `c }, D1 = {11k/2, `d }, where `i = 3M · 2k + (i − 1)2k + k is the number (integer) at the midpoint of the ith element-interval. These sets are set up to allow “propagation” of a choice to include set X1 in the set cover: If we select an element si = k (using the “selection-sets” described next), thereby splitting the first setinterval into two intervals of size k, then we are free to select the right element, 3k, in set P1 , which splits the second set-interval into two intervals of size k, and the right element, 5k, in set Q1 ; these choices result in the second and third set-intervals being split into two intervals of size k, freeing up the selections in sets A1 , B1 , C1 , and D1 to be the right elements, `a , `b , `c , `d , each of which splits the element-intervals corresponding to xa , xb , xc , xd , effectively “covering” these elements. If we do not select an element si = k, then in order to have gaps of length at most k, we must select the left choices (k/2 and 3k/2) in sets P1 and Q1 , which then implies that we must also make the left choices in sets A1 , B1 , C1 , D1 , implying that we do not select splitting values in element-intervals corresponding to xa , xb , xc , xd , thereby not “covering” these elements. Finally, we specify K sets, each exactly equal to the same set {k, 7k, 13k, . . . , (M − 1)6k + k}. We call these the selection-sets. They each have one element in the middle of the first (of the 3) set-intervals associated with each set Xi . Selecting element (i − 1)6k + k from one of these selectionsets corresponds to deciding to use set Xi in the collection C 0 of sets that should cover U . Since there are K selection-sets, we are allowed to use up to K sets Xi . In total, then, our instance of URSPP has m = (3M + N − 1) + 6M + K sets Si . 6



Claim. The Set Cover instance has a solution if and only if the URSPP instance has a solution. In other words, there exists a set cover of size K if and only if there exists a selection of si ’s for URSPP with maximum gap k. Proof. Assume the Set Cover instance has a solution, C 0 , with |C 0 | = K. Then, for the K selectionsets, we select one si corresponding to each X ∈ C 0 . For each of these K selected sets, Xi , the corresponding sets Pi and Qi are free to use the right choices, thereby freeing up sets Ai , Bi , Ci , Di also to use right choices, effectively “covering” the 4 element-intervals corresponding to the elements of Xi . Since C 0 is a covering, we know that all N element-intervals are covered, resulting in all element-intervals being split into subintervals of size k. For sets Xi not in C 0 , the corresponding sets Pi and Qi use the left choices (in order that the first set-interval for Xi not have a gap larger than k), and the sets Ai , Bi , Ci , Di also use the left choices (in order that the second and third set-intervals for Xi not have a gap larger than k). All gaps are therefore at most k, so the instance of URSPP has a solution. Now assume that the instance of URSPP has a solution, with maximum gap k. Then, every element-interval must be split, by making right choices in several sets (Ai , Bi , Ci , Di ) associated with some of the sets Xi . If such a choice is made for even one set associated with Xi , then, in order to avoid a gap greater than k (of size at least 3k/2) in either the second or third set-interval associated with Xi , at least one of the sets Pi or Qi must also be a right choice. This then implies that there must be a selection-set that chooses to use the element that splits the first set-interval associated with Xi ; otherwise that interval will have a gap of size at least 3k/2. Thus, in order that URSPP has a solution, there must be a way to make selections in the selection-sets in order that the selected sets Xi form a cover of U . Thus, the instance of Set Cover has a solution. In fact, our argument above shows that there exists a set cover of size K if and only if there exists a selection of si ’s for URSPP with maximum gap less than 3k/2, since, in any suboptimal solution of the URSPP instance, the gap size is at least 3k/2. This shows the claimed hardness of approximation. On the positive side, we are able to give an approximation algorithm for the URSPP optimization problem: Theorem 2. The URSPP optimization problem has a polynomial-time 2-approximation. Proof. We show that in polynomial time we can run an algorithm, for a given positive integer k, that will report “success” or “failure”. If it reports “success”, it will provide a set of selections si ∈ Si , one point per Si , such that the maximum gap is at most 2k − 1. If it reports “failure”, then we guarantee that it is impossible to make selections si ∈ Si such that all gaps are of size at most k. By running this algorithm for each choice of k, we obtain the claimed approximation algorithm. The algorithm is simply a bipartite matching algorithm (see [18]). We consider the bipartite graph whose “red” nodes are the sets Si and whose “blue” nodes are the k-element integer sets {jk + 1, jk + 2, . . . , jk + k}, for j = 1, 2, . . . . There is an edge in the bipartite graph from red node Si to blue node {jk + 1, jk + 2, . . . , jk + k} if and only if Si contains an integer element in the set {jk + 1, jk + 2, . . . , jk + k}. If there exists a matching for which every set {jk + 1, jk + 2, . . . , jk + k} is matched to a red node, then we report “success”; the corresponding elements from the Si ’s have the property that no two consecutive selections si are separated by more than 2k + 1, since each interval {jk + 1, jk + 2, . . . , jk + k} has an si . On the other hand, if no matching exists for which 7



every blue node is matched, then it is impossible to select one element si per set Si with each set {jk + 1, jk + 2, . . . , jk + k} having an element si in it; this implies that one cannot achieve a selection with all gaps of size at most k. We note that it is an interesting open problem to close the gap between the upper and lower bounds on the approximation factor (2 versus 3/2). 3.3



Dynamic Programming Algorithm



Consider a list of events, where each event can be one of (1) a location where a restriction enzyme is currently cutting or (2) a place where an unused restriction enzyme can be inserted, sorted according to their position along the DNA sequence. Let i be the number of events, S be a set of unused restriction enzymes, and j be the index of the last event placed in the sequence. Similarly, Position(i) returns the position in the sequence where the event i occurs, Enzyme(i) returns the actual enzyme that can be inserted at the position given by event i, and isCurrent(i) returns True if event i is a location where a restriction enzyme is currently cutting and False otherwise. Then the length of the minimum maximum gap possible can be found by the following recurrence relation   Position(j) i


Practical Considerations



Restriction Map Construction In our particular problem, we have a fixed set of patterns, known in advance (the restriction sites), and variable texts (the DNA sequence being analyzed). 8



This fact justifies preprocessing the set of patterns so as to speed search. Particularly, we want to efficiently search for all occurrences of all of the restriction sites within a given DNA sequence in order to build the restriction map. Furthermore, whenever we make a base change we want to efficiently check that we have not created an occurrence for another restriction enzyme. In order to accomplish these two objectives, we use the Aho-Corasick algorithm [19]. This is a dictionary-matching algorithm to efficiently find all occurrences of a finite set of patterns P in a given text, which works by constructing a deterministic finite automaton using a trie of the patterns in P . Using this algorithm, we compute the main data structure used in the system, the restriction map (as commonly used in restriction enzyme manipulation tools; for in example in [20]). This data structure keeps track of the list of restriction enzymes, each with its name and its recognition site. Additionally, for every restriction enzyme we store a list of occurrences (start/end locations) in the DNA sequence that we are processing. Deleting Recognition Sites When deleting a restriction site, we do so by changing a single base whenever possible. If that base is within a gene (which is true most of the time for the sequences we are interested in), then the program makes a change that maintains the amino–acid sequence of the gene. We have some degree of flexibility in choosing the base change, even inside genes; however, we currently pick a synonymous codon arbitrarily. It is worth noting that a sufficiently large number of synonymous base changes could substantially disrupt the codon bias of a gene. The codon bias of a genome is the statistical overrepresentation of certain codons over other synonymous codons. Genes which have codon bias significantly different from those of the host system (for example, poliovirus replicating in human cells) are known to express poorly. Thus, altering the codon bias of a viral genome could significantly affect the phenotype of the virus [21]. Although we do not believe that the number of codon changes we make is large enough to significantly alter the codon bias for a relatively large genome, such an issue could, in principle, be dealt with by a somewhat more clever policy to handle restriction site deletion. Inserting Recognition Sites When adding restriction sites, we again seek to change a minimal number of bases. However, we cannot just modify the bases of the sequence to create a restriction site for a given enzyme anywhere we want: we cannot modify locked regions, we have to make sure that we are maintaining the amino–acid sequence of genes, and we need to ensure that by creating a recognition site for a given enzyme we are not accidentally creating a recognition site for another enzyme, etc. A simple O(nm) algorithm was implemented to find all the possible places where a given restriction enzyme can be inserted, where n is the length of the sequence and m is the length of the recognition site. 3.5



Program



Our heuristic approach for this problem is: – First, eliminate all but one restriction site for each enzyme which appear in the genome initially. – Second, insert new restriction sites for enzymes which do not appear in the genome initially. 9



Recognition Site Deletion Phase The first phase following preprocessing seeks to create unique restriction sites from those sites which already appear in the genome. We are trying to have as many unique enzymes as possible in the sequence while trying to minimize the amount of work (in terms of total base changes), and we attempt to do this with a randomized greedy approach. We sort the enzymes by number of existing restriction sites, and we immediately lock the enzymes that have only one occurrence (since they are already unique and thus can be used without any base changes). Then, for those enzymes that have 2 occurrences, we delete one of them, and keep the other. In increasing order of n, for enzymes with n occurrences we delete n − 1, and we randomly keep only one. Although it is possible to construct pathological cases, in practice the randomization of which occurrence to keep makes the final distribution of sites quite uniform throughout the sequence. This part of the algorithm also discards enzymes that cannot be used because they have 2 or more occurrences within locked regions. Insertion of Unused Enzymes After modifying our sequence in order to delete restriction sites so that a subset of restriction enzymes have unique occurrences, we are left with gaps: sequences of contiguous bases between these unique occurrences in which there are no restriction sites. Our objective is to use the restriction enzymes that do not currently appear in the genome by creating recognition sites for them in order to reduce the size of these gaps. We do this by finding the ideal places for insertions (in order to minimize the maximum gap) and the actual possible places where the enzymes can be inserted. From this, we consider three approaches to insert the enzymes as close as possible to the optimal insertion points: – using our exponential time dynamic programming algorithm in X enzyme phases, as discussed in Section 3.3; – a greedy heuristic; – and a maximal bipartite matching method. Determining the Ideal Insertion Points Consider the following problem. We are given a set of n gaps G = {g1 , g2 , . . . , gn }, where a gap gi has length `i , and a set of m separators S = {s1 , s2 , . . . , sm }. A separator can be placed anywhere within a gap in order to split it in two. If a separator is placed at position p within a gap of length `, the resulting two gaps will have size p and ` − p. Our task is to place the separators within the gaps so that the maximum length of the resulting gaps is minimized. The overall effect is that all the resulting gaps at the end of the process will be of approximately the same length (and restriction sites will be evenly distributed among the entire sequence). Our algorithm to compute these ideal insertion points works as follows. We say each gap, gi , is composed of ki segments. Initially ki = 1 for 1 ≤ i ≤ n. Every time we insert a separator sj within a gap gi we increment ki by one. Note that at this point we are not making a commitment in terms of the exact position in which sj should be placed, we are just saying that sj should be placed somewhere within gi . As long as there are unused separators, the next available separator should be placed in the gap gi whose ratio between its length and the number of segments it is composed of (li /ki ) is highest. 10



FindPreferredInsertLocations(G, m) 1 Without lost of generality, assume `1 /k1 > `2 /k2 > · · · > `n /kn 2 while there are separators available 3 do Place the current separator in the first gap of the list 4 Move the first gap of the list to its new position so that the list remains sorted in decreasing order of the ratio between its length and the number of segments it is composed of The exact location where separators should be placed within a given gap can be found by evenly dividing the length of the gap by the number of segments composing the gap. Specifically, if a given gap gi begins at position si of the sequence, ki − 1 separators should be placed at positions si + 1 × `i/ki , si + 2 × `i/ki , . . . , si + (ki − 1) × `i/ki . The above procedure is used to compute the ideal place where unused enzymes should be inserted in order to minimize the gaps, where G is a set of n gaps and m is the total number of unused enzymes whose recognition site can be created in at least one possible location. G is computed based on the current state of the restriction map after we have modified the sequence in order to create unique occurrences for a subset of restriction enzymes. A Greedy Approach to Insertion We implemented a simple greedy algorithm to try to insert the unused restriction enzymes on or close to the ideal locations. At each step the algorithm tries to insert the restriction enzyme with the least number of potential insertion points, as close to a ideal insertion location as possible. Both the selected enzyme and the selected insert location are removed from their corresponding lists and the algorithm iterates until all restriction enzymes are inserted. Weighted Bipartite Matching An alternate approach to this problem is that after we have found both the list of ideal places where enzymes should be inserted and the list of places where each unused enzyme can actually be inserted, we formulate the problem of deciding which enzyme should be inserted in which location as a weighted bipartite matching problem. Let G = (X ∪Y, E) be a weighted bipartite graph where X is a set of unused restriction enzymes and Y is a list of ideal places where enzymes should be inserted. For each x ∈ X we have an edge e ∈ E from x to every y ∈ Y , where the weight of e is given by the squared distance in the sequence between y and the location where x can be inserted that is closest to y. We then compute the minimum weight perfect matching by using the Hungarian Algorithm [22]. This gives us, for each unused enzyme the location where we should create the recognition site for it.
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Results



We tested our program on several viral sequences acquired from the Website of the National Center for Biotechnology Information (http://www.ncbi.nlm.nih.gov): Equine Arteritis Virus, Polio Virus, Enterobacteria Phage λ, Measles Virus, and Rubella Virus. For these results We use a set of 162 restriction enzymes from the REBase restriction enzyme database [5] with recognition sites at least 6 bases in length (as shorter recognition sites appear very frequently). In the tables below we give the number of nucleotides changed, total number of unique restriction sites, and maximum gap length for each of our insertion methods, as well as for the removal alone. 11



We give as a baseline for comparison one final heuristic. In this heuristic, we first compute a gap-length g which would generate evenly spaced positions throughout the genome, based on the total number of restriction enzymes which either appear or can be created in the genome. We then attempt to introduce a unique restriction site (either by insertion or by deletion) as close to position g as possible, say at position p. The heuristic then moves to position p + g and repeats. This algorithm is similar to that used by GeneDesign [14]. Virus



Metric



Equine # of base changes Arteritis # of unique enzymes Virus Max. gap length # of base changes λ Phage # of unique enzymes Max. gap length Measles # of base changes Virus # of unique enzymes Max. gap length Polio # of base changes Virus # of unique enzymes Max. gap length Rubella # of base changes Virus # of unique enzymes Max. gap length



Initial Baseline N/A 24 3575 N/A 18 10085 N/A 15 4317 N/A 35 982 N/A 32 990



90 29 1866 149 28 6288 247 42 1087 141 40 537 197 40 772



After Greedy Weighted Min Max Gap Min Max Gap Removal Bipartite (Fewest First) (Most First) 158 188 196 186 190 80 90 91 88 92 949 671 714 498 413 371 383 384 384 384 77 82 82 82 82 3091 2954 2954 2954 2954 358 397 399 395 395 83 90 89 89 88 1921 1118 1118 804 977 120 207 216 194 189 81 104 105 104 110 685 459 240 269 269 174 219 218 204 215 84 99 99 94 97 658 351 351 314 314



Table 1. Results for varying viruses under different insertion heuristics, including the baseline algorithm, and the result of only removing duplicate sites, with no site insertion (“After Removal”).
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Conclusion



We consider the problem of manipulating virus-length genomes to insert large numbers of unique restriction sites, while preserving wild-type phenotype. We give an abstraction of this problem, show that it is NP-Complete, give a 2−approximation algorithm, and give a dynamic programming algorithm which solves it in exponential time and space. We also give several practical heuristics, which create genomes with several times more unique restriction sites, reducing the largest gap between adjacent sites by three to nine-fold.
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