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Abstract: We detail the Williamson array construction based on quaternions, following the description by Baumert and Hall. By analogy, we extend the construction to larger arrays using matrix representations of the algebras of octonions and sedenions. In the case of octonions, we obtain the full orthogonal design OD(8; 1, 1, 1, 1, 1, 1, 1, 1) or order 8 with 8 variables. In the case of sedenions we obtain the full orthogonal design OD(16; 1, 1, 7, 7) of order 16 with 4 variables and the full orthogonal design OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2) of order 16 with 9 variables. We use OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2) to search for inequivalent Hadamard matrices of orders 112, 144, 176 and we establish constructively three new lower bounds for the numbers of inequivalent Hadamard matrices of these three orders. © 2006 Wiley Periodicals, Inc. J Combin Designs 14: 351–362, 2006
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1.



INTRODUCTION



Deﬁnition. Let x1 , . . ., xt be commuting indeterminates. An orthogonal design X of order n and type (s1 , . . . , st ) denoted OD(n; s1 , . . . , st ), where s1 , . . ., st are positive integers, is a matrix of order n with entries from {0, ±x1 , . . . , ±xt }, such that   t  t 2 si x i I n , XX = i=1



where Xt denotes the transpose of X and In denotes the identity matrix of order n. Contract grant sponsor: NSERC (in part) (to I. S. K.).



© 2006 Wiley Periodicals, Inc.
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KOTSIREAS AND KOUKOUVINOS



Orthogonal designs are used in Combinatorics, Statistics, Coding Theory, Telecommunications, and other areas. For more details on orthogonal designs see [12,14] and on Hadamard matrices see [7]. This article is organized as follows. First we give an account of the classical Williamson construction for Hadamard matrices, from the point of view of quaternions, following Baumert and Hall. Then we show how the algebra of octonions can be used to describe a full orthogonal design of order 8 with 8 variables. Subsequently, we show how the algebra of sedenions, in conjunction with a Gr¨obner bases computation, can be used to describe a full orthogonal design of order 16 with 4 variables and a full orthogonal design of order 16 with 9 variables. We include a short section on Gr¨obner bases, an important tool from Computational Algebra. It is worthwhile to point out that in the case of octonions we did not need to use Gr¨obner bases to construct the orthogonal design of order 8. In the case of sedenions, the use of Gr¨obner bases makes it easier to locate a canonical solution of a system of equations that gives the orthogonal design of order 16. In addition, Gr¨obner bases exemplify some aspects of the many symmetries of the equations. The multiplication tables of octonions and sedenions are used to construct right multiplication matrices which are used to form orthogonal designs. Using the right multiplication operator is a way to overcome the obstacle of non-associativity of the algebras of octonions and sedenions. Non-associativity is an obstacle, because it is incompatible with the existence of matrix representations, that we could use directly to construct orthogonal designs. To circumvent this obstacle we use the right multiplication operator, as it seems that left multiplication is not suitable for our purposes. In the last two sections of the article, we use the orthogonal design of order 16 with 9 variables, to search for inequivalent Hadamard matrices of orders 112, 144, 176 and establish constructively three new lower bounds for Hadamard matrices in these three orders. One advantage of using this orthogonal design to search for inequivalent Hadamard matrices is that we can manipulate matrices of larger orders, with fewer equations and fewer variables than with the Williamson array construction. To detail this point, we consider Hadamard matrices of order 80. Using the orthogonal design of order 16, we need to take circulants of order n = 5 and we obtain 2 equations in 27 binary variables. Using the Williamson array, we need to take circulants of order n = 20 and we obtain 10 equations in 44 variables. It is computationally much harder to find Hadamard matrices of orders more than 100 using the Williamson array, instead of the orthogonal design of order 16. 2.



THE WILLIAMSON ARRAY VIA QUATERNIONS



Baumert and Hall specify in [2,3] how to construct the Williamson array via quaternions. Following their presentation in [2], we detail this construction here, in order to be able to use it as a reference in the subsequent sections. A basis for quaternions is given by the four elements 1, i, j, k, having the properties i2 = −1, j 2 = −1, k2 = −1, ij = k, ji = −k, ik = −j, ki = j, jk = i, kj = −i. These properties are enough to specify the full multiplication table for the four basis elements. We note that quaternion multiplication is not commutative. To associate a 4 × 4 matrix to each basis element, we use the right multiplication operator, on the column vector  t v= 1 i j k .
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ORTHOGONAL DESIGNS VIA COMPUTATIONAL ALGEBRA



Then the right multiplications v · 1, v · i, v · j, v · k, give rise to the following four 4 × 4 matrices, respectively:      1000 0 10 0 0 0 1 0 1 0 0  −1 0 0 0   0 0 0      q1 =   , q2 =   , q3 =  0 0 1 0  0 0 0 −1   −1 0 0 0001 0 01 0 0 −1 0



0











0 0 0 1







 0 0 −1 0  1     , q4 =  .  0 1 0 0 0 0 −1 0 0 0



Let A, B, C, D be commuting indeterminates. Then the sum Aq1 + Bq2 + Cq3 + Dq4 is equal to the classical Williamson array  A  −B  H4 =   −C −D



B



C



A D



−D A



−C



B



D







C    −B  A



which has the property H4 H4T = (A2 + B2 + C2 + D2 )I4 . 3.



AN ORTHOGONAL DESIGN OF ORDER 8 VIA OCTONIONS



By analogy, we can repeat Baumert and Hall’s construction using octonions instead of quaternions. A basis for octonions is given by the eight elements e0 = 1, e1 , . . . e7 , with multiplication table: (we omit the trivial column/row for e0 = 1) e1



e2



e3



e1 −1



e4



e7 −e2



e2 −e4 −1



e5



e3 −e7 −e5 −1 e4



e4



e6



e5 −e7



e7



e3



e7



e7 −e6



e2 −e4 e7



e3 −e2 −e7 −1



e6



e6



e6 −e5 −e3



e1 −e3



e2 −e1 −e6 −1



e5 −e6



e5



e1



e3 −e5 e1



e4



e4 −e3 −e1 −1



e2



e6 −e1



e5 −e4 −e2 −1



To associate an 8 × 8 matrix to each basis element, we use the right multiplication operator, on the column vector  t v = 1 e1 e2 e3 e4 e5 e6 e7 . Then the eight right multiplications v · e0 , v · e1 , . . . v · e7 ,
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give rise to eight 8 × 8 matrices q0 , q1 , q2 , q3 , q4 , q5 , q6 , q7 . Let A, B, C, D, E, F , G, H be commuting indeterminates. Then the sum Aq0 + Bq1 + Cq2 + Dq3 + Eq4 + Fq5 + Gq6 + Hq7 is equal to the 8 × 8 array







A  −B    −C   −D  H8 =   −E   −F    −G −H



B C D E A −E −H C E A −F −B H F A −G −C G −F −D



B −D H −G



G C −E B



A H D −F



 H D    G   −B    −H −D F   A −B −E    B A −C  E C A F −G D −C



G F −H E



which has the property that H8 H8t = (A2 + B2 + C2 + D2 + E2 + F 2 + G2 + H 2 )I8 . The array H8 is actually the full orthogonal design OD(8; 1, 1, 1, 1, 1, 1, 1, 1) as described in [12]. 4.



ORTHOGONAL DESIGNS OF ORDER 16 VIA SEDENIONS



By analogy, we can repeat the construction of the previous section, using sedenions instead of octonions. A basis for sedenions is given by the sixteen elements e0 = 1, e1 , . . . e15 , with multiplication table: (we omit the trivial column/row for e0 = 1) e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e1



−1



e2 −e3 e3



e3 −e2 −1



e1



e2 −e1



−1



e4 −e5 −e6 −e7 e5



e4 −e7



e6



e7



e7 −e6



e5 −e4 −e7 e6



e6 −e1



e4 −e5 −e2 e5



e9 −e8 −e11



e7 −e4 −e5 e10



e7 −e6 −1



e6



e1



−1 −e3 e3



e4 −e3 −e2



e3 e12



e2 e13 −e12 −1 e15



e8 −e9 −e10 −e11 −e12 −e13 −e14 −e15 −1 e9 e10



e8 −e11 e11



e11 −e10 e12



e13



e13 −e12



e12



e8 −e9 −e14 −e15 e9 e14



e8 −e15 e15



e15 −e14



e14 −e15 −e12 e15



e10 −e13



e13



e14 −e13 −e12



e15 −e14 −e1 e12



e14 −e13



e13 −e2



e9



e8



e11



e14



e15 −e14



e1 e3 e5



e11 −e10 −e5 −e4 e8



e10 −e9



e2



−1 −e3



e6



e13



e13 e12



e3



e9 −e8



e11 −e10



e10 −e11 −e8 −e9 e11



e10 −e9 −e8



e4



e5



e6



e2 −e5



e4



e7 −e6



−1 −e7 e7



e7 −e6



e9 −e6 −e7 −e4 e8 −e7



e12



e14 −e13



−1 −e1 −e6 −e7 e1



e15 −e14



e15 −e8 −e9 −e10 −e11



e14 −e13 −e12



e12 −e3 −e2



e8 −e9 −e10 −e11 −e4 e10 −e11



e13



e9 −e8 −e15



−1 −e1 e14 −e15 −e12 e1



e12



e11 −e8 −e9 −e14 −e15



e5 −e4 e11 −e10 e2



e10 −e13



e5



e6 −e5 −e4



e7



e4



e5



e6 −e5



e4



−1 −e1 −e2 −e3 e1



−1



e2 −e3 e3



e3 −e2 −1



e1



e2 −e1



−1
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To associate a 16 × 16 matrix to each basis element, we use the right multiplication operator, on the column vector  v= 1



e2



e1



e3



e4



e5



e6



e7



e8



e9



e10



e11



e12



e13



e14



e15



t



.



Then the sixteen right multiplications v · e0 , v · e1 , . . . v · e15 , give rise to sixteen 16 × 16 matrices. Let A, B, C, D, E, F , G, H, I, J, K, L, M, N, O, P be commuting indeterminates. Then the sum Aq0 + Bq1 + Cq2 + Dq3 + Eq4 + Fq5 + Gq6 + Hq7 +Iq8 + Jq9 + Kq10 + Lq11 + Mq12 + Nq13 + Oq14 + Pq15 is equal to a 16 × 16 matrix all of whose diagonal elements are equal to A2 + B 2 + C 2 + D 2 + E 2 + F 2 + G 2 + H 2 + I 2 +J 2 + K2 + L2 + M 2 + N 2 + O2 + P 2



(1)



but whose other elements are not all zero. By requiring that all elements (except the diagonal ones) are equal to zero, we obtain 42 equations in the 14 variables B, C, D, E, F, G, H, J, K, L, M, N, O, P. (All variables except A and I.) A.



¨ Grobner Bases, a Tool From Computational Algebra



In this subsection, we mention briefly the concept of Gr¨obner bases, a cornerstone of Computational Algebra. Let F be a field and I = p1 , . . . , pk  an ideal in the multivariate polynomial ring F [x1 , . . . , xn ]. A Gr¨obner basis for I is a basis for I that can be computed from the given spanning set of I, that is, the polynomials p1 , . . . , pk . There are many equivalent definitions of Gr¨obner bases, see [4,6,10,15]. Gr¨obner bases can be computed by the classical Buchberger algorithm [4,6,10,15]. One of the crowning achievements in this area are the extremely efficient algorithms F4 and F5 by Faug`ere, based on Linear Algebra [8,9]. An arbitrary basis for an ideal I does not in general provide much insight into the properties of the ideal. A Gr¨obner basis for an ideal I allow us to answer directly some questions related to I. Such questions include:



 does an element p of the polynomial ring F [x1 , . . . , xn ] belong to the ideal I?  does the system of polynomial equations p1 = 0, . . . , pk = 0 have a solution?  does the system of polynomial equations p1 = 0, . . . , pk = 0 have a finite number of solutions ? Another characteristic of a Gr¨obner basis, that we will use in the next subsection, is that its elements may be simpler (in terms of size) that the elements of the original basis of the ideal I. In this case, the Gr¨obner basis distills all the information contained in the original ideal basis into a more compact form, eliminates redundancies and reveals a simpler set of generators of the original ideal.
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¨ Applying Grobner Bases to an Orthogonal Design of Order 16



Upon computing a Gr¨obner basis of these 42 equations, we obtain a set of equivalent 21 simpler equations listed below: 1 GP − HO = 0 2 FP − HN = 0



7 DP − HL = 0



3 FO − GN = 0



8 DO − GL = 0



4 EP − HM = 0



9 DN − FL = 0



5 EO − GM = 0



10 DM − EL = 0



6 EN − FM = 0



16 BP − HJ = 0



11 CP − HK = 0



17 BO − GJ = 0



12 CO − GK = 0



18 BN − FJ = 0



13 CN − FK = 0



19 BM − EJ = 0



14 CM − EK = 0



(2)



20 BL − DJ = 0



15 CL − DK = 0



21 BK − CJ = 0



The 21 equations (2) are separated into 6 groups that are concisely described as: G•−•O=0 F •−•N =0 E•−•M =0



(3)



D•−•L=0 C•−•K =0 B•−•J =0



Each solution of the 21 equations (2) yields a 16 × 16 orthogonal design. One can easily find solutions such as G = H, L = K, C = D, P = O, F = E, M = N, K = E, D = N, N = E, H = O, B = J and J = P, G = O, F = N, E = M, D = L, C = K, H = P, B = P. Observing these (and other similar) solutions carefully, we see that they all boil down to a 9variable full orthogonal design OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2) and other orthogonal designs with fewer variables obtained from it by Equating and Killing variables [12]. Indeed, the grouped equations (3) point out to the following canonical solution of equations (2) P = H, O = G, N = F, M = E, L = D, K = C, J = B (4) which gives rise to the 9-variable full orthogonal design OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2)   A



H16



 −B   −C   −D   −E    −F   −G   −H =  −I   −B   −C    −D   −E   −F   −G



E



F



G



A −D C −F



B



E



H −G −B



D



C



A −B −G −H E



−C B F



D



G



H



−H −E F D



B



C



D −C F B



C −B −I



A



C



I



D −C F −E −H G



F −C −D I



D



E G



B −G H



G



H



−E −H G



B



A



H −E



B



G



I



H −G F I



B



C



D



E −H G −B −I −D C



I



E −D −C B



B



C −B A



G



F



H −E



H −G F



E −F −G −H A



E −F −C D −I −B G E −D −C B



C −D



D −C F −E −H



H −E −F C −D A B



G



A −B −C −D −E −F −G



H −G F −E D



−F −G −H −I



F



E −F −C D



C −B A −H −G F F



E



D −C −F E −H G −B I



C −D A



−I



−H −G F



B



A −B −C −D −E −F −G −H



G −F −E D



H



I



A −H G −F E −D C −B



−E H −G B



−D −I



H



B



C



E −H G −B A −D H



E −F −C D



−I H −G F



A



E −D −C B



H



  −F   −E    D   C   −B   I   −H   G    −F   −E   D   C   −B  A
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Note that when we take the product of matrix H16 with its transpose, the diagonal elements are all equal to A2 + 2B2 + 2C2 + 2D2 + 2E2 + 2F 2 + 2G2 + 2H 2 + I 2 which is consistent with expression (1) via the solution (4). There is another solution of the 21 equations (2) which leads to the orthogonal design OD(16; 1, 1, 7, 7). This solution is: C = B, D = B, E = B, F = B, G = B, K = J, L = J, M = J, N = J, O = J, B = H, P = J



(5)



We note here that the orthogonal design OD(16; 1, 1, 7, 7) cannot be obtained from the orthogonal design OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2). 



A  −H    −H   −H    −H   −H    −H   −H    −I   −J    −J   −J    −J   −J    −J −J



H H H H H H H I J A −H H −H H H −H −J I H A −H −H −H H H −J −J −H H H H −H −H H J −I



H −H −H J J



J −J J



J J J



J J J −J −J J J −J −J



A −H H −H H −J J −J I H A −H −H −H −J −J −J −J



J I



−J J



J J



−J −J −J −H H



I J −J −H −H



−J I J −H −H



−H H −H J −J



−J −I J J −J −I



H A H −H H −H A H H H −H A J J J J J −J −J J J J



−J −J −J A H



J J −J −H A



J J I



−J J J −H H



J −J J −H −H



J −J −J H −H A H −J J −J H H −H A



−J −J −J −I J J J J −J J −J −I −J J J J −J −J J −I −J −J J J −J −J J −I



H H −H H −H H



H −H −H −H A H H −H H −H H H H −H −H H −H H H −H



H A H −H







     −J    J   J    −J   I    −H   H    −H   −H    H   H    −H 



H −H A H A



Note that when we take the product of the above array with its transpose, the diagonal elements are all equal to A2 + 7H 2 + I 2 + 7J 2 which is consistent with expression (1) via the solution (5).



5.



HADAMARD MATRICES FROM THE 9-VARIABLE FULL ORTHOGONAL DESIGN OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2)



In this section we use the array H16 to produce structured Hadamard matrices of orders 16n, where n is the order of the block matrices A, B, C, D, E, F , G, H, I. Imitating the
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classical Williamson construction (see [13]), we take the nine matrices A, B, C, D, E, F , G, H, I to be symmetric circulant matrices of order n each, defined via the matrix U:   0 1 0 ... 0 0 0 1 ... 0     ..   .. .. .. U =  . . . ... . .   0 0 0 ... 1   1 0 0 ... 0 which has the property U n = In . Take the nine matrices A, B, C, D, E, F , G, H, I to be polynomials in U, so that they commute with each other: A = a0 In + a1 U + · · · + an−1 U n−1 B = b0 In + b1 U + · · · + bn−1 U n−1 C = c0 In + c1 U + · · · + cn−1 U n−1 D = d0 In + d1 U + · · · + dn−1 U n−1 E = e0 In + e1 U + · · · + en−1 U n−1 F = f0 In + f1 U + · · · + fn−1 U n−1 G = g0 In + g1 U + · · · + gn−1 U n−1 H = h0 In + h1 U + · · · + hn−1 U n−1 I = i0 In + i1 U + · · · + in−1 U n−1 Since U T = U −1 , the nine matrices A, B, C, D, E, F , G, H, I will be symmetric if an−i = ai , bn−i = bi , cn−i = ci , dn−i = di , en−i = ei , fn−i = fi , gn−i = gi , hn−i = hi , in−i = ii . for i = 1, . . . , n − 1. When n takes specific values, the requirement t H16 H16 = (A2 + 2B2 + 2C2 + 2D2 + 2E2 + 2F 2 + 2G2 + 2H 2 + I 2 ) ⊗ I16



(where ⊗ denotes the Kronecker product) can be translated into polynomial equations. Using these polynomial equations we conducted exhaustive and partial searches for the first five odd values of the parameter n. A.



Exhaustive Searches for n = 3, 5, 7



In this subsection we report the results of our exhaustive searches for n = 3, 5, 7.



 For n = 3 we obtain the one equation a0 × a1 + 2b0 × b1 + 2 × c0 × c1 + 2 × d0 × d1 + 2 × e0 × e1 + 2 × f 0 × f 1 +2 × g0 × g1 + 2 × h0 × h1 + i0 × i1 + 8 = 0 This equation has exactly 14, 336 solutions when all 18 variables take ±1 values. These solutions give rise to Hadamard matrices of order 48;
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 For n = 5 we obtain the two equations a0 × a1 + a1 × a2 + 2 × b0 × b1 + 2 × b1 × b2 + 2 × c0 × c1 + 2 × c1 × c2 +2 × d0 × d1 + 2 × d1 × d2 + 2 × e0 × e1 + 2 × e1 × e2 + 2 × f 0 × f 1 +2 × f 1 × f 2 + 2 × g0 × g1 + 2 × g1 × g2 + 2 × h0 × h1 + 2 × h1 × h2 +i0 × i1 + i1 × i2 + 8 = 0 a0 × a2 + a1 × a2 + 2 × b0 × b2 + 2 × b1 × b2 + 2 × c0 × c2 + 2 × c1 × c2 +2 × d0 × d2 + 2 × d1 × d2 + 2 × e0 × e2 + 2 × e1 × e2 + 2 × f 0 × f 2 +2 × f 1 × f 2 + 2 × g0 × g2 + 2 × g1 × g2 + 2 × h0 × h2 + 2 × h1 × h2 +i0 × i2 + i1 × i2 + 8 = 0







These two equations have exactly 788, 480 solutions when all 27 variables take ±1 values. These solutions give rise to Hadamard matrices of order 80; For n = 7 we obtain the three equations a0 × a1 + a1 × a2 + a2 × a3 + 2 × b0 × b1 + 2 × b1 × b2 + 2 × b2 × b3 + 2 ×c0 × c1 + 2 × c1 × c2 + 2 × c2 × c3 + 2 × d0 × d1 + 2 × d1 × d2 + 2 ×d2 × d3 + 2 × e0 × e1 + 2 × e1 × e2 + 2 × e2 × e3 + 2 × f 0 × f 1 + 2 ×f 1 × f 2 + 2 × f 2 × f 3 + 2 × g0 × g1 + 2 × g1 × g2 + 2 × g2 × g3 + 2 ×h0 × h1 + 2 × h1 × h2 + 2 × h2 × h3 + i0 × i1 + i1 × i2 + i2 × i3 + 8 = 0 a0 × a2 + a1 × a3 + a2 × a3 + 2 × b0 × b2 + 2 × b1 × b3 + 2 × b2 × b3 + 2 ×c0 × c2 + 2 × c1 × c3 + 2 × c2 × c3 + 2 × d0 × d2 + 2 × d1 × d3 + 2 ×d2 × d3 + 2 × e0 × e2 + 2 × e1 × e3 + 2 × e2 × e3 + 2 × f 0 × f 2 + 2 ×f 1 × f 3 + 2 × f 2 × f 3 + 2 × g0 × g2 + 2 × g1 × g3 + 2 × g2 × g3 + 2 ×h0 × h2 + 2 × h1 × h3 + 2 × h2 × h3 + i0 × i2 + i1 × i3 + i2 × i3 + 8 = 0 a0 × a3 + a1 × a2 + a1 × a3 + 2 × b0 × b3 + 2 × b1 × b2 + 2 × b1 × b3 + 2 ×c0 × c3 + 2 × c1 × c2 + 2 × c1 × c3 + 2 × d0 × d3 + 2 × d1 × d2 + 2 ×d1 × d3 + 2 × e0 × e3 + 2 × e1 × e2 + 2 × e1 × e3 + 2 × f 0 × f 3 + 2 ×f 1 × f 2 + 2 × f 1 × f 3 + 2 × g0 × g3 + 2 × g1 × g2 + 2 × g1 × g3 + 2 ×h0 × h3 + 2 × h1 × h2 + 2 × h1 × h3 + i0 × i3 + i1 × i2 + i1 × i3 + 8 = 0 These three equations have exactly 22, 579, 200 solutions when all 36 variables take ±1 values. These solutions give rise to Hadamard matrices of order 112.
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Partial Searches for n = 9, 11



In this subsection we report the results of our partial searches for n = 9, 11. We omit the equations as they become quite sizable and their structure can be easily deduced from the corresponding equations for n = 3, 5, 7.



 For n = 9, we computed 500, 000 solutions, solving 4 equations in 45 variables. This 



computation was done with a serial C program, that was interrupted when it reached the 500, 000 threshold. These solutions give rise to Hadamard matrices of order 144; For n = 11, there are 5 equations in 54 variables. To find some solutions of this system of equations, we used the WestGrid supercomputer Lattice, based at the University of Calgary. The computation has been organized as follows: 1. we set a0 = −1 because solutions in which a0 = −1 are equivalent to solutions in which a0 = 1; 2. we consider the 25 = 32 possible combinations of the variables a1 , a2 , a3 , a4 , a5 ; 3. using bash shell, we generate the 32 C programs corresponding to the 32 bindings of the variables a1 , a2 , a3 , a4 , a5 ; 4. each one of the 32 generated C programs is submitted to the queue, with the request to be executed for 100 hr. (total CPU time equal to 3, 200 hr) In total, we computed 15, 116, 570 solutions of the system. These solutions give rise to Hadamard matrices of order 176.



6.



INEQUIVALENT HADAMARD MATRICES FROM THE FULL ORTHOGONAL DESIGN OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2)



In this section we summarize the computational results on locating inequivalent Hadamard matrices within the sets of Hadamard matrices computed in the previous section. We analyzed the corresponding solution sets with Magma V2.11 to search for inequivalent Hadamard matrices. See [1] for a full description of Magma V2.11 available functionality for Hadamard matrices. We used the profile criterion to distinguish between inequivalent Hadamard matrices. The profile criterion is a sufficient (but not necessary) condition for Hadamard inequivalence. Hadamard matrices with unequal profiles are inequivalent. However, Hadamard matrices with equal profiles may or may not be inequivalent. See [5] for more details on the profile criterion. All the inequivalent matrices we located are given on the web page http://www.cargo.wlu.ca/hi/OD16 in Magma format, together with programs to convert them to other formats. We mention our results from searching for inequivalent matrices on certain sets of matrices for n = 7, 9, 11. Specifically:



 for n = 7, we searched for inequivalent Hadamard matrices from a set of 500, 000







matrices of order 16 · 7 = 112 and we found 94 inequivalent matrices of order 112. These 500, 000 matrices, are approximately 2.2% of the total number of matrices we have computed. This suggests that the number of inequivalent matrices of order 112 arising from the OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2) orthogonal design, can potentially be improved substantially; for n = 9, we searched for inequivalent Hadamard matrices from a set of 540, 000 matrices of order 16 · 9 = 144 and we found 422 inequivalent matrices of order 144.
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Since several million matrices can be computed, either with a serial program, or with supercomputing, this suggests that the number of inequivalent matrices of order 144 arising from the OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2) orthogonal design, can potentially be improved substantially; for n = 11, we searched for inequivalent Hadamard matrices from a set of 200, 000 matrices of order 16 · 11 = 176 and we found 1, 182 inequivalent matrices of order 176. These 200, 000 matrices, are approximately 1.3% of the total number of matrices we computed with supercomputing. This suggests that the number of inequivalent matrices of order 176 arising from the OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2) orthogonal design, can potentially be improved substantially. Inequivalent Hadamard Matrices of Orders 112, 144, 176 With Doubling



We have used the doubling method of [11] to produce sets of inequivalent matrices of orders 112, 144, and 176. Specifically, we computed:



 554, 457 inequivalent Hadamard matrices of order 112 (doubling 38 Hadamard matrices of order 56);



 335, 381 inequivalent Hadamard matrices of order 144 (doubling 2 Hadamard matrices of order 72) and their 4-profiles;



 156, 399 inequivalent Hadamard matrices of order 176 (doubling 2 Hadamard matrices of order 88). All these matrices and their 4 profiles, are available from the web page http://www.cargo.wlu.ca/doubling in Magma format. The doubling method of [11] can be used to produce vast numbers of inequivalent Hadamard matrices of all orders 8t. Nevertheless, it is important to have at our disposal inequivalent Hadamard matrices that do not come from doubling, for Coding Theory purposes. B.



New Lower Bounds for the Numbers of Inequivalent Hadamard Matrices of Orders 112, 144, 176



Notation.



Let Nk denote the number of inequivalent Hadamard matrices of order k.



Our computations using the full orthogonal design OD(16; 1, 1, 2, 2, 2, 2, 2, 2, 2), and the doubling method, establish three new constructive lower bounds for Nk , summarized in the following table: k 112 = 16 · 7 144 = 16 · 9 176 = 16 · 11 Nk ≥ 94 + 554, 457 = 554, 551 ≥ 422 + 335, 381 = 335, 803 ≥ 1, 182 + 156, 399 = 157, 581
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