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Output Covariance Tracking as a Disturbance Rejection Problem Salman Baromand, Hamid Khaloozadeh, Mohamadreza Rajati Department of Electrical Engineering, K.N.Toosi University of Technology, Tehran, Iran [email protected], [email protected], [email protected] Abstract— Covariance control theory provides a parameterization of all controllers which assign a specified state covariance matrix to the closed loop system. Our approach deals with the problem of describing a covariance state space model for stochastic systems. We derived the closed-from of the state covariance equations based on the model of the original stochastic system. The state space model contains known disturbance terms, hence covariance assignment problem could be reformulated as the design of a compensator with disturbance rejection features. Basically the idea of covariance feedback is used to assign desirable covariance matrices to the system. Firstly we tune a PID controller for the covariance system. Then a more systematic approach based on the internal model principle is employed. The persistent disturbance is compensated by constructing a disturbance compensator. Then, the optimal tracker with an infinite-time horizon cost functional is designed for the covariance system by using classical optimal tracker theory. It is notable that the convergence of the covariance matrix of the system can be guaranteed. I. INTRODUCTION Covariance control theory provides a parameterization of all controllers which assign a specified state covariance matrix to the closed loop system. In fact this type of control which provides the ability to assign the second moment of the system state offers many advantages [1-5]. Hence, many important system properties can be obtained by assigning a desired covariance matrix to the closed-loop system. The idea of assigning a given matrix P as a closed-loop state covariance by some stabilizing controller was first proposed by Nagayasu [1] in 1977. This idea was formalized as the covariance control problem [6], and this problem has been extensively studied by Skelton and Collins [7] and by others in [4,5,8-11]. Covariance control theory serves as a practical method for multiple objective control design as well as a foundation for linear system theory. It has been shown that the covariance control problem amounts to a search for a symmetric matrix P satisfying a linear matrix equation and inequality [9]. Recently, Baromand and Khaloozadeh [14] presented the idea of covariance feedback to address the problem of covariance assignment to stochastic systems. In the present article we make use of two controller
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design methods to address the problem of covariance assignment (A given matrix P is described as a closed-loop state covariance trajectory by a covariance feedback controller). First, the problem is reformulated as a disturbance rejection problem and a PID controller as well as internal model control is used to solve the problem. A proper approach in the covariance assignment problems is the utilization of the well-established optimal control theory. One of the main drawbacks of the classical LQR approach is that it cannot reject persistent disturbances unless the weighting matrices are selected properly. Recently, the powerful internal model control is employed to design optimal regulators for linear systems [12,13]. Our proposed model of the covariance state space equation of a linear system has a disturbance term. We design an internal model compensator for the covariance system. The compensated covariance system is furthermore forced to track a constant. It is known that the steady state error is zero for such a tracking problem and henceforth the steady–state covariance assignment is achieved. II. COVARIANCE SYSTEM DESCRIPTION A. System Description Consider a linear time-invariant stochastic system described by: (1) x(k + 1) = A x( k ) + B u ( k ) + D w(k ) y (k ) = C x(k ) We have A ∈ R n× n , B ∈ R n × m , D ∈ R n × l , x ( k ) ∈ R n , u ( k ) ∈ R m



and w(k ) ∈ Rl is a white noise input. Here, we assume that the white noise vector w(k) in (1) satisfies: E[ w(k )] = 0



, E[ x(0) wT (k )] = 0



⎧ 1 if i = j E[ w(i ) w T ( j )] = Qδ (i − j ) , δ (i − j ) = ⎨ ⎩0 if i ≠ j



Note that: Q ∈ R l ×l . Suppose that (A, B) is a stabilizable pair. Let P denote the steady state covariance: P = lim E (( x ( k ) − x )( x ( k ) − x ) T ) k→∞



where x = E (x) .



(2)
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The main purpose of this paper is to develop a control signal u(k) as a correlated noise vector, such that the steady state covariance satisfies a pre-assigned value. Computing the covariance of equation (1) illustrates that the state covariance matrix P>0 satisfies: (3) P(k + 1) = AP( k ) A T + BU ( k ) B T + DQ(k ) D T where the input covariance matrix U(k) is defined as: U (k ) = E[(u (k ) − u (k ))(u (k ) − u (k ))T ] where u (k ) = E[u (k )]



The necessary condition for existence of a solution to the problem of assigning a covariance matrix to eq.(3) is controllability of the pair (A, B). However this is not sufficient for the existence of a solution. Furthermore, not all covariance matrices may be assignable to a system by linear state feedback. Therefore, one may be interested in finding the covariance state feedback that can assign a given P to a specific linear stochastic system. B. Covariance System Description In this section we aim to find the standard state space equation for the covariance system [14]. The noise covariance matrices U(k),W(k) and the state covariance matrix P(k) could be partitioned and rearranged as follows : If u(k ) = [u1 u2 .... um ] T is an input white noise vector then U (k ) = E (u (k ), u T (k ))
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then Q is an l × l symmetric matrix then we can partition and rearrange Q as an l × (l + 1) ×1 vector as follows: 2



Qcov(k) = [E(e1, e1)....E(e1, el ) E(e2, e3) .... E(e2, el )....E(el −1, el −1) E(el −1, el ) E(el , el ) ]T Now, the dynamics of the covariance system is determined directly by eq. (3) as follows: (4) Pcov (k + 1) = Acov Pcov (k ) + BcovU cov (k ) + DcovQcov (k ) Since in the above equation DcovQcov is an uncontrollable term, we can assume DcovQcov as a disturbance term. Thus eq. (4) can be rewritten as: (5) Pcov (k + 1) = Acov Pcov (k ) + BcovU cov (k ) + d It is obvious that we have found the state space model of the system's state covariance. The necessary condition for existence of a solution to the problem of covariance tracking is that the pair (Acov, Bcov) is controllable. III. CONTROLLER DESIGN In this section we investigate two methods for covariance assignment to linear stochastic systems.



A. PID Controller Design Suppose that we want to force some elements of the covariance matrix to track a desired value. We could define a suitable output matrix Ccov for the covariance system to choose such states, so the output of the covariance system becomes: Y = Ccov × Pcov Example: If m = 1 then Y = E ( xi xiT ) i ∈ 1.....n In this paper, the basic approach of the proposed method for output state covariance tracking is the PID control method. The block diagram of this approach is shown in fig. 1.



Since the input covariance matrix U is an m × m symmetric matrix we can partition and rearrange U as an m ×( m + 1) × 1 vector as follows: 2



Ucov(k) = [E(u1, u1)....E(u1, um ) E(u2, u2 ) E(u2, u3) .... E(u2, um )....E(um−1, um−1) E(um−1, um ) E(um, um ) ]T The same partitioning method can be applied to P. If



x(k ) = [ x1



x2



... x n ]T is the system state vector



and P(k ) = E ( x(k ), x T (k ))



Since the state covariance matrix P is an n × n symmetric matrix we can partition and rearrange P as an n × ( n + 1) vector as follows: ×1 2



Pcov(k) = [E(x1, x1)....E(x1, xm ) E(x2, x2 ) E(x2, x3) .... E(x2, xn )....E(xn−1, xn−1) E(xn−1, xn ) E(xn , xn ) ]T The same partitioning method can be applied to W. If w(k ) = [e1 e2 ...... el ] T is the system noise vector and Q(k ) = E ( w(k ), w T (k ))
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Fig. 1.Covariance PID feedback block diagram .



Next, we have to choose the parameters of the discrete PID covariance controller K(z) to guarantee the stability of (5) and to assign the covariance value (Yd) to the mth state of system (1). We shall call this, the covariance assignment problem. It is obvious that we have found the state space model of the system's state covariance thus we can obtain input output transfer function from the state space equations: (6) Y = G ( z) = Ccov ( z × I − Acov ) −1 Bcov U
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According to the pole and zeroes of G we choose a pairing of control input-output and we can find suitable controller parameters (PID parameters). A discrete-time single-loop PID controller is described as: k



U cov (k ) = K P ek + K I



∑e + K i



D (ek



− ek −1)



(7)



i =1



Where U cov (k ) is the manipulated variable and
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K I = 0.003 , K p = 0.1, Kd = 0 We define the error between desired curve Yd and the measurement covariance Y : ⎡0.8⎤ ⎡ var(x1) ⎤ ek = Yd (k ) − Y (k ) = ⎢ ⎥ − ⎢ ⎣0.1⎦ ⎣var( x2 )⎥⎦ The system outputs and the output covariance trajectories are shown in fig .2. and fig .3.



ek = Yd (k ) − Y (k ) is the covariance tracking error. var(x1 )



1



In fact, the elements of the vector U cov (k ) determine the covariance matrix of the input noises u(k) of the system ( U (k ) ) in each iteration. Hence we may obtain the control signal u(k) as follows:



var( y1 )



0.5



Yd1



1



u (k ) = U ( k ) 2 × en ( k ) , en ∈ R m Where en is a white noise vector.
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⎡0.01⎤ ⎡1 0 0⎤ Dcov = ⎢0.02⎥ Ccov = ⎢ ⎢0.04⎥ ⎣0 0 1⎥⎦ ⎣ ⎦ ⎡ var(x1 ) ⎤ Where Pcov (k ) = ⎢cov( x1, x2 )⎥ ⎢ var(x ) ⎥ 2 ⎣ ⎦ From this state space covariance system the input-output



transfer function



G is obtained:



Y1 4 z 2 + 0.2369 z + 1.6767 ×10−2 = G11( z) = 3 U1 z − 0.26 z 2 + 5.98 ×10− 2 z − 1.2167 ×10− 2 Y2 16 z 2 + 3.5671z + 0.947807 = G22 ( z) = 3 U2 z − 0.26 z 2 + 5.98 ×10− 2 z − 1.2167 ×10− 2



Now we try to design a SISO PID controller for both the first and the second loop with Sequential Loop Closing (SLC) technique. We apply PID controllers with the following parameters in order to find a suitable U which makes the covariance system track the desired value: K I = 0.5 , K p = 0.01 , K d = 0
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Fig. 2.Output Covariance trajectory of the main system 4
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Example 1: Consider a linear discrete-time system (1) with: ⎡− 0.5 −1.3⎤ ⎡ 2 0.3⎤ ⎡0.1⎤ A=⎢ B=⎢ D=⎢ ⎥ ⎥ ⎥ 0 . 1 . 2 0 . 1 4 − ⎣ ⎦ ⎣ ⎦ ⎣0.2⎦ ⎡1 0⎤ C=⎢ ⎣0 1⎥⎦ The input noise is a zero mean white noise with unit variance. We would like to assign the following covariance matrix to the system states: ⎡ var( x1) ⎤ ⎡0.8⎤ ⎡0.8 × ⎤ Pd = ⎢ ⇒ Yd = ⎢ = ⎣ × 0.1⎥⎦ ⎣var( x2 )⎥⎦ ⎢⎣0.1⎥⎦ The corresponding covariance state space is: 1.2 0.09⎤ 1.69 ⎤ ⎡4 ⎡0.25 1.3 Acov = ⎢- 0.05 - 0.03 0.26⎥ Bcov = ⎢0.2 8.03 1.2 ⎥ ⎢0.01 0.8 16 ⎥ ⎢0.01 - 0.04 0.04 ⎥ ⎣ ⎦ ⎣ ⎦



0 -0.2 -0.4



Fig. 3. Output trajectory of the main system



PID controllers are proven to be very efficient and easy to implement. However, the design method of them is not systematic and becomes tedious as the order of the system grows. Furthermore, PID controllers make use of output feedback and therefore a limited number of the elements of the covariance matrix could be adjusted by them. These facts lead us to employ other compensation methods. We use the internal model principle to compensate the effect of the known disturbance [12,13] and apply an optimal tracker to the compensated system to guarantee that the covariance system is forced to track the assigned value.
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B. Optimal Controller Design The state space model of the system's state covariance has been derived in section 2. Here, we apply optimal control methodology to force the covariance of the system to track a desired trajectory. Note that since the covariance matrix of the input noise Q is constant, the term DcovQcov in eq. (4) could be regarded as a disturbance term. The term DcovQcov of the covariance system (4) could be restated as: (8) Pcov (k + 1) = Acov Pcov (k ) + BcovU cov (k ) + D′v(k ) (8) Where Acov , Bcov , and D’ are constant matrices of appropriate dimensions; v ∈ R m ( m +1) / 2 is the disturbance vector which can be represented by v(k + 1) = Gv(k ) where G is a constant matrix of appropriate dimensions. Assume that following conditions hold: (i) (Acov,Bcov) is completely controllable (ii) Rank Bcov =Rank D' =Rank ([Bcov D'])=m(m+1)/2 (iii) lim v (k ) ≠ 0 k →∞ In fact, almost all external disturbances such as step disturbances, slope disturbances, etc. satisfy assumption (iii) in practical control systems. In this section, firstly we will construct a disturbance compensator and transform the original covariance system into an augmented covariance system without disturbances by the internal model principle. Next, we choose an infinite-time horizon quadratic cost functional and design an optimal control law for the covariance system (4). a)
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And (15) U cov (k ) = U cov (k + 1) − MGM −1U cov (k ) By (9), (12), (13) and (14), we can obtain a (n (n+1)/2+ m(m+1)/2 ) dimensional augmented system (16) Pcov (k + 1) = A Pcov (k ) + B U cov (k ) Y = C Pcov (k ) Where Bcov ⎤ ⎡A ⎡0⎤ A = ⎢ cov −1 ⎥ , B = ⎢ ⎥ 0 MGM ⎣I ⎦ ⎦ ⎣



C = [Ccov 0]



b)



Design of Optimal Tracker



To make the output covariance track a desired value, we might minimize the following quadratic criterion: (18) J = (C P ( N ) − r ( N ))T H (C P ( N ) − r ( N )) + 0



1 2



cov N



r ( k ) = Pcov



(11) (12) (13)



Define a new ‘covariance state vector’ Pcov(k) and a ‘control vector’ Ucov(k) as follows, respectively:



[



T Pcov (k ) = Pcov z T (k )



]



(14)



Q0 (C Pcov (k ) − r (k ))



in which Q0 and R are positive definite. rk is the reference input and C Pcov is the output of the covariance system. Note that the time-invariant tracker is optimal for the performance index (18) when the final time N is infinity and H=0 (infinite-horizon tracking problem). With assumption Ccov=I , the desired covariance vector r(k) is defined as:



m ( m +1) m ( m +1) × 2 2



(10)



T



cov (k ) − r (k )) k =0 T +U cov (k ) RU cov (k )]



Under the assumption (ii), there exists a unique



(9)



cov



∑[(C P



Design of Disturbance Compensator



such that nonsingular matrix M ∈ R D ′ = BcovM holds. Covariance system (8) can be rewritten as Pcov (k + 1) = Acov Pcov (k ) + Bcov (U cov (k ) + v (k )) (9) Where v (k ) = Mv(k ) Let z (k ) = U cov (k ) + v (k ) Then z (k + 1) = U cov (k + 1) + MGv(k ) Substituting (10) and (11) into (12), we obtain z (k + 1) = MGM −1z (k ) + U cov (k + 1) − MGM −1U cov (k )



(17)



⎡ E ( x1 , x1 ) ⎤ ⎢ E ( x1 , x 2 ) ⎥ ⎥ ⎢ . ⎥ ⎢ . ⎥ ⎢ ⎢ E ( x1 , x n ) ⎥ (k ) = ⎢ E ( x 2 , x 2 )⎥ = ⎥ ⎢ . ⎥ ⎢ ⎢ E ( x 2 , x n )⎥ ⎥ ⎢ . ⎥ ⎢ . ⎥ ⎢ ⎣ E ( x n , x n )⎦



⎡ r1 ⎤ ⎢ r2 ⎥ ⎢ r ⎥ ⎢ 3 ⎥ ⎢ . ⎥ ⎢ . ⎥ ⎢ r n ( n + 1) ⎥ ⎢⎣ 2 ⎥⎦



If ( A , B ) is reachable and ( A , Q0 C T ) is observable, a suboptimal tracker is described by: (19) ω (k + 1) = ( A − B K ∞ )−T (ω (k ) − C T Q0 r (k )) Note that because of the nature of the considered problem, the most meaningful reference is a constant (The covariance is supposed to reach per-assigned constant values). Therefore the auxiliary equation (19) could be written in its steady-state form as (20) ω (∞) = ( A − B K ∞ )−T (ω (∞) − C T Q0 r (∞)) T −1 T ⇒ ω (∞) = ( I − ( A − B K ∞ ) ) C Q0 r (∞) U cov (k ) = − K ∞ Pcov (k ) + K ∞w w(k + 1)



3682



(21)
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Where K ∞ = ( B T S∞ B + R) −1 B T S∞ A K ∞w = ( B T S∞ B + R) −1 B T And S∞ can be computed off-line before the control is applied, from this Riccati equation: (22)



S∞ = A T S∞ A − A T S∞ B ( B T S∞ B + R)−1 B T S∞ A + C T Q0C c)



Optimal tracker of the original covariance system



Now we will study the problem of finding the optimal control law Ucov(k) of the original covariance system (4). Let (23) ⎡ S S 2T ⎤ S∞ = ⎢ 1 ⎥ ⎣S 2 S 3 ⎦ Where S1 ∈ R



n( n +1) n( n +1) × 2 2



, S2 ∈ R



m( m +1) n( n +1) × 2 2



and



m( m +1) m( m +1) × 2 ∈R 2



. S3 From (14), (17),(21) and (23) we can get * U cov (k ) = − K1Pcov (k ) − K 2 z (k ) + ( B T S ∞ B + R) −1 B T ω (k + 1) Where K1 = ( R + S3 )−1 S2 Acov K 2 = ( R + S3 )−1(S2 Bcov + S3MGM −1) equation (15) could be * U cov (k + 1) = MGM −1U cov (k ) + U cov (k ) = −1 MGM U cov (k ) − K1Pcov (k ) − K 2 (U cov (k ) + Mv(k )) + ( B T S ∞ B + R) −1 B T ω (k + 1)



(24)
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⎡ u1(k ) ⎤ ⎡ en1(k ) ⎤ ⎢ u 2 (k ) ⎥ ⎢ en2 (k ) ⎥ ∗ ∗ 0. 5 ⎢ ⎢ ⎥ = [U (k )] u (k ) = . . ⎥ ⎢ ⎥ ⎢ ⎥ . ⎢ ⎥ ⎢ . ⎥ ⎢⎣um (k )⎥⎦ ⎢⎣enm (k )⎥⎦



Here, {en}i =1 is a white noise sequence. In the following example, we apply the proposed method to a linear stochastic system in order for the states to track a pre-specified covariance. m



Example 2:



Consider the discrete-time linear stochastic system of Example 1. Also assume the desired covariance matrix is: ⎡ 0.8 ⎤ ⎡ 0.8 0.05⎤ ⎢0.05⎥ ⇒ = Pd = ⎢ r k ⎢ 0.1 ⎥ ⎣0.05 0.1 ⎥⎦ ⎣ ⎦ The tracking problem requires that all of the states of the system track the desired trajectories. Thereby, the output matrix of the covariance system is defined to be: ⎡1 0 0⎤ Ccov = ⎢0 1 0⎥ ⎢0 0 1⎥ ⎣ ⎦ Choosing the following weighting matrices for the objective function of eq. (18), we solve the optimal tracking problem: 0 ⎤ ⎡1000 0 ⎡1 0 0⎤ Q0 = ⎢ 0 1000 0 ⎥ ; R = ⎢0 1 0⎥ ⎢ 0 ⎢0 0 1⎥ 0 1000⎥⎦ ⎣ ⎣ ⎦ In this example (Acov,Bcov) forms a controllable pair and (Acov ,Ccov) is observable, so the problem is well-defined. We have the boundary conditions from eq.20 as:



Utilizing the abovementioned control signal, the optimal input interaction matrix U* is obtained. Namely, it is: * * * * ⎡ Ucov ⎤ (1) Ucov (2) (3) . . (m) Ucov Ucov ⎢ * ⎥ * * * Ucov(2m −1) ⎥ ⎢Ucov(2) Ucov(m +1) Ucov(m + 2) ⎢ . ⎥ . ⎥ U∗ = ⎢ . . ⎢ ⎥ ⎢ . ⎥ . ⎢ ⎥ × + ( 1 ) m m * ⎢U* (m) ⎥ .... . . . ( ) U cov ⎢⎣ cov ⎥⎦ 2



Thereby, we should generate an optimal input signal u*(k) so that it has an interaction matrix equal to U*. A practical way of generating u*(k) is constructing it by the following method:
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⎡ 996.5 ⎤ ⎢ 1084.5 ⎥ ⎢ ⎥ 1469.1 ⎥ T 1 T − ω ( ∞ ) = ( I − ( A − B K I ) ) C Q0 r ( ∞ ) = ⎢ ∞ ⎢ 3211.3 ⎥ ⎢ 1442.4 ⎥ ⎢ 1734.2 ⎥ ⎣ ⎦



And from equation (21), (22) we obtain:



⎡1070 330 410 ⎤ ⎡990 5190 6810⎤ S1 = ⎢330 2690 2190 ⎥ S2 = ⎢- 90 1290 4150 ⎥ ⎢410 2190 3930⎥ ⎢120 - 560 1110 ⎥ ⎣ ⎦ ⎣ ⎦ ⎡16040 6420 770 ⎤ S3 = ⎢6420 66580 22590 ⎥ ⎢770 22590 257550⎥ ⎣ ⎦ Selecting N=150 and calculating ωk by eq. (19) we obtain the control signal. The performance of the proposed method is illustrated in Fig. 4.
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The state trajectories of the compensated system are shown in Fig.5.
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