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Packet Delay in Models of Data Networks HENRYK FUKS´ Brock University ANNA T. LAWNICZAK University of Guelph and STANISLAV VOLKOV De Technische Universiteit Eindhoven



We investigate individual packet delay in a model of data networks with table-free, partial table and full table routing. We present analytical estimation for the average packet delay in a network with small partial routing table. Dependence of the delay on the size of the network and on the size of the partial routing table is examined numerically. Consequences for network scalability are discussed. Categories and Subject Descriptors: G.3 [Probability and Statistics]: probabilistic algorithms (including Monte Carlo), stochastic processes; I.6.5 [Simulation and Modeling]: Model Development—modeling methodologies General Terms: Algorithms, Experimentation, Performance, Theory Additional Key Words and Phrases: Hitting time, packet delay, packet switching, random walk, routing table
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simplified models have been proposed in recent years [Kadirire 1994; Campos et al. 1995; Deane et al. 1996; Ohira and Sawatari 1998; Tretyakov et al. 1998; Fuk´s and Lawniczak 1999]. The construction of these models have been inspired by successful and well established in physics methodologies of particle systems, cellular automata and lattice gas cellular automata. The application of these methodologies in the context of data networks provides a promising alternative approach. Even though some of these models are simplistic, they can be expanded and modified to incorporate various realistic aspects of data networks. Additionally, these models are not only amenable to computer simulations but also to obtaining analytical results. One of the interesting questions that needs to be addressed in the context of these models is an issue of influence of the randomness present in the routing algorithm on the network’s dynamics and its effects on the performance of the network. In Fuk´s and Lawniczak [1999], we investigated a model in which packets are routed according to a table stored locally at each node. If the table includes all other nodes of the network, such an algorithm is called a full table routing algorithm. However, if only nodes closer than m links away are present in the table (partial table routing), packets with a destination address not present in the table are forwarded to a randomly selected nearest neighbour node. This introduces certain amount of randomness or noise into the system, and as a result, the delay changes. By delay, we mean the time required for a packet to reach its destination. In this work, we investigate how the delay experienced by a single packet, when no other packets are present, depends on the degree of randomness in the routing scheme. While interactions with other packets will obviously strongly influence the delay, in Fuk´s and Lawniczak [1999] we found that the delay experienced by a single packet is an important parameter characterizing the network. For example, simulation experiments reported in Fuk´s and Lawniczak [1999] seem to indicate that in many cases the critical load is inversely proportional to the single packed delay. In an attempt to gain some insight into properties of this important parameter, we derive analytical estimates for the single packet delay and compare it with direct simulations. Finally, we discuss how these results affect scalability of the proposed network model. 2. NETWORK MODELS DEFINITIONS Detailed description of the network model is given in Fuk´s and Lawniczak [1999]. Here, we summarize only its main features. The purpose of the network is to transmit messages from points of their origin to their destination points. In our model, we assume that the entire message is contained in a single “capsule” of information, which, by analogy to packet-switching networks, will be simply called a packet. In a real packet-switching network, a single packet carries the information “payload,” and some additional information related to the internal structure of the network. We ignore the information “payload” entirely, and assume that the packet carries only two pieces of information: time of its creation and the destination address. ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Our simulated network consists of a number of interconnected nodes. Each node can perform two functions: of a host, meaning that it can generate and receive messages, and of a router (message processor), meaning that it can store and forward messages. Packets are created and moved according to a discrete time parallel algorithm. The structure of the considered networks and the update algorithm will be described in subsections that follow. 2.1 Connection Topology In this paper, we consider a connection topology in a form of a two-dimensional square lattice with periodic boundary conditions L p . The network hosts and routers are located at nodes of the lattice L p . The position of each node on a lattice L p is described by a discrete space variable r, such that r = icx + j c y ,



(1)



where cx , c y are Cartesian unit vectors, and i, j = 1, . . . , L. The value of L gives a number of nodes in the horizontal and vertical direction of the lattice L p . We denoted by C(r) the set of all nodes directly connected with a node r. For each r ∈ L p , the set C(r) is of the form C(r) = {r − cx , r + cx , r − c y , r + c y }.



(2)



In this case, the node r is connected with its four nearest neighbors. In the networks considered here, each node maintains a queue of unlimited length where the arriving packets are stored. Packets stored in queues, at individual lattice nodes, must be delivered to their destination addresses. To assess how far a given packet is from its destination, we introduce the concept of distance between nodes. We use periodic “Manhattan” metric to compute the distance between two nodes r1 = (i1 , j 1 ) and r2 = (i2 , j 2 ): ¯ ¯ ¯ ¯ ¯ L ¯¯ ¯¯ L ¯¯ ¯ (3) d PM (r1 , r2 ) = L − ¯|i2 − i1 | − ¯ − ¯| j 2 − j 1 | − ¯ . 2 2 2.2 Update Algorithms The dynamics of the networks are governed by the parallel update algorithms similar to the algorithm used in Ohira and Sawatari [1998]. We start with an empty queue at each node, and with discrete time clock k set to zero. Then, the following actions are performed in sequence: (1) At each node, independently of the others, a packet is created with probability λ. Its destination address is randomly selected with uniform probability distribution among all other nodes in the network. The newly created packet is placed at the end of the queue. (2) At each node, one packet (or none, if the local queue is empty) is picked up from the top of the queue and forwarded to one of its neighboring sites according to a one of the routing algorithms to be described below. Upon arrival, the packet is placed at the end of the appropriate queue. If several packets arrive to a given node at the same time, then they are placed at the ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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end of the queue in a random order. When a packet arrives to its destination node, it is immediately destroyed. (3) k is incremented by 1. This sequence of events, which constitutes a single time step update, is then repeated arbitrary number of times. The state of the network is observed after substep (3), before clock increase and repetition of substep (1). In order to explain the routing algorithms mentioned in substep (2), we first describe one of its simplified versions. Let us assume that we measure distance using metric d PM . To decide where to forward a packet located at a node r with the destination address rd , two steps are performed: (1) From sites directly connected to r, we select sites which are closest to the destination rd of the packet. More formally, we construct a set A∞ (r) such that © ª (4) A∞ (r) = a ∈ C(r) : d (a, rd ) = min d PM (x, rd ) x∈C(r)



(2) From A∞ (r), we select a site which has the smallest queue size. If there are several such sites, then we select one of them randomly with uniform probability distribution. The packet is forwarded to this site. Using a formal notation again, we could say that the packet is forwarded to a site selected randomly and uniformly from elements of a set B∞ (r) defined as © ª B∞ (r) = a ∈ A∞ (r) : n(a, k) = min n(x, k) , (5) x∈A∞ (r)



where n(x, k) is a queue size at a node x at time k. To summarize, the routing algorithm R∞ described above sends the packet to a site that is closest to the destination (in the sense of the metric d PM ), and if there are several such sites, then it selects from them the one with the smallest queue. If there is still more than one such node, random selection takes place. It is clear that each packet routed according to the algorithm R∞ will travel to its destination along the shortest possible path (shortest in the sense of the metric d PM , not necessarily in terms of a number of time steps required to reach the destination). In real networks, this does not always happen. In order to allow packets to take alternative routes, not necessarily shortest path routes, we will introduce a small modification to the routing algorithm R∞ described above. The modified algorithm Rm , for each node r, will use instead of the set A∞ (r) a set Am (r) defined as follows: In the construction of the set Am (r) instead of minimizing distance d PM (x, rd ) from x to the destination rd , as it was done in (4), we will minimize 2m (d PM (x, rd )), where ½ y, if y < m, 2m ( y) = (6) m, otherwise, for a given integer m. Thus, the definition of the set Am (r) is © ª Am (r) = a ∈ C(r) : 2m (d PM (a, rd )) = min 2m (d PM (x, rd )) . x∈C(r)



ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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The above modification is equivalent to saying that nodes that are further than m distance units from the destination are treated by the routing algorithm as if they were exactly m units away from the destination. If a packet is at a node r such that all nodes directly linked with r are further than m units from its destination, then the packet will be forwarded to a site selected randomly and uniformly from the subset of C(r) containing the nodes with the smallest queue size in the set C(r). It can happen that the selected site can be further away from the destination than the node r. Therefore, introduction of the cutoff parameter m adds more randomness to the network dynamics. One could also say that the destination attracts packets, but this attractive interaction has a finite range m: packets further away than m units from the destination are not being attracted. It is also possible to relate various values of the cutoff parameter m to different types of routing schemes used in real packet-switching networks. Assume that each node r maintains a table containing all possible values of d PM (x, rd ), for all possible destinations rd and all nodes x ∈ C(r). Assume that packets are routed according to this table by selecting nodes minimizing distance, measured in the metric d PM , traveled by a packet from its origin to its destination. Such a routing scheme is called table-driven routing [Saadawi et al. 1994] and it is equivalent to the routing algorithm R∞ . In this case, construction of the set A∞ (r) would require looking up appropriate entries in the stored table. Let us now define Dmax to be the largest possible distance between two nodes in the network. When m < Dmax , then for a given x, we need to store values of d PM (x, rd ) only for nodes rd which are less than m units of distance away — for all other nodes distance does not matter, since it will be treated as m by the routing algorithm. Hence, at each node r the routing table to be stored is smaller than in the case when m = Dmax . The routing scheme based on this smaller routing table is called the reduced table routing algorithm [Saadawi et al. 1994] and it is equivalent to the routing algorithm Rm . In the case when m = Dmax , the routing algorithm Rm = R∞ . Finally, when m = 1, the distances between hosts and destinations are not considered in the routing process of packets. Therefore, there is no need to store any table of possible paths at nodes of the network. This case corresponds to the table-free routing algorithm [Saadawi et al. 1994] in which packets are routed randomly. Hence, this algorithm can send packets on circuitous and long routes to their destinations. 3. SINGLE PACKET DELAY One of the quantities characterizing the performance of a network is a packet delay τm , frequently used in network performance literature [Dhar and Ramaswamy 1982; Seligman 1984; Berteskas and Gallagher 1987; Bolot 1993; Macii et al. 1997; Borella and Brewster 1998; Stallings 1998]. In our case, the delay will be defined as a number of time steps elapsed from the creation of a packet to its delivery to the destination address when the routing algorithm Rm is used. In Fuk´s and Lawniczak [1999], we found ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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that the free packet delay, or delay experienced by a packet when no other packets are present, strongly determines behavior of the network, in particular transition point to the congested state. Since, in the case of a single packet, there is no interaction with other packets, mathematical analysis of packet’s dynamics is considerably simpler. This analysis will be performed in what follows. First of all, let us note that when the routing algorithm Rm is used, and when the packet is further than m units away from its destination address, it performs a random walk until it hits a node which is m units away from the destination, and then it follows the shortest path to the destination. Obviously, several shortest paths might exists, so there is still randomness in the packet’s motion, but every time step its distance from the destination decreases by one unit. Let us denote by τm (r0 , rd ) the expected delay time experienced by a packet which starts at r0 and has destination address rd . For a lattice with periodic boundary conditions, only relative position of r0 and rd is important. Therefore, we choose rd to be at the origin, and define τm (r0 ) = τm (r0 , 0). From our discussion of the packet’s motion, we conclude that τm (r0 ) is a sum of two parts: τm (r0 ) = τm,1 (r0 ) + τm,2 (r0 ),



(8)



where τm,1 (r0 ) is the expected time for a random walk to hit a node which is m units away from the origin, and τm,2 (r0 ) is the expected time to reach the origin starting from the node which is m units away from the origin. We will call τm,1 (r0 ) a random part, and τm,2 (r0 ) a semideterministic part of the delay τm (r0 ). Obviously, for a single packet in the network τm,2 (r0 ) = 2m (d PM (r0 , 0)),



(9)



and it is only τm,1 (r0 ) that needs to be computed (if m < Dmax ). It turns out that by modifying the problem slightly, an analytical estimation of τm,1 (r0 ) can be obtained. 3.1 Analytical Estimation of the Expected Hitting Time for a Random Walk on a Lattice L p First, we observe that for a random walk that start at r0 , τm,1 (r0 ) is the expected time of hitting the circle Sm (0, d PM ) = {r ∈ L p : d PM (r, 0) ≤ m} While the circle Sm (0, d PM ) defined in d PM metric is a natural one to be used in our network model, it is not well suited for the estimation of τm,1 (r0 ). In order to carry such estimation, we replace the circle Sm (0, d PM ) by the circle Sm (0, d PE ) in Euclidean metric, as explained below. For any two points r1 = (x1 , y 1 ) and r2 = (x2 , y 2 ) in L p , let us define the Euclidean distance with periodic boundaries between this two points as ¡ d PE (r1 , r2 ) = (min{x1 − x2 , L − (x1 − x2 )})2 ¢1/2 + (min{ y 1 − y 2 , L − ( y 1 − y 2 )})2 . ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Notice that this metric is equivalent to the periodic Manhattan metric d PM , in particular 1 √ d PM (r1 , r2 ) ≤ d PE (r1 , r2 ) ≤ d PM (r1 , r2 ). 2 For r ∈ L p , let us set krk = d PE (r, 0). Hence, for any a > 0, the circle of radius a is the set Sa = Sa (0, d PE ) = {r ∈ L p : krk ≤ a}. Consider a simple random walk {X k }, k = 0, 1, 2, . . . on L p . Let TR (r; L) be the expected time of hitting the circle S R on a lattice L p when the random walk {X k } starts at X 0 = r. THEOREM 3.1. Suppose that R(1 + ) < L/4 and R < krk < L/4. If the random walk {X k } starts at r, then there exist a constant C = C() > 0 such that µ ¶· µ ¶¸ krk 1 1 2 1+O + 2 , (10) TR (r, L) ≥ CL log R L R log(krk/R) where we write y(x) = O(x) whenever supx>0 y(x)/x < ∞. The proof of this theorem is based on the following lemma. Consider two numbers a and c such that 0 < a < c ≤ L/2 and suppose that X 0 = r with / Sa . Let pa,c (r) be the krk = b ∈ (a, c). Clearly, Sa ⊆ Sc , X 0 ∈ Sc and X 0 ∈ probability that the random walk {X k } will hit the circle Sa before exiting Sc . LEMMA 3.2.



If f (r) = log(krk2 + 1), then pa,c (r) ≤



log(c/b) + O(1/b2 ) f (c) − f (b) = . f (c) − f (a) log(c/a) + O(1/a2 )



PROOF OF THE LEMMA. The proof is conducted in the spirit of Fayolle et al. [1995], the reader can also find in this book the definition of submartingale and stopping time used further in this paper. Observe that ξk = f (X k ) is a submartingale with respect to a filtration Fk = σ (X 0 , X 1 , . . . , X k ) generated by the random walk {X k }. Indeed, simple algebra shows that 1 1 1 log((x + 1)2 + y 2 + 1) + log((x − 1)2 + y 2 + 1) + log(x 2 + ( y + 1)2 + 1) 4 4 4 1 + log(x 2 + ( y − 1)2 + 1) > log(x 2 + y 2 + 1) 4 and therefore E (ξk+1 | Fk ) ≥ ξk . Let the stopping time



ª © η = inf k > 0 : X k ∈ Sa or X k ∈ L p \Sc ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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be the first time when the random walk leaves Sc \Sa . Then ξ˜k = ξk∧η is also a submartingale [Chow and Teicher 1988], therefore E ξ˜k ≥ E ξ˜0 = f (b)



(11)



for all k. Obviously, η is finite a.s., so ξ˜k converges in L1 to ξη [Chow and Teicher 1988]. On the other hand, f (X η ) ≤ f (a) if the random walk hits Sa before L p \Sc and f (X η ) ≥ f (c), otherwise. Consequently, E [ f (X η ) | X η ∈ Sa ] ≤ f (a), / Sc ] ≥ f (c). E [ f (X η ) | X η ∈ Since f (a) < f (b) and / Sc ](1 − pa,c (r)), E (ξη ) = E f (X η ) = E [ f (X η ) | X η ∈ Sa ] pa,c (r) + E [ f (X η ) | X η ∈ the inequality (11) yields pa,c (r) ≤ ≤



E [ f (X η ) | X η ∈ / Sc ] − f (b) E [ f (X η ) | X η ∈ / Sc ] − E [ f (X η ) | X η ∈ Sa ] f (c) − f (b) / Sc ] − f (b) E [ f (X η ) | X η ∈ ≤ . E [ f (X η ) | X η ∈ / Sc ] − f (a) f (c) − f (a)



Using the expansion log(a2 + 1) = 2 log a + O(1/a) applied to a, b and c we conclude the proof of the Lemma. h PROOF OF THEOREM 3.1. The proof will proceed in three steps. First, we obtain the upper bound on the probability of reaching S R prior to leaving SL/2−1 when a random walk starts at a point r ∈ G where G is the ring SL/4 \SL/4−1 . Next, we will estimate the expected time of reaching G starting from L p \SL/2−1 . In the second step, we show that the expected time of hitting S R when the random walk originates inside G is of order L2 log(L/2R). Finally, we will use the fact that the expected time of hitting S R when the walk originates at some r with R < krk < L/4 is at least as large as the product of the probability of hitting G prior to S R and the expected time of hitting S R starting from G. Step 1. Let G = SL/4 \SL/4−1 be the set of lattice points inside the ring of “width” one. Consider for each r ∈ G a simple random walk starting at r, and a probability pR, L/2−1 (r) that the random walk starting at r will hit S R before L p \SL/2−1 . Let p be smallest of these probabilities, that is p = min pR, L/2−1 (r), r∈G



(12)



then by Lemma 3.2, p≤



log 2 + O(1/L) . log(L/(2R)) + O(1/L + 1/R 2 )



Next, let us show that if the random walk starts in L p \SL/2−1 , then the minimum of all average times before hitting G is of order L2 . Indeed, when the random walk hits some r = (x, y) ∈ G, then d PE (r) ≤ L/4 and therefore both / SL/2−1 |x − L/2| ≥ L/4 and | y − L/2| ≥ L/4. However, for any r1 = (x1 , y 1 ) ∈ ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Fig. 1. Illustration to the proof of the Theorem 3.1.



at √ least one of the √ values x1 − L/2 or y 1 − L/2 lies inside the segment [−( 2 − 1)L/4 − 1, ( 2 − 1)L/4 + 1] (see Figure 1). Consequently, the time in which the simple random walk hits G is stochastically larger1 than U , the random variable representing the time simple ran√ √ in which one-dimensional dom walk originating in x ∈ [−(2 − 2)L/4 − 1, (2 − 2)L/4 + 1] leaves the segment [−bL/4c, bL/4c].2 The expected value of this random variable is known (see Feller [1968]) and equals µ¹ º¶2 L − x 2 ≥ C1 L2 (13) 4 √ for some constant C1 > 0, because (2 − 2)/4 < 1/4. Step 2. Let ν = ν(r) = inf{k : X k ∈ S R } denote the first time when the random walk starting at X 0 = r ∈ G hits the circle S R . Consider a stopped random walk X˜ k = X k∧ν with X˜ 0 = X 0 . Set η0 = 0 and let ηn = inf{k > ηn−1 : X˜ k ∈ G and X˜ k 0 ∈ / SL/2−1 for some k 0 ∈ (ηk−1 , k)} 1 One



random variable is stochastically larger than another, if there is a probability space on which both random variables are simultaneously defined and with probability one the first one is at least as large as the other one. For further references, see Chow and Teicher [1988]. 2 By bac we mean the largest integer smaller than a. ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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for k = 1, 2, . . . . Thus, ηk ’s are consecutive times at which X˜ k finishes “a loop” from G to G visiting L p \SL/2−1 for some time. Since the random walk eventually hits S R , only finitely many ηk ’s will be defined. According to (12), the random number N of such loops before X k hits L p \SL/2−1 is stochastically larger than a geometric random variable N¯ with parameter p defined by P( N¯ ≥ n) = (1− p)n , n = 0, 1, 2 . . . . The probability that the walk originating in G will visit L p \SL/2 but will not visit S R , n times in a row is at least (1 − p)n . Consequently, ηN =



N X



(ηi − ηi−1 ) ≥



i=1



N X



Ui ≥



i=1



N¯ X



Ui ,



i=1



where {Ui } is a sequence of random variables such that E (Ui | N ) ≥ C1 L2 in accordance with (13). Since ν(r) > η N , then for any r ∈ G, we obtain Ã n ! ∞ X X TR (r, L) = E ν(r) > E η N ≥ E Ui | N¯ = n P( N¯ = n) n=1



≥ C1 L2



∞ X



i=1



np(1 − p)n−1



n=1



· µ ¶¸ C1 L2 L 1 1 2 = ≥ C2 L log 1+O + 2 , p 2R L R log L/2R where C2 = C1 / log 2. Step 3. Now suppose that R < krk < L/4. By Lemma 3.1, the event A = {X k reaches G before hitting S R } has the probability 1 − pR, L/4 (r) ≥



log(krk/R) + O(1/R 2 ) f (krk) − f (R) = := q. f (L/4) − f (R) log(L/(4R)) + O(1/R 2 )



Consequently, TR (r, L) = E ν(r) ≥ E (ν(r) | A)P(A) ≥ q min E ν(r1 ) r1 ∈G · µ ¶¸ 1 1 ≥ CL2 log(krk/R) 1 + O + 2 L R log(krk/R) since log(L/(4R)) log(1 + ) ≥ > 0, log(L/(2R)) log(2 + 2) and the Theorem is proven.



h



COROLLARY 3.3. Under conditions of Theorem 3.1, if R is fixed while both krk → ∞ and L → ∞, then µ ¶ krk TR (r, L) ≥ CL2 log [1 + o(1)]. R ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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3.2 The Asymptotic Behavior of TR In this section, we study the case when L is so large that a simple random walk after appropriate rescaling is close to a Brownian motion Bt on a square L˜ = [0, 1]2 with periodic boundary conditions [Freedman 1971]. Let 0 < ε < 1, r ∈ L˜ and T˜ ε (r) be the expected time in which Brownian motion starting from r will hit a circle of radius ε. To avoid a trivial answer, we always assume that r lies outside of this circle. When the rescaled random walk starting at r is close to the Brownian motion [Freedman 1971], then for sufficiently large L and R ³r´ . (14) TR (r; L) ≈ 2L2 T˜ R/L L Therefore, from bounds on T˜ ε (r) we can deduce the asymptotic behavior of TR (r, L). It follows from Bass [1995, p. 109] that the function T˜ ε (r) is a solution of the PDE on a square with periodic boundaries 1T˜ = −2, ˜ T (r) |r∈∂Cε = 0, where for any ε > 0, ∂Cε denotes the boundary of a circle of a radius ε > 0 around the origin 0. Here we will not be solving this PDE analytically. We present estimates of T˜ , which follow from a probabilistic nature of the model. The following statement is essential, the idea of its proof comes from Dynkin and Yushkevich [1969]. LEMMA 3.4. Consider a Brownian motion Bt on a plane starting from r ∈ R2 , such that ρ = |r| ∈ (a, b) and 0 < a < b. Let u = u(ρ; a, b) be the expected time until Bt hits the circle Ca , excluding the time spent outside the circle Cb, that is Z νa 1{|Bt |≤b} dt, u=E 0



where νa = inf{t : |Bt | ≤ a}, then u(ρ; a, b) = b2 log



ρ 2 − a2 ρ − . a 2



(15)



PROOF. For a Brownian R ν motion Bt with B0 = r = (x, y) ∈ Cb and u(r) = E ν(r) we define ν(r) = 0 a 1{|Bt |≤b} dt. Consider a circle of a small radius ρ0 around r. Since u(r) is a constant on ∂Cb, then from the symmetry of a circle and by Markov Principle Z φ2 1 u(x + ρ0 cos φ, y + ρ0 sin φ) d φ u(r) = φ2 − φ1 φ1 Z φ1 +2π ¡ ¢ 1 u(r) d φ + O ρ0 2 . + 2π − φ2 + φ1 φ2 In this equation, the angles φ1 and φ2 are defined in such a way that φ ∈ (φ1 , φ2 ) corresponds to the points (x + ρ0 cos φ, y + ρ0 sin φ) lying inside the circle Cb and φ ∈ (φ2 , φ1 + 2π ) corresponds to the points lying outside of the circle Cb. ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Taking a Taylor expansion and letting ρ0 → 0 yields ∇u(r) · n(r)|r∈∂Cb = 0,



(16)



where n is a unit vector normal to ∂Cb at r. On the other hand, for r lying inside the set {r : |r| < b} we have 1u = −2



(17)



(see Dynkin and Yushkevich [1969]). Solving PDE (17) with the boundary conditions (16) and the condition u(r)|r∈∂Ca = 0, we obtain (15). h Now, to get the desired estimates on T˜ , observe that the geometry of the model implies µ ¶ ¶ µ 1 1 1 ˜ u ρ ∧ ; ε, ≤ Tε (r) ≤ u ρ; ε, √ , 2 2 2 ˜ In parwhere ρ is the distance from r to 0 in Euclidean periodic metric on L. ticular, using the right-hand side of this inequality, we obtain the following result. COROLLARY 3.5. Whenever (14) takes place, TR (r, L) is asymptotically bounded from above by krk L2 log − (krk2 − R 2 ) + o(L2 ). (18) R In terms of order, this equation matches closely the lower bound given by (10). This is consistent with our results for the discrete case and not really surprising, since the limit of a random walk is a Brownian motion. 3.3 Numerical Results In order to assess quality of analytical estimates of TR (r) = TR (r, L) obtained in the previous section, we compare them with values of TR (r) calculated numerically by solving the system of linear equations 1 TR (r) = 1 + (TR (r + cx ) + TR (r − cx ) + TR (r + c y ) + TR (r − c y )), (19) 4 with periodic boundary conditions and TR (r) = 0 for every r ∈ L p such that d PE (r, 0) ≤ R. Figure 2(a) is a semi-log plot of TR (r) as a function of ||r|| for the lattice L × L = 50 × 50 and two values of R, R = 1 and R = 5. Each lattice node for which ||r|| > R is represented by a single point on the graph. One can clearly see that for ||r|| smaller than about 10, these points form a straight line, in agreement with estimations (10) and (18). Once we notice that for every r ∈ L p such that d PM (r, 0) = m we have √ m 2 ≤ d PE (r, 0) ≤ m, (20) 2 we can obtain the following bounds on τm,1 (r): Tm (r) ≤ τm,1 (r) ≤ Tm√2/2 (r). ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Fig. 2. Graphs of (a) TR (r, 50) as a function of ||r|| for R = 1, 5 and (b) τm (r) as a function of d PM (r, 0) for m = 1, 5 for a lattice L p with L = 50. Continuous lines are the least square fits using points with ||r|| ≤ 10.



The above relationship is well illustrated in Figure 2(b), which shows a graph of τm,1 (r) as a function of d PM (r, 0) for L = 50 and m = 1, 5. As before, the values of τm,1 (r) were obtained by solving the system of linear equations τm,1 (r) = 1 +



1 (τm,1 (r + cx ) + τm,1 (r − cx ) + τm,1 (r + c y ) + τm,1 (r − c y )), 4



(22)



with periodic boundary conditions and τm,1 (r) = 0 for every r ∈ L p such that d PM (r, 0) ≤ m. In the aforementioned figure, the points close to the origin do not lie on a straight line, but lie in an area bounded by two straight lines, as expected from (21). ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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4. AVERAGE DELAY In a network model investigated in Fuk´s and Lawniczak [1999], packets were created at each node with a destination address randomly selected among all nodes of the lattice. A useful quantity characterizing delay experienced by packets under such circumstances is an average delay τ¯m , defined as τ¯m =



1 X τm (r). L2 r∈L p



(23)



Similarly as in (8), we can write the average delay τ¯m as a sum of the average random and the average semi-deterministic parts, denoted by τ¯m,1 and τ¯m,2 , respectively. Using (9), we calculate the average semi-deterministic part of the average delay. First, let us define N (k) to be a number of sites r ∈ L p such that d PM (r, 0) = k, 0 ≤ k ≤ L. Then we can write τ¯m,2 as τ¯m,2 =



L 1 X 1 X τ (r) = N (k)2m (k). m,2 L2 r∈L p L2



(24)



k=0



For simplicity, and without much loss of generality, in what follows we assume that L is even. It is straightforward to establish that for even L  1 if k = 0     4k if 0 < k < L/2  if k = L/2 N (k) = 2L − 2 (25)   4(L − k) if L/2 < k < L    1 if k = L which can be written in a more compact form as N (k) = δ0,k + δ L,k − 2δ L/2,k + 2L − |4k − 2L|,



(26)



where δi, j = 1 if i = j and δi, j = 0, otherwise. Using this result and computing the sum in (24), we obtain   2m3 + m L  m− , if m <  2 3L 2 (27) τ¯m,2 = 3  + L − m 2(L − m) L   , otherwise.  − 2 3L2 Since the average semi-deterministic part of the average delay is always smaller than m, for small m it will be negligible compared to the random part. Therefore, in the small m regime, we can expect that the leading term in τ¯m is a linear function of log(m), according to our analytical estimate from the previous section. Figure 3 shows that it is indeed the case, as illustrated for L = 100. An important observation which can be made from this figure is that τ¯m stays close to its m = L value (τ¯ L = L/2, see Eq. (27)) when m is close to L. This means that making m slightly smaller than L does not increase delay significantly. ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Fig. 3. Average delay τ¯m of a free packet as a function of m for a periodic lattice 50 × 50. The continuous line represents the least squares fit to the first 10 points.



5. NETWORK SCALABILITY Every network at some point of its life span needs to be expanded. It is obvious that as the number of nodes increases, the average delay increases as well, since the number of links to be traversed by a given packet becomes larger. However, the increase in delay, is not the only problem encountered when the network expands. Each node r stores a routing table, which in our model contains routing information for all nodes x ∈ L p such that d PM (r, x) ≤ m. If by M (m) we denote the number of nodes that are up to m links away from a given node, we can say that the memory required to store the routing table is proportional to M (m), which can be readily computed:  L   m if 0 < m <  2m(m + 1), X 2 N (k) = M (m) =  L  k=1  L2 − 2(L − m)(L − m − 1) − 2, ≤ m < L. if 2 (28) Let us now assume that the “cost” of operating of a single node with routing algorithm Rm is given by c(m, a) = τ¯m + aM (m),



(29)



where a is a nonnegative parameter describing the relative cost of memory vs. average delay. This cost function has been introduced to investigate strategies which could minimize both average delay and memory storage requirements at a node. The above form of c(m, a) simply means that the cost is a linear combination of memory used to store the routing table and the average delay experienced by packets. By using this form, we want to express the fact that the delay experienced by packets decreases utility of the network, and therefore increases its “cost”. ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.
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Fig. 4. Cost function as a function of a and m shown as a contour plot (a). Part (b) shows the graph of the cost function as a function of m for a fixed value of a (a = 1.58).



Figure 4 shows how the total cost c(m, a) depends on m and a for L = 50. For any given value of a, one can find the value of m which minimizes the total cost, as shown in Figure 4(b). Obviously, when a is very small, that is, when the cost of storage is negligible, the total cost is minimal at m = L. This means that if the delay alone is taken into consideration, full table routing is always a best choice. In that case, c(m, a) will increase with L as L2 , meaning that the cost per node will grow proportionally to the number of nodes in the network. When a is large, the situation is very different. Let us assume, for example, that the value of a is large enough so that the value of m minimizing c(m, a) is small compared to L. In this case, the random part of τ¯m is much larger than the semi-deterministic part, and we can assume that the leading term of τ¯m has the form BL , (30) τ¯m ≈ τ¯1,m = AL2 log m where A and B are constants independent of L, and therefore BL + 2am(m + 1). (31) m The above cost function is minimized by √ 1 a2 + 4a AL2 m= − , (32) 4a 2 which is an asymptotically linear function of L. This means the optimal strategy that should be used to minimize the “cost” of the network is to increase m proportionally to L, or in other words, to increase the size of the routing table c(m, a) ≈ AL2 log
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proportionally to the number of nodes in the network. Note that in this case the cost will still grow with L, and for large values of L it will grow like L2 , similarly as in the case of very small a. 6. CONCLUSION We have investigated individual packet delay in a model of data networks with table-free, partial table and full table routing. We presented analytical estimates for the average packet delay in a network with small partial routing table and compared them with numerical results. We have also examined the dependence of the delay on the size of a network and on the size of a partial routing table. Assuming the total “cost” of a network with routing algorithm Rm is a linear combination of memory used to store the routing table and the average delay experienced by packets, we discussed consequences of our findings for network scalability. If we are concerned primary with the speed of the network and the memory cost is not important, full table routing is the best choice. On the other hand, if the primary factor influencing the total cost is an amount of memory used to store routing tables, the optimal strategy which should be used to minimize the cost is to keep a size of a routing table proportional to a number of nodes in a network. In that case, the cost per node c(m, a) grows linearly with the size of the network. ACKNOWLEDGMENTS



The discussion of the problem analyzed in Section 3.1 with Mikhail Menshikov was very helpful. REFERENCES BASS, R. F. 1995. Probabilistic Techniques in Analysis. Springer-Verlag, New York. BERTESKAS, D., AND GALLAGHER, R. 1987. Data Networks. Prentice-Hall, Englewood Cliffs, N.J. BOLOT, J. C. 1993. Characterizing end-to-end packet delay and loss in the internet. J. High Speed Computing 2, 305. BORELLA, M. S., AND BREWSTER, G. B. 1998. Measurement and analysis of long-range dependent behavior of internet packet delay. In Proceedings of IEEE INFOCOM, vol. 2 (Piscataway, N.J.). IEEE Computer Society Press, Los Alamitos, Calif., pp. 497–504. ´ , E., CLE´ ROT, F., AND FERNA´ NDEZ, L. A. 1995. Thermal and repulsive traffic CAMPOS, I., TARANCON flow. Phys. Rev. A 52, 6, 5946–5954. CHOW, Y. S., AND TEICHER, H. 1988. Probability Theory. Springer-Verlag, New York. DEANE, J. H. B., SMYTHE, C., AND JEFFERIES, D. J. 1996. Self-similarity in a deterministic model of data transfer. Int. J. Elect. 80, 5, 677–691. DHAR, P., AND RAMASWAMY, R. 1982. Design of a computer communication network with special reference to throughput and delay considerations. J. Inst. Elect. Telecommun. Eng. 28, 391–397. DYNKIN, E. B. AND YUSHKEVICH, A. A. 1969. Markov Processes: Theorems and Problems. Plenum Press, New York. FAYOLLE, G., MALYSHEV, V., AND MENSHIKOV, M. 1995. Topics in the Constructive Theory of Countable Markov Chains. Press Syndicate of the University of Cambridge, Cambridge, England. FELLER, W. 1968. An Introduction to Probability Theory and Its Applications. Wiley, New York. FREEDMAN, D. 1971. Brownian Motion and Diffusion. Holden-Day, San Francisco, Calif. FUKS´ , H., AND LAWNICZAK, A. T. 1999. Performance of data networks with random links. Math. Comput. Simul. 51, 103–119. KADIRIRE, J. 1994. Minimising packet copies in multicast routing by exploiting geographical spread. Comput. Commun. Rev. 24, 3, 47–62. ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.



250



•



H. Fuk´s et al.



MACII, A., MACII, E., AND WOLF, T. 1997. Throughput, delay and packet loss analyzes of input buffered ATM switch architectures. Syst. Anal. Modell. Sim. 28, 69–75. OHIRA, T., AND SAWATARI, R. 1998. Phase transition in a computer network traffic model. Phys. Rev. E 58, 1, 193–195. SAADAWI, T. N., AMMAR, M. H., AND HAKEEM, A. E. 1994. Fundamentals of Telecommunication Networks. Wiley, New York. SELIGMAN, D. R. 1984. Traffic routing in a computer network. Comput. Commun. 7, 59–64. STALLINGS, W. 1998. High-Speed Networks: TCP/IP and ATM Design Principles. Prentice-Hall, Englewood Cliffs, N.J. TRETYAKOV, A. Y., TAKAYASU, H., AND TAKAYASU, M. 1998. Phase transition in a computer network model. Physica A 253, 315–322. Received November 1999; revised October 2000; accepted November 2000



ACM Transactions on Modeling and Computer Simulation, Vol. 11, No. 3, July 2001.



























[image: Dynamic Connectivity and Packet Propagation Delay in ...]
Dynamic Connectivity and Packet Propagation Delay in ...












[image: Social-Distance Based Anycast Routing in Delay Tolerant Networks]
Social-Distance Based Anycast Routing in Delay Tolerant Networks












[image: Delay Tolerant Networks in partially overlapped ...]
Delay Tolerant Networks in partially overlapped ...












[image: Optimized, delay-based privacy protection in social networks]
Optimized, delay-based privacy protection in social networks












[image: Contact Duration-Aware Routing in Delay Tolerant Networks]
Contact Duration-Aware Routing in Delay Tolerant Networks












[image: pdf-1859\advances-in-delay-tolerant-networks-dtns-architecture-and ...]
pdf-1859\advances-in-delay-tolerant-networks-dtns-architecture-and ...












[image: Throughput and Delay Scaling of General Cognitive Networks]
Throughput and Delay Scaling of General Cognitive Networks












[image: Discrete temporal models of social networks - CiteSeerX]
Discrete temporal models of social networks - CiteSeerX












[image: Joint Control of Delay and Packet Drop Rate in Satellite ...]
Joint Control of Delay and Packet Drop Rate in Satellite ...












[image: Discrete temporal models of social networks - CiteSeerX]
Discrete temporal models of social networks - CiteSeerX












[image: Multi Receiver Based Data Sharing in Delay Tolerant Mobile ... - IJRIT]
Multi Receiver Based Data Sharing in Delay Tolerant Mobile ... - IJRIT












[image: Multi Receiver Based Data Sharing in Delay Tolerant Mobile ... - IJRIT]
Multi Receiver Based Data Sharing in Delay Tolerant Mobile ... - IJRIT












[image: Impact of missing data in evaluating artificial neural networks trained ...]
Impact of missing data in evaluating artificial neural networks trained ...












[image: in Delay Space]
in Delay Space












[image: Efficient multicasting for delay tolerant networks using ...]
Efficient multicasting for delay tolerant networks using ...












[image: Wireless Sensor Networks: Energy Efficiency, Delay ...]
Wireless Sensor Networks: Energy Efficiency, Delay ...












[image: Delay in commencement.PDF]
Delay in commencement.PDF












[image: humanities data in r exploring networks geospatial data ...]
humanities data in r exploring networks geospatial data ...












[image: Voter models on weighted networks]
Voter models on weighted networks












[image: Discrete Temporal Models of Social Networks - Steve Hanneke]
Discrete Temporal Models of Social Networks - Steve Hanneke












[image: A Survey Paper on Routing in Delay-tolerant Networks]
A Survey Paper on Routing in Delay-tolerant Networks















Packet Delay in Models of Data Networks






networks. Additionally, these models are not only amenable to computer simu- ... introduces certain amount of randomness or noise into the system, and as a. 






 Download PDF 



















 186KB Sizes
 0 Downloads
 223 Views








 Report























Recommend Documents







[image: alt]





Dynamic Connectivity and Packet Propagation Delay in ... 

are transferred from a source to a destination in a multihop fashion with ..... 153â€“170. [10] H. Kesten, Aspects of first passage percolation, Lecture Notes in Math.














[image: alt]





Social-Distance Based Anycast Routing in Delay Tolerant Networks 

Page 1 ... node with a higher Anycast Social Distance Metric (ASDM). We formulate ... Keywordsâ€”Delay Tolerant Networks; Anycast Routing; Social. Contact ...














[image: alt]





Delay Tolerant Networks in partially overlapped ... 

shown to hold in [9] for the actual discrete control problem. A game problem between two groups of DTN networks was further studied in [9]. 2 The Model. We consider two overlapping network regions, where source and destination nodes are each in disti














[image: alt]





Optimized, delay-based privacy protection in social networks 

1 Aggregated Facebook and Twitter activity profiles are shown in [7] per .... some sites have started offering social networking services where users are not ...














[image: alt]





Contact Duration-Aware Routing in Delay Tolerant Networks 

Abstractâ€”Delay Tolerant Networks (DTNs) are sparse mobile ad-hoc networks in which there is typically no complete path between the source and destination.














[image: alt]





pdf-1859\advances-in-delay-tolerant-networks-dtns-architecture-and ... 

... the apps below to open or edit this item. pdf-1859\advances-in-delay-tolerant-networks-dtns-arch ... ad-publishing-series-in-electronic-and-optical-mat.pdf.














[image: alt]





Throughput and Delay Scaling of General Cognitive Networks 

The scalability of ad hoc networks has attracted tremendous interest in the networking community for long. It provide fundamental insight into whether a system.














[image: alt]





Discrete temporal models of social networks - CiteSeerX 

Abstract: We propose a family of statistical models for social network ..... S. Hanneke et al./Discrete temporal models of social networks. 591. 5. 10. 15. 20. 25. 30.














[image: alt]





Joint Control of Delay and Packet Drop Rate in Satellite ... 

However, current advances call for a new level of high speed, multimedia and ... reception with low delay, in order to achieve full parties' ... mandate low packet delays. ...... 5th Euro-NGI conference on Next Generation Internet Networks (NGI.














[image: alt]





Discrete temporal models of social networks - CiteSeerX 

We believe our temporal ERG models represent a useful new framework for .... C(t, Î¸) = EÎ¸ [Î¨(Nt,Ntâˆ’1)Î¨(Nt,Ntâˆ’1)â€²|Ntâˆ’1] . where expectations are .... type of nondegeneracy result by bounding the expected number of nonzero en- tries in At. 














[image: alt]





Multi Receiver Based Data Sharing in Delay Tolerant Mobile ... - IJRIT 

Multi Receiver Based Data Sharing in Delay Tolerant Mobile .... resources such as storage space, batterey power and available bandwidth provided by ...














[image: alt]





Multi Receiver Based Data Sharing in Delay Tolerant Mobile ... - IJRIT 

resources such as storage space, batterey power and available bandwidth provided ... based on providing incentive such as battery power storage capacity to.














[image: alt]





Impact of missing data in evaluating artificial neural networks trained ... 

Feb 17, 2005 - mammographic Breast Imaging and Reporting Data System ... Keywords: Diagnosis; Computer-assisted; Mammography; Breast neoplasms .... The Lypaponov energy function was used as a measure of the network stability. ..... Electrical and Ele














[image: alt]





in Delay Space 

May 14, 2000 - compass roseis skewed. An important episode in. Russian monetary history illustrates ... Crack and Ledoit list three conditions for the compass rose pattern to emerge: (1) Daily price changes are ..... heavy accumulation of points at 0














[image: alt]





Efficient multicasting for delay tolerant networks using ... 

proposed method completes in less than 10 seconds on datasets ...... networks: a social network perspective,â€� in Proc. of MobiHoc, 2009, pp. 299â€“308.














[image: alt]





Wireless Sensor Networks: Energy Efficiency, Delay ... 

sensor nodes provide a vehicle detection accuracy higher than that of the current ...... With traffic flowing at 330 v/hr, the passage of 11 vehicles takes about 2 ...














[image: alt]





Delay in commencement.PDF 

Page 2 of 2. Delay in commencement.PDF. Delay in commencement.PDF. Open. Extract. Open with. Sign In. Main menu. Displaying Delay in commencement.














[image: alt]





humanities data in r exploring networks geospatial data ... 

Before using this unit, we are encourages you to read this user guide in order for this unit ... The problem is that once you have gotten your nifty new product, the ...














[image: alt]





Voter models on weighted networks 

Jun 29, 2011 - Many technological, biological, and social networks are intrinsically ..... kgs(k) [Eq. (10)], while in the correspondent Ï‰M for the Moran process ...














[image: alt]





Discrete Temporal Models of Social Networks - Steve Hanneke 

Machine Learning Department, Carnegie Mellon University, Pittsburgh, PA 15213 USA. Abstract ..... ary distribution. Answering this would not only be.














[image: alt]





A Survey Paper on Routing in Delay-tolerant Networks 

National Institute of Technology. Patna, India ... Wireless networks refers to the network in which ... satellite networks, terrestrial wireless networks, with moderate ...


























×
Report Packet Delay in Models of Data Networks





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















