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Abstract— This paper outlines an approach that we are taking for eldercare applications in the smart home, involving cognitive errors and their compensation. Our approach involves high-level modeling of daily activities of the elderly by breaking down these activities into smaller units, which can then be automatically recognized at a low-level by collections of sensors placed in the homes of the elderly. This separation allows us to employ plan recognition algorithms and systems at a high level, while developing stand-alone activity recognition algorithms and systems at a low level. It also allows the mixing and matching of multi-modality sensors of various kinds that go to support the same high-level requirement.



I.



INTRODUCTION



Monitoring people, whether in isolation or in groups, is an important aspect of modern healthcare in general, and eldercare in particular. Until today, the painstaking and difficult task of monitoring had to be done by attendants and caregivers. However, with the confluence of technologies such as ubiquitous computing, low-cost multi-modal sensing and mobile wireless networking, it is becoming possible to monitor elderly people in so-called smart spaces equipped with Ambient Intelligence (AmI) making use of artificial intelligence techniques to recognize activities and behaviors of the elderly. In this paper, we discuss an application involving in particular, patients with initial stages of dementia, which is developed in the Ambient Intelligence for Home based Elderly Care (AIHEC) project at the Institute for Infocomm Research (I2R). This application requires high-level intelligence involving normal and erroneous plan recognition, as well as low-level intelligence involving the recognition of activities taking place within the home. With this application in mind, Section II presents a mealtaking behavior scenario involving some cognitive errors in order to illustrate this problem. Section III outlines the goals and challenges of this research, providing definitions of the terms plan, activity and behavior. Section IV provides a description of our system for information extraction from data gathered by sensors and the manner in which this information



is used for intelligent decision-making. Section V presents related work and discusses how to bridge the gap between sensors and applications. Finally, we conclude this paper with future perspectives of our research. II.



MEAL-TAKING SCENARIO



The Patients with initial stages of dementia, like Alzheimer’s disease, who live by themselves, often exhibit behavioral problems while eating. They may have difficulty in beginning to eat, they may forget to resume eating after an interruption, and they may order activities wrongly, and so on. For this reason, a geriatrician is often interested in knowing if his living-alone elderly patient has eaten his meals well. To illustrate how the monitoring and recognition of the activities of daily living (ADLs) and the cognitive assistance for those ADLs to the patient are done inside an ambient intelligence smart home, a real case scenario about the eating meal ADL involving some cognitive errors is presented. From the perspective of automated recognition of behaviors and activities, the ADL of eating a meal presents concrete examples of high-level behavior (taking meals properly), and low-level actions (bringing food into the mouth). Meal-taking includes several sequential tasks and sub-tasks, while respecting certain ordering relationships between the tasks and sub-tasks. In addition, each task or sub-task should be completed within certain time-bounds and in an appropriate manner. If the observed behavior is correct, according to some defined metric of correctness, we may say that the behavior is well-done or coherent with the patient’s intention. Depending on the culture, one may start eating the salad, followed by main meal then dessert. Users have to prepare the lunch table, putting in place all needed utensils and food items, use the microwave oven to heat the meal and so on. Indeed, the number of possible meal-taking plans is very large, however as a concrete example to drive our work we have selected a particular targeted plan for eating. Table 1 outlines our targeted activities and sub-activities. Fig. 1 depicts a possible ambient sensor network that might be used in order to recognize tasks described in Table 1.



TABLE I.



EATING ADL PLAN WITH SUBTASKS AND ACTIONS



1. Walk Around Enter the scene Walk



3. Prepare Utensils in Kitchen Open cupboard Bring a cutting board Bring a dish Bring a cup Bring a bowl Bring flatware (knife, spoon, etc.) Close cupboard 5. Eating activity Near table Sit on table chair Eat food (accelerometer/video) Leave table



2. Sit & Watch TV Bring remote control Sit on couch Turn on TV Watch TV Turn off TV Leave 4. Prepare to Eat Open Fridge Take out Chicken Rice meal Close the fridge Open microwave Heat the food Close microwave Put food on the table 6. Store Utensils Bring flatware Open drawer Put flatware in drawer Close drawer Open cupboard Put dishes in cupboard Close cupboard



door and takes out strawberries instead of chicken rice. A realization error has occurred, as his initial plan to eat lunch has been substituted by the breakfast-taking plan. At this stage, the system detects the error by identifying that incorrect food has been taken out (using RFID or UWB tags on the food), and sends a voice prompt to remind the user to take out the correct food. The patient heats his food in the microwave oven correctly, but forgets to wear kitchen gloves to take out the hot food. A judgment error has occurred, and in this case the system considers contextual information (heating time) in order to alert the user accurately. While heating the food, the patient prepares utensils on the dining table. This is known as a coherent interleaved plan. The system continues monitoring the two interleaved plans, and intervenes only in case of errors. The user puts the heated food on the dining table, and starts to eat his lunch. The system monitors the eating activity by tracking information fragments at a low-level, such as hand to mouth, cup to mouth, etc. Such low-level information fragments are also known as primitives, or information known as microcontext. Before finishing lunch, the user starts to take his medicines. A sequence error has occurred, since the medication should have been taken after food. The system sends an appropriate alert. During lunch, a telephone call arrives. The patient goes to answer the call, but forgets to return to the dining table and instead sits at the sofa and starts watching TV. This sequence of activities is recognized by combining a set of primitives from the camera, the pressure sensor in the sofa, the infrared sensor in the set-top box of the TV (sensing that the TV has been switched on), and the PIR sensor that indicates the absence of the person near the dining table. The system recognizes this situation as failure to complete the lunch-taking plan, another type of cognitive error, and sends an appropriate reminder on the TV.



Figure 1. Elder’s home with ambient multi-modal sensors.



The use case scenario for this plan is as follows. As the user (an elderly patient with mild dementia) enters the kitchen environment, the Passive Infrared (PIR) sensor sends an alert to the home server (a hardware sub-system), stating that the user is in the kitchen. At the same time, the home agent (software running on the home server) notifies the monitoring system (another piece of software on the home server, hereafter called the system), that it is lunchtime and that the user has to be monitored for the lunch-taking plan. The user sits at the table (detected with a fixed camera and pressure sensor), and does nothing but make some occasional agitated hand movements (recognized with the fixed camera). At this time, the monitoring system recognizes that the user is suffering from initiation error, and sends a voice reminder that it is lunchtime, and suggests that the user goes to the fridge to take out the lunch. At the fridge, the user repeats opening and closing the fridge door indefinitely (recognized with reed switch sensor events). The system then reminds the user to take out the lunch and warm it in the microwave oven. The user opens the fridge



The patient returns to the dining table and completes his meals. As he leaves the table, the system reminds him to take his medication. After he does this, the system makes a journal entry that the patient has finished taking his meal and his medication. Timing information collected during the meal is used to determine the degree to which the lunch-taking ADL was well-done, and an estimate of how much food was eaten. These items from the journal are reported to the doctor in a daily summary with the possibility of zooming in to reveal detailed information. III.



CHALLENGES OF COGNITIVE ASSISTANCE



The ultimate goal of the Ambient Intelligence for Home based Elderly Care (AIHEC) project is to assist people with mild dementia to navigate their day independently. The overall objective of AIHEC is to deploy and evaluate our Ambient Intelligent platform in order to anticipate situations when users need a memory or cognitive compensation. Algorithms developed help avoid critical situations such as security problems at home, difficulty in finding one’s way around, initiation problems (while eating or taking medication) and through all these, maintaining independence of elderly people as long as possible.



Our objective (Cognitive assistance) exhibits the three subobjectives: (1)



analysis of the cognitive process underlying the actions performed,



(2)



diagnosis of errors or inappropriate actions,



(3)



and providing cues to the user when necessary.



For the first sub-objective, treating each activity as a learning problem, recording basic patterns from relevant domain experts and extracting features is a research challenge. Indeed, people with dementia, like Alzheimer’s disease, will usually act more incoherently, performing much more erroneous plans than healthy people do. This is because they suffer from a loss of rationality resulting from the dementia effects, and thus their actions are incoherent with respect to their initial intentions [1]. People without such impairment can act incoherently too. The main difference is that a healthy person is, most of the time, able to recognize his behavioral errors and to correct them by himself. Moreover, healthy people do not act incoherently on a regular basis. In contrast, a person suffering from Alzheimer’s disease will certainly act incoherently, even while performing familiar tasks and his behavior will become increasingly incoherent as the disease progresses. In order to meet second sub-objective, our technology will anticipate and detect cognitive errors. We are working in collaboration with domain experts from Alexandra hospital in Singapore to understand the symptoms that characterize the patient’s cognitive errors that we would like to recognize. According to Baum et al. [2], these behavioral incoherencies of Alzheimer’s patients can be classified in six categories of errors: initiation, organization, realization, sequence, judgment and completion. Initiation errors happen when the patient is, for any reason, unable to begin his task. For example, if a therapist indicates to an Alzheimer’s patient that he must take his medication right now, the patient may answer “OK, I’m going to take it now” but does nothing. Organization errors happen when the patient performs some steps of an activity in an inappropriate way. For instance, the patient can use the wrong type of spoon, or even a knife, to mix up the ingredients of a recipe. Realization errors happen when an Alzheimer’s patient has a distraction or a memory lapse, which leads him to perform actions that have nothing to do with his original goal, or to skip some steps of his activity. For example, a patient can put a bowl of soup in the microwave oven in order to heat it while forgetting to start the microwave and, a few minutes later, eat the soup thinking that it is hot. Sequence errors correspond to some disorganization in the course of the activity’s steps. For instance, the patient can try to change the television channel without having turned it on beforehand. Judgment errors happen when the patient performs a task in an unsafe way, like manipulating a hot frying pan without wearing gloves. Finally, completion errors happen when the patient is unable to finish his task, because he stops in the middle of it or because he indefinitely repeats one or more steps of the task. For instance, a patient may want to open a kitchen cupboard in order to take a can of soup but, instead, may begin to repetitively open and close the cupboard for an



indefinite period of time. This classification system aims to cover all types of common errors characteristic of patients suffering from Alzheimer’s disease at any stage of degeneration. Cognitive error recognition is an area of nontrivial research to be addressed within the AIHEC project. To fulfill the third sub-objective, AIHEC will give just on time assistance by sending alarms or prompts in different ways (vocal/auditory, SMS, text on suitable display, etc). While the means of assistance is out of scope of this project’s research challenges (as we believe that existing technologies can be effectively employed for this purpose), we will take care of the Information Quality of assistance. The Information Quality of assistance implies an optimized way of managing the ambient sensor network deployed. In fact, Sensor networks that react to the state of phenomena being monitored [3, 4] are becoming increasingly important. These networks are expected to execute additional queries or applications when the state of monitored phenomena is changing and, in general, have a dynamic set of applications deployed. In these kinds of networks, resource management becomes an important issue. Tracking activities and behaviors of a person with dementia is challenging because we do not have the luxury of using any modality we like wherever we want. In this dynamic smart space, to know through the ambient intelligence, the location of the person means that resources in other places may probably be switched off or kept on standby to maximize the battery life. In addition, resources are wasted when naïve techniques for tracking exchange all state information of the system. Resource trade-offs are also manifest in applications such as prediction and behavior classification. For instance, a pattern recognition algorithm may use two modalities of sensors, one that has very high information content, but is noisy, and another that is precise (very low noise) but has very low information content [5]. Our vision is to build a system that conserves resources by appropriate sensor selection rather than collection of state information from the entire collection of sensor resources in a smart space. Resources may be switched on and off in a context sensitive manner, for example, if the reflectivity index of the floor is very high, it is likely that the floor has just been mopped. In such a case, the ambient intelligence agent will put all relevant sensors on high-alert mode, and initiate a memory prompt. Once the danger period is over, the sensors may be switched off. The decision to conserve resources in this fashion may not always be as easy. The task may be complex, the needs of the end-user (who in our case is most likely to be a dementia patient), are complex and behavior is non-obvious, since dementia patients suffer from cognition problems, and need to be reminded to resume abandoned activities. The problem of efficiently using resources for sensor information processing is generalized into a resource optimization problem, which is formulated in terms of information quality required by applications and services and their mapping onto quality of service afforded by the underlying network resources. If there are multiple applications that are co-existing in the ambient space, the quality of information delivered to each application may suffer due to resource contention, since the applications are competing for



the same set of resources. In this area, the main thrust of our work has been to develop the notion of Phenomena Awareness as a general problem formulation, encompassing emerging states of the system in terms of arbitrary phenomena. We have modeled activities in smart spaces in terms of sequences of phenomena changes, in a so-called phenomena-aware system. As opposed to tracking only spatio-temporal parameters such as location coordinates, in our problem formulation, the sensor network monitors the progression of phenomena changes. To reduce the complexity of application adaptation for such a sensor network that monitors phenomena, one popular approach is to separate the application completely from the information acquisition level of the sensor network. However in such a case the natural question that arises, is whether or not the information quality (IQ) is good enough for the application. We have characterized Information Quality in terms of a set of possible metrics, and then presented a framework that addresses the problem of satisfying the IQ in the case of a dynamic system with resource constraints and communication losses. Our framework is built on a base of a constraint optimization problem that takes into account all the levels of information processing, from measurement to aggregation to data delivery in the network. We are also conducting research into a framework that incorporates the characterization of various factors that affect the Information Quality (IQ). Information Quality is given by a collection of values of parameters such as Uncertainty, Completeness, Timeliness, Coverage and Accuracy that characterize the measure of usefulness of sensor-produced information from the application’s standpoint. The framework acts as an admission control scheme, which assesses the factors affecting IQ and matches them against application IQ requirements to decide if a sensor network is able to provide the required service.



Some of these ordering relationships are accepted as normal (coherent plan), and some are abnormal (erroneous plan). Abnormality can also be characterized by a temporal dimension, and this is critical to the detection of problems in persons with dementia. Well-done activity: This is a metric that goes towards determining the well-being of a mild dementia patient. Our goal is to recognize and classify activities as they occur, and to indicate the extent to which each activity was well-done. A consolidated summary of the values of the well-done metric for all of the activities within a group of activities might be regarded as an indication of the person’s well-being. This summary index over an arbitrary period of time, is an indication of behavior problems that the person with dementia might be having. IV.



SYSTEM ARCHITECTURE



The overall system that we have in mind provides assistance and associated services that help elderly users suffering from Alzheimer Disease to carry out their basic activities of daily living (ADLs), and to facilitate the remembrance of (especially) important tasks. In future, we will build upon this basic system to support features that enhance the feeling of safety for the elderly, and improve their social interaction. Fig. 2 depicts our deployment architecture.



A. Some Definitions Before presenting the system architecture, let define some terms used in the model. Micro-context: A micro-context (also known as primitive) is defined as a low-level information about a person, object or activity that has been established to be accurate at the acceptable level of uncertainty. The notion of acceptability differs from case to case, and is specified by the end-user application. Activity: An activity is a stipulated and specified pattern that is associated with the performance of normal or routine functions in and around the home. Activities are temporally coarse grained to the level of being observable by a human observer. Examples are eating, napping, watching television, taking a walk, etc. An activity consists of a set of tasks, and each task can be broken down into a number of micro-contexts.



Figure 2. Cognitive assistance architecture.



Behavior: A behavior is an account of a person’s activity sequences over an arbitrary period of time, with an indication of the degree to which each activity was well-done.



Since we consider every patient as a special case, we provide for an Environment Configuration Software (ECS) that enables the personalization of the patient’s daily schedule and appointments. Configuration may be carried out remotely or locally, by caregivers, relatives, or helpers. The configured schedule is used to generate a template called the user schedule and appointment, which is downloaded to the Home Server, a system component consisting of hardware and associated software services for the monitoring of the elderly.



Plan: A plan is the ordering of relationships within and between activities and sub-activities (tasks), indicating possibilities of the future course of action. In general, these may be represented as ordered graphs with or without cycles.



The template is used to construct a personalized behavior model that incorporates and updates activities of the elderly in a context aware fashion. The unique feature of this model is its ability to learn the unique behavioral patterns of the elderly. In



smart homes, the current state of the art for monitoring the activities of daily living of the elderly, are still at the level of uni-modal solutions with closed world assumptions. We propose to use ambient intelligence arising from multi-modal sensing with the unique notion of micro-context, which bridges the gap between uni-modal pattern recognition and high-level activity recognition from multiple modalities of sensors. We deploy ambient sensors such as ultrasound sensors for tracking movement, RFID and UWB tags, Passive Infra-red (PIR) sensors, motion detectors and accelerometers, pressure sensors, reed switches and other sensors as needed. Where permissible from a privacy standpoint, audio or video sensors (video / image, microphone / microphone arrays,) are also deployed. Ambient Intelligence and sensor networks are two key technologies that we build upon, with research components in the areas of resource optimization for sensor selection, feature extraction, and plan recognition for erroneous plans. While we use existing technologies and algorithms for each sensing modality where available, we also develop new methods and algorithms where necessary. One of the areas where new algorithms are needed is in the fusion of micro-context for pattern recognition from multi-modal sensors to promote recognition accuracy. Moreover, fine-grained activity recognition systems are not available today. This is because of the challenges (such as occlusion), in recognition using single modality based techniques, and because of the high rate of false alarms. By using multiple modalities, it is possible to overcome many of the problems of single modality based pattern recognition, and to reduce the rate of false alarms to an acceptable level. Our system provides for a log service that interacts with the ambient sensor network in order to catalog and record the recognized micro-contexts. The system also provides a component that recognizes and learns the user’s activities and deviations from the plan. An important contribution of the log service is in the creation of cross modality indexes for easy navigation and query of multi-modal data. A. Micro-context as a tool for multi-modal recognition In going from low-level recognition to high-level recognition (Fig. 3), it is possible to use several approaches. We use two basic approaches for recognizing higher-level states from sensor observed data. Statistical approaches aim to combine raw data from all sensors at their lowest level, using statistical techniques such as Hidden Markov Models (HMM). These techniques may be employed for multiple sensors of the same modality (e.g. multiple video cameras), or for multiple sensors of multiple modalities. Although quite effective, we have found that calibration and information overload are two problems with this approach. Usually this approach is suitable for uni-modal processing. Value based approaches are hierarchical and compositional, and work with intermediate states obtained from different sensors. They are able to limit the information flow towards the sink (query source), and thus are suitable for large deployments of multi-modal sensors. They operate on the basis of thresholding and feature extraction. If the value of a sensor



reading or an extracted feature has crossed a certain threshold, it may be assumed that a certain type of atomic behavior has occurred. Based on the discrimination capability of a sensor, a set of features are defined for a particular modality and a particular algorithm. Combination of results from different modalities in this fashion is effective for a) capturing additional information that is unavailable to a particular modality and b) reduction of uncertainty. Thus, additional information captured by the collection of sensing modalities can improve recognition.



Figure 3. Activity recognition and behavior understanding with multi-modal sensors.



Secondly, using multi-modal sensors and modality selection allows us to take the result of the information with the highest degree of confidence. We have found these techniques to be invaluable in reducing false positives, one of the major drawbacks of such sensor based monitoring systems. Besides weighted voting multi-modal recognizers may be based on other algorithmic approaches, such as decision trees, neural networks, fuzzy reasoning etc. B. Lattice and Grammar based representations Once our system recognizes micro-context, we activate our erroneous plan recognition algorithm dealing with fine granularity issues. Erroneous plan recognition implies the recognition of different activity steps including those that are coherent and irrational, due to the user’s cognitive errors. A plan for a day may be represented as a lattice structure where several levels are present and at each level are present a collection of activities that are represented as nodes of the lattice (Fig. 4). Each activity is in turn modeled as tasks, each of which is based on a collection of micro-contexts. Fig. 5 illustrates how activities lived out in a day are actually walks or paths in the lattice. A correct walk is one which is essentially satisfies all the ordering constraints specified in the plan. An incorrect walk is one which is absent from the set of correct paths. Automated learning enables the system to add to the list of possible paths.



Figure 4. Portion of lattice of plan of daily activities.



enough to the level of being understood by human observers. Examples of activities are Eating Breakfast, Reading Newspaper etc. Each activity is composed of a number of tasks. A task may belong to more than one possible activity, and the spatio-temporal context helps us to determine the current activity from the set of possible activities for a given observed task. Micro-contexts provide information about finegrained activities. In order to detect that a person is eating (as opposed to drinking), the micro-contexts involved are {HandToMouth, HoldingSpoon, FoodInSpoon}. Note that the micro-context HandToMouth is common to Eating and Drinking activities and is disambiguated by another microcontext, namely HoldingSpoon as opposed to HoldingCup. The matching between micro-context and activities may be done in a variety of ways such as the use of logics, or the use of grammars or graph theoretic techniques. D. Plan Recognition Algorithms Plans are higher-level constructs. An activity is a part of a plan. The plan recognition algorithm consists of two steps, the first being the algorithm to complete the plan library, and second, the prediction of the future plan. In order to understand how we complete the plan library, let us introduce the following mathematical model: UA = {a1, a2, …, an} is the set of activities that the user can perform during the day. UA is initially taken from interview sessions then updated in learning phase. UP = {p1, p2, …, pm} is the set of plans the user is expected to carry out during the day. UP is to be defined in consultation with doctor, caregiver and patient.



Figure 5. Hierarchical representation of the daily plans showing correct and incorrect paths.



Plan recognition to detect correct and incorrect plans (paths) may be carried out with different approaches at different levels of abstraction. In order to track fine-grained activity through tasks and micro-contexts, we propose to use hierarchical grammar based techniques [6], which are more appropriate for recognition of fine-grained tasks. Using grammars it is also reasonably easy to generate code automatically that will run on the sensors and monitor the activity as desired. Note that the mapping from micro-contexts to sub-tasks can be done in a variety of ways including Neural Networks, Hidden Markov Models, Support Vector Machine models etc. Composing micro-contexts into tasks can be achieved through the use of grammars, graph theoretic algorithms or some similar techniques. Each methodology has its advantages, and their relative merits and demerits are still under investigation. C. Matching between Micro-context and Activities Since our main subject of research involves living-alone elderly, we may assume that we have only one subject being observed at a given time. As previously discussed, activities are meaningful categories that are temporally coarse grained



A plan consists of a sequence of activities from UA. A plan may be valid or erroneous. For instance, the plan {a1, a2, a4, a6, a5, a7} (Fig. 4) is a valid plan since it involves waking up in the morning, brushing teeth, having breakfast, having medication, reading the newspaper and going out for a walk, in that order. However, the plan {a1, a2, a3, a2} is erroneous, since it involves repetition of activity a2, which is the Brush Teeth activity, and also improper sequence of activities. Let T = {t1, t2, …, th} be the set of tasks recognized and stored so far (based on observation of micro-contexts from the sensors, and deployed algorithms to derive tasks from these micro-contexts). As each recognized ti can match one or more activities, we can infer the set of possible plans, denoted by UPG, that could explain the observed sequence of observed tasks T. At this level, our algorithm does not take into account the extra-predicted plans, denote by UPP, that may reflect cognitive errors arising from dementia. Those extra-plan are generated with the compositional operation ⊗, similar the one used in [1, 8]. For each pair of possible plans, we apply the compositional operation ⊗ in order to generate extra plans that satisfy those three conditions: (1) Each extra plan must include at least one observed micro-context; (2) Each extra plan must include all common tasks to both plans; (3) The extra plan is a combination of tasks from both plans.



Such a combination will reflect the possible deviations in behavior in term of sequence, completeness, realization and interleaved plans. Judgment and initiation errors are recognized directly by the ambient sensor network through the use of micro-context information. In order to differentiate between an interleaved coherent plan and erroneous plan, we define the coherent property as: Each generated extra plan is coherent only if it is composed of sub-plans, such that each of them matches an existing plan or sub-plan in the knowledge base UP. We intend to look for heuristics to reduce the computational complexity of our proposed algorithm, for instance, to bound the extra plans in one interval and include only activities from the initial activity library UA. Once the set of extra plans are generated, we will apply appropriate probabilistic methods to reduce the search space, after transforming the list of plans to input states. Fig. 6 shows how we use fuzzy state partition applied to the Q-learning algorithm to reduce uncertainty of predicted plans.



We tried a few algorithms for matching strings to filter out the correct activity sequences from the incorrect, or erroneous activity sequences (implying possibility of cognitive problems in the elderly). Based on our lunch scenario, the erroneous plan recognition system developed by us is shown to work well with low computational complexity algorithms such as the Deterministic Finite Automata (DFA) for matching errors and the naïve Bayes classifier for assigning error probabilities. The DFA is efficient as their processing time is O(m|Σ|) and matching time is O(n), where m is the length of the pattern, Σ is a finite set called the alphabet with only one active state at any given time, and n is the length of the searchable text. The naïve Bayes classifier is extremely efficient as it learns in a linear fashion. Using DFA as the first layer and naïve Bayes as the second in our experiments, we achieve an accuracy which is higher than 90%. Due to space constraints, the actual implementation of our system and a more detailed description of the results can be found in [7]. More experimentation and testing at another site is under way. Another approach used in our research is based on graph matching and heuristic chaining rules in order to deal with interleaved and sequential activities [9]. By using the duration between possible activities, the sequence relation between activities in the ADL plan, like meal eating, the patient activity graph, and the scene graph, the application monitors cognitive errors and prompts advices to the patient if those errors occur.



Figure 6. Fuzzy state partition to reduce the uncertainty of predicted plan with Q-learning.



The matching between micro-context and activities may be done in a variety of ways such as the use of logics, or the use of grammars or graph theoretic techniques. Another plan recognition algorithm on which we have worked uses an approach that converts each detected activity into a symbol. For instance, in Fig. 7 we see the symbols for activities detected at the Pantry station.



Figure 7.



Labels for Pantry Activities



Currently, we are also working on a plan recognition approach based on possibility theory and description logic [10]. By using the environment state obtained from the environment sensors, the approach evaluate the most possible action observed for each observation period. With the observed plan (sequence of most possible observed actions), the plan recognition agent uses sequence and temporal constraints between actions in each activity to generate hypotheses concerning the behavior of the observed patient. V.



RELATED WORK



Assisting people with dementia is widely considered to be a challenging problem by both industry and academia. The primary focus of this research is to detect memory lapse errors that have occurred [11, 12], and to send appropriate reminders in order to compensate for such errors [13]. ADLs (Activities of Daily Living) and iADLs (instrumental Activities of Daily Living) are well known terms in Geriatrics, but have not been systematically researched within the smart home community. Several European projects have targeted the area of Ambient Assistive Living [14]. The existing approaches either attempt to only monitor the subject [15], or to focus on assisting only on a single ADL [16]. EasyADL [17] attempts to address these concerns, however their approach is through the use of Virtual Reality (VR), which we believe is not the proper way to proceed, since the issues are so inter-dependent with end-user situation, real-life testing and acceptability, that VR techniques cannot go very far. The majority of products and



services giving cognitive assistance to dementia patients focus only on static configuration of users’ schedules in order to send reminders. They lack input from dynamic understanding of users’ activities and consider forgetfulness the only commonly occurring error that dementia people suffer from. As pointed out earlier, there are six classes of errors that characterize cognitive lapses in dementia [2]. One of the major difficulties inherent to cognitive assistance is to identify the on-going activity of the inhabitant, from observed basic actions. This difficulty corresponds to the so-called plan recognition problem that has been well studied in the field of Artificial Intelligence (AI) [18]. The problem of plan recognition may be described as follows: to take as input a sequence of actions performed by an actor and to predict the goal pursued by the actor [19]. In the field of cognitive assistance, predictions are used to identify the various ways a smart home (observer agent) may help its occupant (e.g. an Alzheimer’s patient). The majority of logical [20], probabilistic [21], or hybrid [22] plan recognition approaches supposes that the observed entity acts in a coherent way, which is a limitation in a cognitive assistance context, where the observed patient can acts in a coherent or erroneous way. However, some approaches [1, 8] take into account this dilemma concerning the observed behavior. The COACH system [23], which is a system that assists dementia people to perform their hand washing activity, showed good results in prompting assistance advices, but is limited to only one activity (hand washing).
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VI.



CONCLUSION



This paper outlines approaches that we have taken for activity recognition and plan recognition in the Ambient Intelligence for Home based Elderly Care (AIHEC) project. The approaches rely on the reliable detection of micro-context from sensor data, and the ability to infer correctly from the micro-context what is the precise activity pattern or behavior that the subject is exhibiting. Techniques for activity detection using multi-modality sensors are briefly discussed. Approaches for plan recognition that build upon the primitives established by the activity recognition algorithms are presented. Currently the algorithmic framework for the plan recognition system is being developed, tested and deployed in smart spaces in our lab and elsewhere.
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In future work, a proof of concept prototype of this framework and plan recognition and correction system will be deployed and tested in multiple smart spaces.



[18]



REFERENCES



[20]



[1]



[2]



[3]



B. Bouchard, A. Bouzouane, and S. Giroux, “A Keyhole Plan Recognition Model for Alzheimer’s Patients: First Results”, Journal of Applied Artificial Intelligence, vol. 22 (7), pp. 623–658, July 2007. C. Baum, and D. Edwards, “Cognitive performance in senile dementia of the alzheimers type: The kitchen task assessment”, The American Journal of Occupational Therapy, vol. 47 (5), pp. 431–436, 1993. A. Tolstikov, C. K. Tham, and J. Biswas, “Quality of Information Assurance using Phenomena-aware Resource Management in Sensor Networks”, in 2nd Workshop on Coordinated Quality of Service in Distributed Systems (COQODS-II), in conjunction with the ICON2006, pp. 1–7, 2006.



[19]



[21] [22]



[23]



A. Tolstikov, C. K. Tham, W. Xiao, and J. Biswas, "Information Quality Mapping in Resource-constrained Multi-Modal Data Fusion System over Wireless Sensor Network with Losses", in Proc. of ICICS, pp. 1–7, 2007. A. Tolstikov, W. Xiao, J. Biswas, and C. K. Tham, "Information Quality Management in Sensor Networks based on the Dynamic Bayesian Network model", in Proceedings of the Int. Conf. on ISSNIP, pp. 751– 756, 2007. S. Park, and H. Kautz, “Hierarchical Recognition of Activities of Daily Living using Multi-Scale, Multi-Perspective Vision and RFID”, in International Conference on Intelligent Environments, pp. 1–4, 2008. C. Phua, V. Foo, J. Biswas, A. Tolstikov, A. Aung, J. Maniyeri, W. Huang, M. That, D. Xu, and A. Chu: “2-Layer Erroneous-Plan Recognition for Dementia Patients in Smart Homes”, in Proceedings of HealthCom09, 2009. P. Roy, B. Bouchard, A. Bouzouane, and S. Giroux, “A hybrid plan recognition model for Alzheimer’s patients: interleaved-erroneous dilemma” in The IEEE / WIC / ACM Int. Conf. on Intelligent Agent Technology (IAT’07), pp. 131–137, 2007. H. Aloulou, M. A. Feki, C. Phua, and J. Biswas, “Efficient Incremental Plan Recognition Method for Cognitive Assistance”, in Proceedings of the Int. Conf. on Smart Homes and Health Telematics ICOST’09, LNCS 5597, pp. 225–228, 2009. P. Roy, B. Bouchard, A. Bouzouane, S. Giroux, “Ambient Activity Recognition: A Possibilistic Approach”, in Proc. of the IADIS Int. Conf. Intelligent Systems and Agents ISA’09, pp. 1–5, 2009. B. A. Wilson, H. C. Emslie, K. Quirk, and J. J. Evans, “Reducing everyday memory and planning problems by means of a paging system: a ran- domised control crossover study”, J. Neurol. Neurosurg. Psychiatry vol. 70, pp. 477–482, 2001. N. A. Hersh, and L. G. Treadgold, “NeuroPage: the rehabilitation of memory dysfunction by prosthetic memory and cueing”, Neurorehabilitation, vol. 4, pp. 187–197, 1994. L. Magnusson, H. Berthold, M. Chambers, L. Brito, D. Emery, and T. Daly, “Using telematics with older people: the ACTION project. Assisting Carers using Telematics Interventions to meet Older persons' Needs”, Nurs Stand vol. 13, pp. 36–40, 1998. http://www.cogknow.eu/ G. Demiris, M. J. Rantz, M. A. Aud, K. D. Marek, H. W. Tyrer, M. Skubic, and A. A. Hussam, “Older adults’ attitudes towards and perceptions of smart home technologies: a pilot study”, in Med. Inform. (June 2004), vol. 29 (2), pp. 87–94, June 2004. A. Mihailidis, J. Barbanel, and G. Fernie, “The efficacy of an intelligent cognitive orthosis to facilitate handwashing by persons with moderateto-severe dementia”, Neuropsychological Rehabilitation, vol. 14 (1/2) pp. 135–171, 2003. A. Backman, K. Bodin, G. Bucht, L. E. Janlert, M. Maxhall, T. Pederson, D. Sjölie, B. Sondell, and D. Surie, “easyADL - Wearable Support System for Independent Life despite Dementia” in Workshop on Designing Technology for People with Cognitive Impairments, CHI’06, pp. 1–5, 2006. S. Carberry, “Techniques for Plan Recognition”, in User Modeling and User Adapted-Interaction, vol. 11, pp. 31–48, 2001. C. F. Schmidt, N. S. Sridharan, and J. L. Goodson, “The plan recognition problem: an intersection of psychology and artificial intelligence”, Artificial Intelligence, vol. 11, 45–83, 1978. H. Kautz, “A Formal Theory of Plan Recognition and its Implementation”, in Reasoning About Plans, J. Allen. R. Pelavin, and J. Tenenberg (eds.), pp. 69–125, Morgan Kaufmann, C.A., 1991. E. Charniak, and R. G. Goldman, “A Bayesian model of plan recognition”, Artificial Intelligence, vol. 64, pp. 53–79, 1993. D. Avrahami-Zilberbrand, and G. A. Kaminka, “Hybrid SymbolicProbabilistic Plan Recognizer: Initial steps” in Proceedins of the AAAI Workshop on Modeling Others from Observations, 2006. J. Boger, P. Poupart, J. Hoey, C. Boutilier, G. Fernie, and A. Mihailidis, “A Decision-Theoretic Approach to Task Assistance for Persons with Dementia” in Proc. of the Int. Joint Conf. on Artificial Intelligence (IJCAI’05), pp. 1293–1299, 2005.



























[image: Paper Title (use style: paper title) - Sites]
Paper Title (use style: paper title) - Sites












[image: Paper Title (use style: paper title) - GitHub]
Paper Title (use style: paper title) - GitHub












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: use style: paper title]
use style: paper title












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title) - Research at Google]
Paper Title (use style: paper title) - Research at Google












[image: Paper Title (use style: paper title) - Research]
Paper Title (use style: paper title) - Research












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)












[image: Paper Title (use style: paper title)]
Paper Title (use style: paper title)















Paper Title (use style: paper title)






mobile wireless networking, it is becoming possible to monitor elderly people in so-called ... sensor network that might be used in order to recognize tasks described in Table 1. ..... its advantages, and their relative merits and demerits are still. 






 Download PDF 



















 635KB Sizes
 3 Downloads
 420 Views








 Report























Recommend Documents







[image: alt]





Paper Title (use style: paper title) - Sites 

Android application which is having higher graphics or rendering requirements. Graphics intensive applications such as games, internet browser and video ...














[image: alt]





Paper Title (use style: paper title) - GitHub 

points in a clustered data set which are least similar to other data points. ... data mining, clustering analysis in data flow environments .... large than the value of k.














[image: alt]





Paper Title (use style: paper title) 

College of Computer Science. Kookmin ... of the distinct words for clustering online news comments. In ... This work was supported by the Basic Science Research Program through .... is performed on class-wise reviews as depicted in Fig. 1(b).














[image: alt]





Paper Title (use style: paper title) 

School of Electrical Engineering, KAIST .... [Online]. Available: http://yann.lecun.com/exdb/mnist/. [5] Design Compiler User Guide, Synopsys, Mountain View, CA, ...














[image: alt]





Paper Title (use style: paper title) 

on the substrate, substrate pre-deposition process, and Pd deposition .... concentration is below the ignition threshold, which is often important for such a sensor.














[image: alt]





Paper Title (use style: paper title) 

Turin, Italy [email protected]. Hui Wang. School of Information Engineering. Nanchang Institute of Technology. Nanchang 330099, China [email protected]. Abstractâ€”Frequency Modulation (FM) sound synthesis provides a neat synthesis 














[image: alt]





Paper Title (use style: paper title) 

zero which means cosÎ¸ tends to 1. The distance between each of the test vectors and profile vectors were obtained using (2). If the cosine value between the test vector and profile hub vector was greater than the cosine value between the same test v














[image: alt]





Paper Title (use style: paper title) 

communication channel between the sensors and the fusion center: a Binary ..... location estimation in sensor networks using binary data," IEEE Trans. Comput., vol. ... [9] K. Sha, W. Shi, and O. Watkins, "Using wireless sensor networks for fire.














[image: alt]





Paper Title (use style: paper title) 

search and compact storage space. Although search ... neighbor search methods in the binary space. ... Given a query âˆˆ { } , we list the online search algorithm.














[image: alt]





Paper Title (use style: paper title) 

Research Program Fellowships, the University of Central Florida â€“ Florida. Solar Energy Center (FSEC), and a NASA STTR Phase I contract. NNK04OA28C. ...... Effluents Given Off by Wiring Insulation," Review of Progress in. QNDE, vol. 23B ...














[image: alt]





Paper Title (use style: paper title) 

In Long term Evolution. (LTE), HARQ is implemented by MAC level module called .... the receiver is decoding already received transport blocks. This allows the ...














[image: alt]





use style: paper title 

helps learners acquire scientific inquiry skills. One of ... tutoring systems; LSA; natural language processing ..... We collected data from 21 college students who.














[image: alt]





Paper Title (use style: paper title) 

Reducing Power Spectral Density of Eye Blink Artifact through Improved Genetic ... which could be applied to applications like BCI design. MATERIALS AND ...














[image: alt]





Paper Title (use style: paper title) 

general, SAW technology has advantages over other potentially competitive ... SAW devices can also be small, rugged, passive, wireless, and radiation hard,.














[image: alt]





Paper Title (use style: paper title) 

provide onboard device sensor integration, or can provide integration with an .... Figure 2 Schematic diagram of a 7 chip OFC RFID tag, and. OFC measured and ..... [3] C. S. Hartmann, "A global SAW ID tag with large data capacity," in Proc.














[image: alt]





Paper Title (use style: paper title) - Research at Google 

decades[2][3], but OCR systems have not followed. There are several possible reasons for this dichotomy of methods: â€¢. With roots in the 1980s, software OCR ...














[image: alt]





Paper Title (use style: paper title) - Research 

grams for two decades[1]. Yet the most common question addressed to the author over more than two decades in OCR is: â€œWhy don't you use a dictionary?














[image: alt]





Paper Title (use style: paper title) 

determine the phase error at unity-gain frequency. In this paper, while comparing some topologies we ... degrees at the integrator unity gain frequency result in significant filter degradation. Deviations from the .... due to gm/Cgd occur at a much h














[image: alt]





Paper Title (use style: paper title) 

Abstractâ€” The Open Network and Host Based Intrusion Detection. Testbed .... It is unique in that it is web-based. .... sensor is also the application web server.














[image: alt]





Paper Title (use style: paper title) 

Orlando, FL 32816-2450 (email: [email protected]). Brian H. Fisher, Student .... presentation provides a foundation for the current efforts. III. PALLADIUM ...














[image: alt]





Paper Title (use style: paper title) 

A VLSI architecture for the proposed method is implemented on the Altera DE2 FPGA board. Experimental results show that the proposed design can perform Chroma-key effect with pleasing quality in real-time. Index Termsâ€”Chroma-key effect, K-means clu














[image: alt]





Paper Title (use style: paper title) 

the big amount of texture data comparing to a bunch of ... level and a set of tile data stored in the system memory from ... Figure 1: Architecture of our algorithm.














[image: alt]





Paper Title (use style: paper title) 

printed texts. Up to now, there are no ... free format file TIFF. ... applied on block texts without any use of pre- processing ... counting [12, 13] and the reticular cell counting [1]. The main ..... Computer Vision and Image Understanding, vol. 63














[image: alt]





Paper Title (use style: paper title) 

School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore 639798. Abstractâ€” ... For 60GHz wireless communication systems, the ... the benefit of isolated DC noise from the tuning element. The load on ...


























×
Report Paper Title (use style: paper title)





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















