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HAPL: Heterogeneous Array of Programmable Logic Using Selective Mask Patterning Youngsoo Shin, Senior Member, IEEE, Insup Shin, Student Member, IEEE, Donkyu Baek, Duckhwan Kim, and Seungwhun Paik



Abstract—A structured ASIC, one kind of programmable logic device (PLD), consists of a homogeneous array of programmable logic elements, or called tiles. The architecture of each tile is supposed to be very general so that any kind of logic can be implemented on it; this is the main reason why a structured ASIC has an inherently limited performance, together with a large area requirement compared to an ASIC. This balances the little mask cost of structured ASIC. We tilt this balance by introducing a small number of different types of tile, each with its own architecture, which can be deployed across different designs by the use of a simple blocking mask. This is made possible by a new photolithography concept called selectively patterned masks (SPM), which we propose. We address the practical issues of SPM, including mask cost and manufacturing time. We introduce the heterogeneous array of programmable logic (HAPL), which is a new structured ASIC which takes advantage of SPM. HAPL has its own tile and routing architectures, and supporting CAD tools for packing and routing. Extensive experiments in 45-nm technology are used to assess HAPL and compare it with ASIC. A HAPL design that is optimized for area is about twice the size of its ASIC counterpart. A delay-optimized HAPL design exhibits a post-layout delay which is, on average, 1.35 that of an equivalent ASIC. Index Terms—Programmable logic, structured ASIC, photolithography, mask, ASIC.



I. INTRODUCTION



T



HE function of a programmable logic device (PLD) is undefined at the time of manufacture, and a PLD must be programmed before use. PLAs (programmable logic arrays), PALs (programmable array logics), CPLDs (complex programmable logic devices), and FPGAs (field-programmable gate arrays) are field-programmable PLDs which can be
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Fig. 1. Conceptual diagram of a structured ASIC.



programmed by designers. Gate arrays and the more recent structured ASICs [2] are mask-programmable devices, which must be programmed using a few custom masks. PLDs are typically used for prototyping and low-volume production. The cost of masks is one of the factors that limit the use of ASICs. A full mask set costs about $1M in 65-nm and $2M in 45-nm technology [3], [4]. This substantial cost buys higher performance and smaller area than PLDs. Thus it is tempting to think whether we can transfer some of the characteristics of PLDs to reduce the cost of ASICs: conversely, can the performance of PLDs be improved to rival that of ASICs? However, right now there is a wide gap between PLDs and ASICs. It has been reported [5] that FPGAs are 5 times slower than ASICs, 35 times larger, and consume 14 times more power. The performance of a typical mask-programmable PLD is better, but a structured ASIC still requires 3 to 10 times more area and is 2 to 7 times slower [6]. The fundamental limit on the performance of PLD, in particular structured ASIC which we mainly focus in this paper, can be traced to the regularity of its general architecture, shown in Fig. 1. It contains useful cores such as processors and embedded RAMs, with which custom hardware can be created using an array of programmable logic elements (called tiles for brevity). The structure of a tile has to be very general so that any kind of logic can be implemented. A tile may consist of multiplexer trees for realizing combinational logic, a few inverters for local buffering, and a flip-flop to provide a memory element [6]. A regular array of these general tiles is necessarily wasteful, because only a proportion of the components in each tile is used in any particular design. A. Motivation and Contribution The question we ask is how we might introduce irregularity into a structured ASIC, while retaining its lower mask cost. Suppose there is more than one type of tile, and each type has its own architecture. If we could freely create these types of tile
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on a single die, to suit the circuit we are designing, then the redundancy of a structured ASIC could be greatly reduced. At the same time, we can keep the mask cost near to its current level through the introduction of a new photolithography concept called selectively patterned masks (SPM). We will address the practical aspects of SPM, as well as mask cost and manufacturing throughput. A new form of programmable logic, called a heterogeneous array of programmable logic (HAPL), has been developed to exploit SPM and to show how far we can push the performance of PLD. The various ingredients of HAPL are discussed, including the tile and routing architectures, together with tile-packing and routing algorithms. Extensive experiments have been performed in 45-nm technology to assess HAPL, and in particular compare it to ASIC. In an area-optimized design, HAPL requires only about twice as much area as an ASIC (with some exceptions in which lots of white space is required for routability). If circuits are optimized for delay, HAPL designs are only 35% slower than their ASIC counterparts on average. Both results are very promising. Our main contributions are summarized as follows. 1) SPM, a new photolithography concept for selective patterning; a study of its practical considerations (Section II). 2) HAPL, a new programmable logic, which takes advantage of SPM; its tile (Section III-A) and routing (Section III-B) architectures. 3) HAPL design flow including tile-packing (Section III-D) and routing (Section III-E). In Section V, we summarize the paper and suggest directions for future investigation. II. SELECTIVELY PATTERNED MASKS A. Concept Consider the two arrays of tiles, of type Tile 1 and Tile 2, shown in Fig. 2. Each tile is associated with a special mask, which we call a blocking mask. We first take Tile 1 and its blocking mask and perform photolithography. The tiles that are aligned with white regions in the blocking mask are patterned on the wafer, while those aligned with black regions are not. We now repeat photolithography using Tile 2 and its blocking mask on the same wafer. The result is a die, shown on the bottom right corner of Fig. 2, that contains some tiles of type Tile 1 and some of type Tile 2; their mix and locations are controlled by the blocking masks. We have now described the SPM [1]. We note that a similar concept has been proposed to selectively pattern a die from an MPW (multi-project wafer) reticle [7] containing several dies of different designs. The function of SPM is to make more than one type of tile available on the die; thus the logic functions that each type of tile has to support (after programming) can be restricted; and this in turn allows tile architectures which are closer to optimal for each function. The benefit of structured ASIC in terms of mask cost is retained, since Tile 1 and Tile 2 only have to be designed and manufactured once. However, new blocking masks must be produced for each new design; but these masks can be made relatively cheaply due to their simple geometry, as we will discuss in Section II-B.3.
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Fig. 2. Concept of SPM: photolithography using blocking and tile masks.



The white regions of different blocking masks must naturally be disjoint. Otherwise both Tile 1 and Tile 2 would be patterned, producing a nonsense circuit. However, the intersections are allowed in black regions of different blocking masks. Those regions do not allow any patterns on the wafer leaving a white space on the wafer; this is useful to control the routability of a design. B. Practical Considerations There are several issues that need to be addressed in establishing the feasibility of SPM. 1) Photolithography: Current photolithography equipment does not allow two masks to be arranged back to back, as shown in Fig. 2. Moreover, the intensity of light is reduced as it passes through two masks, compromising the patterning process. This problem can be overcome by using a double exposure [8]. The diagram on the right end of the lower row in Fig. 3 shows a target pattern consisting of one polysilicon gate (on the left) originating from Tile 1 and two polysilicon gates (on the right) originating from Tile 2. As shown in the second step of Fig. 3, the photoresist (PR) is initially exposed to light through the blocking mask associated with Tile 1. This is a negative PR, so the resist that is not exposed to light will be etched away. There is a second exposure using the Tile 1 mask, followed by development, etching, and strip; then the polysilicon pattern on the left remains. The same process is repeated using the Tile 2 mask and its corresponding blocking mask. The final result is the target pattern. We simulated [9] the pattern transfer process illustrated in Fig. 3: the PR thickness was 500 nm, the polysilicon was 250 nm, and the thin-gate oxide layer was 3 nm [10]. Fig. 4 shows the simulated situation after second PR development and PR strip (the gate oxide is too thin to be observed). This outcome suggests that the use of blocking masks will indeed allow selective patterning to be realized. 2) Light Diffraction and Mask Misalignment: Care needs to be taken in designing a blocking mask and the corresponding set of tile masks to avoid unwanted effects from light diffraction and misalignment of the blocking and tile masks. Consider the situation shown in Fig. 5(a). The tile on the right is aligned with a white region of the blocking mask, so that it will be patterned, and the tile on the left is blocked by a black region. Let be the minimum distance between a pattern and the tile boundary. And suppose also that the white region in the blocking mask is surrounded by a strip of black of width .
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Fig. 3. Pattern transfer using a double exposure. TABLE I MASK COST FOR SUB-100 NM TECHNOLOGY



Fig. 4. Simulated photolithography of the pattern transfer process of Fig. 3.



Fig. 5. Boundary margins



and



required to accommodate light diffraction.



As shown in Fig. 5(b), the diffraction occurs at boundaries between black and white in the blocking mask. Thus, has to be large enough so that any pattern on the left tile is not exposed to the light. In other words, (1) where is the maximum extent of the diffraction. The pattern on the right tile must be fully exposed to light, so that (2) Possible misalignment of the two masks yields a further pair of conditions (3) when blocking mask is misaligned to the left of tile mask by the amount of , which is the maximum misalignment; and (4) when block mask is misaligned to the right of tile mask. Note that these conditions equally apply to Figs. 2 and 3. If we are using light of wavelength 193 nm (from an ArF laser), then is about 80 nm [8]; in typical 45 nm technology, is about 5 nm [11]. We want to minimize so that there is the least possible waste of space in the tile design. It can be readily



shown that the minima are nm and nm, and we will take these distances into account in designing blocking and tile masks. 3) Mask Cost and Manufacturing Throughput: If we compare SPM with current structured ASIC, a prime concern must be higher mask cost and longer manufacturing times (or lower throughput). We will now present a quantitative analysis of these issues. Mask Cost: Table I lists the mask layers that are typically used in sub-100 nm technology [12], assuming there are 6 layers of metal. The number of masks required for the photolithography of each layer is shown in the second column. Mask costs are classified into five bands A, B, C, D, and E with respective hypothetical costs of $8K, $12K, $25K, $40K, and $45K. The cost of each layer is the product of the second and third columns, and is shown in the last column. ASIC involves manufacturing all the layers for each new design. Its mask cost is thus given by (5) where is the number of designs. For structured ASIC, we assume that only contact and via layers (first contact/via and other vias in Table I) are manufactured for each new design. All other layers are manufactured a priori as an initial investment that is amortized over all designs. The mask cost of structured ASIC is given by (6) In SPM, the polysilicon, active, drain/source implants, and first and second metal layers have to be prepared for each type
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The extra time required for the processes in the third column, adding 20.4% to the total, is incurred whenever we use one additional type of tile. Thus, the SPM manufacturing time normalized to the standard process time for an ASIC design, is expressed as follows: (8)



Fig. 6. Mask cost of ASIC .



, structured ASIC



, and SPM



Equivalently, the normalized manufacturing throughput can be expressed as follows: (9)



TABLE II TYPICAL SEMICONDUCTOR MANUFACTURING TIMES



Thus, if , manufacturing takes 20% longer, which decreases throughput by 17%; if , 40% more time is required, and throughput is 29% lower. III. HAPL Having investigated the cost of SPM, we now need to show that it has significant potential advantages over conventional structured ASICs in terms of area and delay. We present a new programmable logic, called HAPL, as part of this demonstration. A. Tile Architecture



of tile , while the deep implant and all the other metal layers (72) are shared. Thus the initial investment is , where is the number of types of tile. A blocking mask can be made cheaply due to its simple geometry, and we assume its cost will be in band B; cost of blocking masks can thus be represented by . The mask cost of SPM, which is , can now be expressed as follows: (7) Fig. 6 shows the mask cost of ASIC, structured ASIC and set to 3. The difference in slope between SPM, with and is due to the requirement for blocking masks, but it is hardly significant. Different initial investments cause the difference in -intercept between and . As more number of new designs come in, the cost difference between ASIC and SPM (as well as structured ASIC) becomes apparent, as it must. Manufacturing Throughput: Fig. 3 suggests that SPM will involve longer manufacturing times because there are more pattern transfer steps. For example, consider the polysilicon layer. The standard time to process this layer, which includes the time for such steps as oxidation and implantation as well as photolithography, is about 4.2% of the total manufacturing time, as shown in the second column of Table II [13]. If we use SPM with two types of tile, as shown in Fig. 3, the steps from deposition to PR strip are repeated: this is roughly 2.3% of the total standard manufacturing time (i.e., the sum of the times in the second column). The extra steps needed for a number of layers are indicated in the third column; the remaining steps are not specific to the SPM concept.



The number of types of tile affects mask cost and manufacturing throughput as we have just discussed. It also affects the design of each type of tile, i.e., the number of types of tile and tile architecture depend on each other. Our approach is first to decide on the number using the intuition toward the tile architecture. The layouts of the three tiles we have designed are shown in Fig. 7. Tiles and are used to implement combinational logic gates; is used to realize a flip-flop. The width of and is a half of that of , and is equivalent to 12 M4 tracks. The height is uniform, as it is in standard ASIC cells, and corresponds to 11 M3 tracks. The footprint of a tile must take account of routability, and is determined in more detail through experiments in Section IV.A. As Fig. 7 indicates, consists of three separate active regions, and can thus provide three independent gates. Two of the regions span two polysilicon columns, and the third spans three; their widths determine the types of gate that can be implemented. For example, the leftmost region with two columns can provide an INV, a NAND2, or a NOR2 gate; the third region can provide a wider range of gates, including NAND3 and AOI21. Most common gates only require one or two polysilicon columns, and there are also some useful three-column gates; these considerations motivated the architecture of . Tile can provide two independent gates: one requiring up to three, and one up to five polysilicon columns: as well as providing more complicated gates tile can support gate sizing. We would expect a combinational circuit to be implemented using mostly tiles, and a few tiles; this is confirmed by experiment. Tile can provide four types of flip-flop, depending on whether set or reset inputs are needed. The configuration, which we may also call programming, of tiles is done by placing contacts, as shown on the example gates in Fig. 7.
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and tiles are shown separately for the sake of presentation. Programming is done by contacts Fig. 7. Layout of the three types of tile; metal connections of tile is shown to highlight the way in which gates are connected within a tile and shown for example gates. The connection from INV_X2 to AOI21_X1 within simply by using a via.



Note that some polysilicon columns may be unused, for instance when INV is implemented in a region of a tile that has two polysilicon columns, or when AND3 is implemented in a region with five columns in a tile. However, gate sizing is supported to some extent and can be employed to reduce the number of unoccupied columns. This allows, for example, 2 INV gate to be implemented instead of 1 INV in the same region as shown in the tile in Fig. 7. To improve the circuit timing, we may choose 2 NAND2 gate in the rightmost region of , instead of 1 NAND2 in the leftmost region of . Tiles of types and have been designed so that the gates in the same tile can be connected together simply using vias. For example, in the tile in Fig. 7, the output of an INV gate is connected to one of the inputs of a NAND2. This reduces the number of nets to be handled by the routing tool, and thus compensates for the inherently reduced flexibility of the routing architecture that we propose. Another consideration in the design of type and tiles is the size of the active region. Using tiles that are taller than an ASIC library cell allows a taller active region, which makes a gate faster for the same load capacitance; however, the gate input capacitance increases accordingly, with an effect on overall circuit timing which we analyze through experiments. Several tile architectures have been proposed for conventional structured ASIC, which relies on a single type of tile: NAND2 array [14] and pass transistor array [15], which are fine-grained; FPGA-style LUT array [16], [6] and array of universal logic gates [17], [18], which are coarse-grained. The proposed tile architecture consists of a set of active regions, in which each region implements a limited number of logic gates. This is in contrast to tile architecture of conventional structured



ASIC, in which a tile can be programmed to a more variety of logic gates, e.g., any logic gates or functions having up to 5 inputs. B. Routing Architecture The aim of HAPL is to use a contact mask to program the tiles, and via masks to perform routing, so that the number of masks manufactured for each new design can be minimized. Therefore, a regular routing architecture has to be developed, as well as a routing algorithm specific to this architecture. Fig. 8(a) illustrates the proposed architecture in a simplified form. One tile of type or is overlaid with a grid made of 11 horizontal M3 tracks and 12 vertical M4 tracks; two grids are thus required for a single tile. To make a connection between M3 tracks in adjacent grids, an array of M2 segments (the hatched patterns in the figure) is placed, and then the actual connections are made by placing vias. Similarly, an array of M3 segments is used to connect M4 tracks in adjacent grids. If more metal layers are needed, a similar routing grid can be made from four M5 and four M6 tracks, and M4 and M5 are connected using vias. Fig. 8(b) illustrates how two pins in different tiles can be connected. Pin A is located in the M2 layer (which was omitted from Fig. 7 for simplicity); it is brought up to the horizontal M3; the connection to pin B is then made using the vertical M4 as well as the M2 and M3 segments. Note that one M3 (or M4) track in a tile is occupied exclusively by one net, which limits the routing resource. This also yields a dangling wire, as depicted in the figure, which produces unwanted capacitance with an adverse effect on circuit delay. This delay, together with that
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Fig. 8. (a) Routing architecture and (b) an example of connecting pins in different tiles.



alleviated by allocating white space. An appropriate amount of white space can be determined by a few iterations of placement (of tiles and white space together) and subsequent routing, as shown in Fig. 9, or simply by rule of thumb, which is a common practice in ASIC design. Iterated placement is likely to leave more white space than necessary, since the placement tool [20] will allocate tiles and white space on the assumption that routing will be done in ASIC-style, and not using our routing architecture. The coordination of wirelength estimation based on our routing architecture with white space allocation is a topic for future investigation. Once routing has been successful, wire parasitics are determined, and post-layout timing analysis is performed. D. Packing Fig. 9. HAPL design flow.



produced by the extensive use of vias, is explained experimentally in Section IV.D. Note that one M3 and one M4 track are used whenever there is a change of direction in routing, which thus should be avoided as far as possible. C. Design Flow The overall design flow for HAPL is illustrated in Fig. 9. An RTL design written in HDL is given to a commercial logic synthesis tool [19]. Each gate that can be implemented in a tile layout is simulated using SPICE to obtain its timing information, including the pin-to-pin delay and output transition time. The area of each gate is determined on the assumption that it is implemented in the smallest possible area, e.g., the area of a NAND2 is assumed to be the area of the leftmost region of a tile. The timing and area information is put into a library for use during both logic synthesis and static timing analysis. The output of logic synthesis is a connection of logic gates, not connections between tiles. Now, the gates need to be assembled into tiles in a packing process, which aims for a small circuit area as well as for better tile to tile connections. Routability is a prime concern in HAPL design due to the lack of freedom in routing allowed by the tiles. This problem can be



Packing is clearly an important determinant of circuit area; but it is also important for routability, because it determines the number of nets that are processed in a routing step. As we have already discussed using the example of tile in Fig. 7, the gates that reside in a same tile can be connected by using contacts without involving any extra metal layers. Thus, a net that connects gates within a tile does not require routing. The proposed packing consists of two steps: initial packing and refinement. 1) Initial Packing: We will denote a gate that needs one or two polysilicon columns by , a gate that needs three columns by , and a gate that needs four or five columns by . Fig. 10(a) provides an illustrative example. The arrangements of gates that can be packed in a tile include and and are ignored since they save no routing. The possible arrangements in a tile are or . After the type of each gate has been determined, as shown in Fig. 10(a), all the possibilities for packing connected gates are found. For example, can be packed in a tile and saves two nets. The packing possibilities are modeled as a match conflict graph; an example is shown in Fig. 10(b). Each node corresponds to a packing possibility, and its value denotes the number of nets that would be eliminated from routing as a result of that packing. An edge indicates a conflict between two packing choices. Our objective is to exclude as many nets as possible
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Fig. 12. (a) A trial placement and (b) packing conflict graph.



We then take and , and try to pack them into the tiles having some empty regions (bright grey boxes), which are of the form or , both tiles. A tile of can accommodate only a gate of type ; a set of those tiles are denoted by . Either or gate can be packed into a tile of corresponds to a set of those tiles. A tile occupied only by a gate can accommodate or , thus can be counted as a member of . Let a set of gates of type be denoted by , and a set of gates of type be denoted by . If (10)



Fig. 10. (a) A gate netlist, (b) a match conflict graph with MWIS being identified, and (c) a tile netlist after packing.



Fig. 11. (a) A trial placement (a white box indicates a gate that needs to be packed; a bright grey corresponds to a tile that has an empty region; a tile of dark grey is fully packed) and (b) a weighted bipartite graph for packing.



from routing; i.e., we want to pick the nodes from a match conflict graph in a way that no two nodes are connected, with objective of maximizing the sum of node values. This is exactly maximum-weight independent-set (MWIS) problem, which is NP-hard. We thus employ a heuristic [21] in our implementation. In the example of Fig. 10(b), two packing choices are identified in corresponding to the first two tiles shown in (c). Notice how the gates within a tile are connected using contacts. 2) Refinement: After solving the MWIS problem, some gates may be left un-packed, such as and in Fig. 10. Since we cannot eliminate any more nets by packing these gates, we set the objective of this step to minimizing the total number of tiles. It is also important to pack the remaining gates in a way that the subsequent routing step has more chance to reduce total wirelength. We first perform a trial placement assuming that each un-packed gate temporarily occupies a whole tile of its own. Fig. 11(a) illustrates an example: white boxes indicate the tiles containing un-packed gates and , and are target of refinement; a bright grey box that contains is also a tile made of un-packed gate, but it is considered to be a permanent tile because a gate of type cannot be combined with any other tiles.



(11) and can be packed into exare satisfied, all gates of isting tiles of bright grey; otherwise some white tiles, which have been only temporary, shall become permanent. The two cases are handled separately. Case 1: Consider Fig. 11(a), in which , and . It can be readily checked that both (10) and (11) are satisfied. We construct a bipartite graph as shown in Fig. 11(b). Each vertex on the left corresponds to a gate of ; the tiles of are denoted as vertices on the right. The edge is drawn to indicate a possibility of packing; specifically between a gate of and a tile of , and between a gate of and a tile of . Each edge is then associated with a weight that corresponds to Manhattan distance between corresponding gate and tile in trial placement, e.g. can be packed to after it is moved by distance of 2. We want to pack each gate into a tile that is nearest, thus the problem becomes that of minimum-weight bipartite matching, which can be solved with complexity of [22]. The solution is identified as thick lines in Fig. 11(b). Case 2: Consider another example of trial placement shown in Fig. 12(a). There is only one tile that has an empty region, while three gates are left un-packed; in fact, (11) is not satisfied. It can be readily seen that one white tile shall become permanent1, or three gates shall be packed into two tiles. All packing possibilities are then derived and modeled as a graph, as shown 1In general, each gate of is assumed to be packed in one tile of is then assumed to be packed in one tile of each gate of (if there are any); the remaining gates of remainder of tiles of are assumed to be packed in the form of , and , in this order.



; or the and
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Fig. 13. (a) Global routing, (b) details of global routing on net E, and (c) LEA-based detailed routing on shaded region of (a).



in Fig. 12(b). Each vertex, which represents a packing possibility, has a weight that models Manhattan distance to realize a packing, e.g., requires and to be moved to by distance of 1 and 2, respectively; an edge indicates the existence of conflict between two corresponding packings. The problem now becomes that of minimum-weight -independent set (MWKIS) [23], where is the number of tiles used to pack the gates.



TABLE III BENCHMARK CIRCUITS



E. Routing We have developed a routing algorithm for the proposed routing architecture. It consists of two steps: global routing to determine a list of tiles through which each net will pass; and detailed routing to determine the particular track that each net will use in each tile. We employ the VPR router [24] for global routing; specifically, VPR router was ported into our own routing routine implemented in OpenAccess [25]. It initially routes each net using a maze router [26], finding the shortest path regardless of routing capacity. At this stage, each tile is associated with a set of nodes, each node corresponding to a metal layer on that tile; the edge between nodes models potential via and M2 or M3 metal segment (see Fig. 8(a)). Fig. 13(a) shows an example of a global route, and (b) illustrates the details of global routing on net E. A pin is located in the M2 layer; it is brought up to the M3 using via, which in turn is connected to the vertical M4 using another via; the M4 in one tile is connected to the M4 in adjacent tile using M3 metal segment and two vias, which are collectively modeled by an edge between the two M4 nodes. Each node is associated with its routing capacity, e.g., 11 horizontal and 12 vertical tracks of M3 and M4 respectively. The router then reroutes each net in sequence, based on a cost derived from overuse of the routing resource [24]; this process is repeated until all nets have been successfully routed. We then take each row of tiles one by one and perform detailed routing in horizontal direction; the process repeats for each column of tiles for vertical connections. As shown in Fig. 13(c), each net is represented by an interval within a row (or column) of tiles. However, a net such as D cannot be represented by a single interval, but it can be represented as two independent intervals because there is no need to allocate both of these intervals to the same track. Thus the detailed routing problem can be solved by the optimal left-edge algorithm (LEA) [27].



IV. EXPERIMENTAL RESULTS Benchmark circuits were extracted from the ISCAS and ITC, as well as from open cores [28]. They are listed in Table III. The ASIC data was obtained by synthesizing each circuit using a 45-nm ASIC library [29]. The corresponding HAPL data was obtained by synthesis with a gate library we built for HAPL. The ASIC library contains 120 gates while the HAPL library only has 31, which explains the larger number of gates and nets in the HAPL design. The presence of metal layers up to M6 was assumed for physical design. A. Tile Design A key parameter of the tile layout developed in Section III.A is tile height, and tile width is adjusted in proportion. As we increase tile height, tile area increases, but there are more M3 tracks in the horizontal direction, offering more routing resource. Or we can have smaller tiles for smaller area; however routing then becomes more difficult, making more white space be needed. Thus there is a trade-off between tile height, tile area, and white space. We considered five of the circuits listed in Table III to determine a good tile height. Tile layouts with four different heights, of 11, 12, 13, and 14 M3 tracks, were prepared; note that 11 tracks is the minimum required by the tile architecture that we have described. Each circuit was synthesized, placed, and routed
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TABLE IV EXPERIMENTAL RESULTS TO EVALUATE PACKING ALGORITHM. COLUMNS 2–3 REFER TO NETS THAT ARE SAVED FROM ROUTING BY INCLUSION IN TILES; COLUMNS 4–5 EVALUATE PACKING IN TERMS OF CIRCUIT AREA



Fig. 14. Normalized area, which includes the area of tiles and white space, after placement and routing with different tile heights.



with the minimum amount of white space being identified, for each tile height. The total area occupied by both tiles and white space is shown in Fig. 14. The circuit s38417 does not require any white space even when there are only 11 tracks, which is why its area simply grows linearly with tile height. The remainder of the circuits require less white space as the tile height increases; but the tile area turns out to grow more quickly than the white space shrinks, and the overall area increases in a monotonic fashion. A notable exception is circuit aquarius, which is very difficult to route, and thus requires large amount of white space, in particular when the tiles are small. However, as we will discuss in Section IV.C, the commercial placement tool [20] that we use takes no account of our routing architecture, and generally allocates more white space than is necessary. Thus we conclude that 11 M3 tracks seem to be a reasonable tile height. B. Effectiveness of Packing The proposed packing algorithm was evaluated through experiments. The results are summarized in Table IV. Packing



consists of two steps: MWIS formulation for initial packing and maximizing the number of nets eliminated from routing by inclusion in tiles; and refinement of the packing and minimizing the use of tiles. We can see from column 6 of Table IV that the majority of gates (85% on average) are packed in the first step, and this highlights the importance of MWIS in the packing algorithm. MWIS also requires most of the computation. The , where is heuristic we adopt [21] has a complexity of the number of nodes in the match conflict graph. Thus, for example, s35932 and s38584 have a similar circuit complexity as shown in Table III, although Table IV indicates that they require very different amounts of computation, due to the difference in the number of nodes as shown in column 7. Runtime may be reduced by partitioning a circuit and performing packing in each partition independently; this is left for future work. The number of nets that are eliminated from routing, expressed as a percentage of the total number of nets given in the last column of Table III, turns out to be quite uniform across all the circuits, with an average of 39%, which is substantial. For s35932, this proportion is rather smaller: in this circuit, there are fewer nodes in the match conflict graph than there are in others of comparable size. To assess whether the packing process is good at eliminating nets from routing, we constructed an oracle packing as a reference: this involved simply counting the , and gates (as well as flip-flops) in the netlist number of and then deducing the minimum number of tiles. We then arbitrarily assume that the maximum number of nets are connected tile. The total within each tile, e.g., two nets in an number of nets that this eliminates from routing is a loose upper bound. Comparing columns 2 and 3 of Table IV partly demonstrates the effectiveness of our packing. In column 4 of Table IV, the total tile area produced by our packing is compared to that achieved by the oracle packing, which provides the minimum area. Even though MWIS is formulated in terms of nets, the packing seems to take good care
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Fig. 15. Comparison of ASIC and HAPL for area-optimized designs (normalized to the ASIC areas).



Fig. 17. M3 congestion map of aes_core when the proportion of white space is (a) 5%, (b) 15%, and (c) 35%, when routing is finally successful. Fig. 16. M3 track usage map: (a) aes_core and (b) usb_funct. White space is 5% of the total area.



of area too. We attribute this to the second step of the packing algorithm, refinement, in which tiles are filled as full of gates as possible. The percentage of polysilicon columns that are not occupied is reported in column 5 of Table IV. There are two reasons for empty polysilicon columns: unfilled regions of tiles packed in ) and unocdue to imperfect packing (e.g., cupied columns in a region due to imperfect gate matching (e.g., 1 INV in a region that contains two polysilicon columns). The latter is the primary reason, and up-sizing some gates to utilize unoccupied polysilicon columns may provide a solution. C. Assessment of Area Experiments were performed to assess the effectiveness of HAPL in the use of circuit area. Logic synthesis was performed to minimize area (without regard to delay) of both ASIC and HAPL circuits. The amount of white space was found by repeating placement and routing until routing was successful. In our experiment, white space was initially set to 5% of total area; it was increased by 5% at each iteration. Maximum number of iterations was kept to 4 (aqarius and vga_lcd) and 12 circuits required only 1 iteration. The results are shown in Fig. 15. A HAPL design occupies on average of 2.22 times the area of its ASIC counterpart, with minimum of 1.48 times in s35932 and maximum of 2.83 in aes_core; circuits aes_core, aquarius, oc54, vga_lcd, and wb_conmax are exceptions which will be discussed shortly. Several factors result in the larger area of a



HAPL design: the height of a tile is 11 M3 tracks while that of an ASIC cell is 9; logic synthesis produces more gates due to the limited library (see Table III); some polysilicon columns are unoccupied due to imperfect packing and matching (see column 5 of Table IV); and more white space is required by a less flexible routing architecture. However a factor of 2.22 is a major improvement on conventional structured ASICs. As Fig. 15 indicates, some circuits (aes_core, aquarius, oc54, vga_lcd, and wb_conmax) require an exceptionally large amount of white space. This can be explained in two ways. After packing, some gate pins are connected within a tile using contacts (see Fig. 7), so they do not take up any routing tracks; each of the remaining gate pins manifests itself as a tile pin and takes up one M3 track because it has to be brought up to M3 for tile-to-tile connection (see Fig. 8(b)). If a tile has many tile pins, it is less likely to serve as a feed-through for tile-to-tile connection in the horizontal direction, and presents a blockage during routing. Fig. 16(a) shows that there are many tiles in aes_core that have more than seven tile pins (leaving at most three M3 tracks available), when 5% of the area is allocated to white space, and routing fails. As a comparison, a map for the usb_funct circuit is shown in Fig. 16(b), with the same 5% of white space, for which routing is successful. The second reason is that white space allocation is not performed in a way that takes our routing architecture into account. A placement tool [20] relies on wirelength estimation for placement as well as for white space allocation; wirelength is estimated without assuming any routing architecture at all, thus white space is more likely to be allocated along the perimeter of a chip. The
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Fig. 18. Comparison of ASIC and HAPL delay-optimized designs (normalized to the ASIC designs).



result of increasing the amount of white space shown in Fig. 17 supports this argument. A method of white space allocation specific to HAPL needs to be developed. Improvement could also be made in the integration of packing and white space allocation: some gates in tiles that have many tile pins could be transferred to new tiles through re-packing, and these tiles could then be appropriately placed in some of the white space. D. Assessment of Delay Logic synthesis was performed to minimize delay in both ASIC and HAPL circuits, while assuming zero wireload. The ASIC design was then followed by placement and routing [20] using the timing-driven option for each process. Our packing and routing algorithms were applied to the HAPL design, but these are not timing-driven. The wireload was then extracted from both designs for post-layout timing analysis, which produced the results shown in Fig. 18. The lower portion of each bar corresponds to the delay after logic synthesis (i.e., with zero wireload) and the whole bar denotes the post-layout delay; the difference between the two bars corresponds to the additional gate delay due to the wireload, plus the wire delay. 1) Gate Delay: The zero-wireload delay of the two designs is about the same: the HAPL designs are only 4% slower than their ASIC counterparts on average. There are several factors that explain this result. As shown in Fig. 7, an active region of a tile is taller than a typical ASIC library cell; this is made possible by the height of a tile, which is provided to accommodate more routing tracks. As a result, 1) a simple gate implemented in a HAPL tile (a HAPL gate) is faster than the corresponding ASIC library gate (an ASIC gate) for the same load capacitance, e.g., about 1.4 to 3.1 times (depending on load capacitance) in case of a NAND2; 2) but the HAPL gate has an input capacitance 2.5 times higher; 3) a complex HAPL gate is generally slower than the equivalent ASIC gate, in particular for larger load capacitance, e.g., about 0.8 to 1.23 times in the case of an AND2, because the internal NAND2 is more heavily loaded by the inverter that follows it, even though the inverter itself is faster. Fig. 19 compares the delay of HAPL and ASIC gates using b18 as a test circuit. The first three gates are generally faster in HAPL, while the last two gates, which are complex ones, are slower. Overall, HAPL’s advantage with faster simple gates is



Fig. 19. Delay distribution of several gates in circuit b18. Each bar is associated with the maximum, minimum, and average delay values.



outweighed by the disadvantages of a larger input capacitance, slower complex gates, larger area, and the need to use more gates for the same design. 2) Delay Due to Wireload: If we compare the post-layout delays in Fig. 18, the HAPL design is slower than the ASIC design by 35% on average (from 9% for s38584 to 84% for b18). Clearly, a HAPL design is more affected by wireload than an ASIC design. A few contributors to this can be readily identified: dangling wires (see Fig. 8(b)), extensive use of vias and, in particular, greater wirelength. • Dangling wires substantially increase wireload. On average they add 39% to the total wire capacitance, which translates to 45% of the additional delay due to the wireload, or 19% of the total delay. A routing algorithm that avoids dangling wires as far as possible would be a good topic for future investigation. • The capacitance and resistance of the vias account, on average, for 6% of the additional delay due to wireload. As much as 10% of this delay is attributable to vias in s38417. This circuit has long critical path and therefore require many vias. • The total wirelength of a HAPL design is 2.3 times greater on average (not including dangling wires) than that of its ASIC counterpart; this ratio is especially high in circuit b18 (6.4), as we see in Fig. 18. 3) HAPL With Asic-Style Routing: In HAPL, we have taken responsibility for the programming of both the tiles (logic) and
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Fig. 20. Area versus delay curves for ucore, b15, and tv80. The numbers associated with the leftmost and rightmost data-points are ratios between the delay and area of the HAPL and ASIC designs.



the routing architecture (connection). We have seen in Fig. 18 that our regular routing architecture causes a substantial amount of additional delay due to the high wireload in some circuits. This might be alleviated if we continued to program the tiles, but adopted ASIC-style routing. This would obviously increase the mask cost, i.e., (7) will be modified to given that contact, vias, and M3 have to be manuto M6 layers , this translates factured for each design. For three tiles to 15.2% increase of mask cost for 10 designs and 20.5% increase for 100 designs. We tried out this approach by using a commercial router to perform routing on a netlist from the HAPL design process. We found that routing of all the circuits can be completed by this router without any white space. This is mainly due to the packing algorithm, which eliminates about 40% of the nets from routing, thus facilitating ASIC-style routing. On average, the post-layout delay of these hybrid circuits was 1.04 times that of their ASIC counterparts, i.e., HAPL design with ASIC-style routing is as fast as ASIC counterpart. This outcome should be compared with Fig. 18, in which the average delay of the HAPL designs is 1.35 times that of the ASICs. 4) Design Space: Area Versus Delay: Fig. 20 shows curves of area versus delay for three sample circuits, in both ASIC and HAPL form. The leftmost and rightmost data-points within dotted ellipses correspond respectively to delay-and area-optimized designs. If we compare the ratio between the delays of the HAPL and ASIC designs at these two data-points, e.g., 1.59 and 0.97 in ucore circuit, then we find that the latter value is always smaller. This can be explained in terms of the greater optimization potential of ASIC compared to HAPL. An ASIC design can be more effectively optimized for area than a HAPL design (rightmost data-points): meaning that delay is more effectively sacrificed for area. Thus the HAPL design becomes faster at the rightmost data-point than at the leftmost data-point. A similar observation can be made regarding area, i.e., HAPL design becomes smaller when delay is optimized than when area is optimized. E. Comparison to Structured ASIC We discovered that the HAPL design is slower than the ASIC design by 35% when circuit is optimized for delay, and occupies about twice the area of ASIC design for area-optimized circuit. We compare this result to that of standard structured ASIC, which uses a single array of tiles.



Several approaches to structured ASIC have been proposed, but only a few published literatures address all components of structured ASIC including tile architecture, routing architecture, and supporting tools. A tile made of multiple functional cells and a decomposable flip-flop was proposed [30]. The circuit area from the approach is quite large, compared to that of ASIC; 2.25 to 7.18 times with average of 4.01 in 20 test circuits. This is mainly due to routing architecture, which is defined in a reserved area. The circuit delay, on the other hand, is promising, ranges from 1.14 to 1.83 times. A tile consisting of FPGA-style multiplexer trees, a few inverters, and a flip-flop was proposed [6]. Less flexibility in tile architecture causes large circuit area (3.46 to 10.22 times). There is a large variation in circuit delay: 1.77 to 7.19 times. F. Power Consumption Power consumption of HAPL and ASIC designs in Section IV.C were compared. A netlist extracted from layout was submitted to fast transistor-level simulator [31], which also accepts 100 randomly generated input patterns. The results are shown in Fig. 21, in which switching and leakage components of power consumption are identified. HAPL design consumes 2.82 times more power than ASIC design on average. The increase of switching power, in particular, deserves attention. This is mainly due to increased load capacitance, which was discussed in detail in Section IV.D: larger input capacitance of HAPL gates, greater total wirelength, existence of dangling wires and higher number of vias, and more number of gates. The application of low-power techniques such as dualand power gating needs more study. For example of dual- , packing should be refined in a way that the gates packed in a same tile have the same . A selective application of highand low- mask layer with corresponding blocking masks can then realize the implementation. V. CONCLUSION We have presented a new photolithography concept called SPM, which allows more than one type of tile to be used for programmable logic. The motivation of SPM is to relax the excessive regularity imposed by conventional structured ASIC, so that performance (in terms of both area and delay) can be pushed closer to that of an ASIC design, while the low cost of structured ASIC remains. A prototype of this new approach to structured ASIC, called HAPL, has been created, including the design of
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Fig. 21. Comparison of power consumption.
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