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Parallel generation of samples for simulation techniques applied to Stochastic Automata Networks Ricardo M. Czekster, Paulo Fernandes, Afonso Sales, Dione Taschetto and Thais Webber∗ Pontif´ıcia Universidade Cat´olica do Rio Grande do Sul Av. Ipiranga, 6681 – Pr´edio 32 – 90619-900 – Porto Alegre, Brazil {ricardo.czekster, paulo.fernandes, afonso.sales, dione.taschetto, thais.webber}@pucrs.br Abstract The Stochastic Automata Networks (SAN) formalism provides a compact and modular description for Markovian models. Moreover, SAN is suitable to derive performance indices for systems analysis and interpretation using iterative numerical solutions based on a descriptor and a state space sized probability vector. Depending on the size of the model this operation is computationally onerous and sometimes impracticable. An alternative method to compute indices from a model is simulation, mainly because it simply requires the definition of a pseudorandom generator and transition functions for states that enable the creation of a trajectory. The sampling process can be different for each technique, establishing some rules to collect samples for further statistical analysis. Simulation techniques often demand lots of samples in order to calculate statistically relevant performance indices. We focus our attention on the parallelization of sampling techniques to enhance the generation of more samples in less time, drawing considerations about the impact on results accuracy.



1. Introduction Analytical modeling of complex systems is crucial to detect error conditions or misbehaviors that arise from different realities such as bottlenecks, capacity planning problems and scalability issues, to name a few [17, 18, 6, 3]. It is possible to represent a system using stochastic modeling formalisms such as Markov Chains [23] or more structured approaches as Petri Nets [1], Markovian Process Algebras [14] or Stochastic Automata Networks (SAN) [19, 5]. We direct our attention to SAN formalism since, like other structured formalisms, it provides simple means to de∗ Authors
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pict components and communications among its elements (synchronous and asynchronous). Since its first definition, SAN was used to create modular representations of systems with local and independent behavior that occasionally interacts and synchronizes with other modules. As other Markovian based formalisms, SAN is used to derive performance indices for analysis and interpretation. Briefly, the process multiplies an initial probability vector by a non trivial data structure called descriptor, i.e., a representation of the underlying Markovian transition matrix [11]. SAN uses state-of-the-art algorithms to efficiently compute the probability vector and return the performance indices to its modelers [9, 8]. However, SAN solutions are bounded to specific limits. The current SAN solver, PEPS software tool [4], works with less than 65 million states. Related to Markovian modeling, this limit is very low as sometimes even small sized realities requires massive quantities of states to represent all possibilities. This problem is frequently defined as state space explosion problem and several approaches are used to mitigate its harmful effects. One valid technique is simulation [15, 21], where solution approximations can be successfully derived with an associated computational cost. Simulation itself has several drawbacks such as burning time, initial state definition and halt problems, however, it allows the solution of huge models without storage bounds. This advantage justifies its usage in several contexts where the associated precision must be measured in relation to the amount of samples produced, i.e., a process known as sampling. Sequential sampling of large Markovian models has a high computational cost, requiring huge amounts of resources to produce the desired number of samples. In light of this problem, recent years witnessed the adoption of parallel sampling techniques, where the task of producing large amounts of samples are divided by several workers, all synchronized by a master entity. This computational model helps producing more samples in less time. Given the set of different simulation techniques available for modelers, we



are interested in investigating how one can profit from parallel sampling when traditional [15, 21], forward [13, 21] and backward [12, 20] simulation are used, as well as the impact on result accuracy. The aim of this paper is to present a parallel generation of samples for the solution of SAN models, using the aforementioned simulation techniques in order to guarantee the results accuracy in several examples. It is worth mentioning that our results could be applied to other structured Markovian formalisms without loss of generality since they all have an underlying transition matrix used in the sampling process. The remainder of this paper is organized as follows. Section 2 presents the Stochastic Automata Networks (SAN) formalism and its principles. In Section 3, we debate three well-known simulation techniques for Markovian models. Section 4 presents the methodology for parallel sampling applied to the simulation techniques previously mentioned. Finally, Section 5 draws some future works and final remarks.



tivities with other automata. Uniquely, each automaton can be viewed as a MC having states and transitions that maps how this subsystem is interconnected. The transitions map a single event or a list of events that can be of two distinct types: local or synchronizing. Local events occur independently whereas synchronizing events depend upon other automata in order to be fired. Events are mapped to rates for a continuous-time MC or to probabilities for discrete-time MC (for that matter, solution must be adapted to each case). Finally, in a SAN model, rates can be constant (a scalar) or functional (dependent of the states of some automata to be fired). A key feature of SAN is to work with such functional rates that provide a slightly different concept for users than pure synchronizations, i.e., a simple representation to describe complex interactions. S (1)
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2. Stochastic Automata Networks (SAN) Markovian modeling formalisms are commonly used to investigate complex systems and infer performance indices. To profit from such representations one must depict the system under consideration using simple primitives such as states and transitions. Each transition informs how the system is interconnected and at which frequency state changes occur. Although very simplistic in its basic operations, Markov Chains (MC) usually require large amounts of states to compose any given system causing what is often referred as state space explosion problem. Structured formalisms were proposed to mitigate the harmful effects of representing systems with MC. Such representations strongly rely upon system composition and modularization, creating high-level mechanisms that eventually generates an underlying MC [23]. The emergence of structured formalisms enabled more complex interactions among components and presented simpler means to extract performance indices of different realities. Structured formalisms are numerous and examples are Petri Nets [1], Markovian Process Algebras such as Performance Evaluation Process Algebra (PEPA) [14] and Stochastic Automata Networks (SAN) [19, 5]. We focus our attention to SAN, which was originally proposed by Plateau. This formalism defines autonomous entities termed automata. Each automaton represents an element within a broad system, and it can possess local (independent) behavior and occasional dependencies, i.e., synchronizing behavior. SAN is specially suited to represent parallel and distributed systems that intensively operates locally or independently, however, sometimes, it needs to synchronize ac-
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Figure 1. SAN model with two automata. Figure 1 depicts a SAN model with two automata (S (1) and S (2) ), three local events (l1 ,l2 and l3 ) and one synchronizing (s1 ). Event l1 has a functional rate defined by the function1 f that verifies the state of automaton S (1) , and this event can occur with rate r2 if the state is equal to A. If the functional condition is not satisfied, event l1 is not allowed to occur. In a structured model, the product state space (PSS) is the combination of all local automata states, representing the global states of the model. For the example presented in Figure 1, the PSS is equal to 3 × 2 = 6 states. However, depending on the nature of synchronization and functions of the model, only some global states are valid, i.e., these global states are named as reachable. The set of reachable states (RSS) is actually the states of the underlying MC. The Markovian representation for the model is demonstrated in Figure 2. The functional rate caused a state (AY ) to be unreachable, as shown in the model with dotted lines. The function forces the event l1 to be fired only for BX (to BY ) and CX (to CY ), not for AX (to AY ), as depicted by the figure. 1 The interpretation of a function can be viewed as the evaluation of an expression of non-typed programming languages, e.g., C language. Each comparison is evaluated to value 1 (for true) and to value 0 (for false).
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Figure 2. Underlying MC obtained from the SAN model in Figure 1.



We stress the fact that, in SAN, the underlying MC is never stored, only accessed through tensor operators (using tensor algebra properties [11]). In the next section, we proceed discussing some SAN modeling examples.



2.1. Modeling examples Our numerical analysis is based on three SAN models describing different characteristics, such as: Alternate Service Patterns (ASP), First Available Server (FAS) and Resource Sharing (RS). For a more detailed description of these models, we suggest the reader to consult the previous works in the literature [22, 10, 2]. ASP model describes an Open Queueing Network [23] with servers that present different service patterns. In this model, four queues with K capacities are represented by four automata and another automaton is modeled to represent the quantity of service patterns. In this model, all states are reachable and it has the P SS = (K + 1)4 × P , where P is the number of service patterns. FAS model evaluates the availability of N servers, where every server is a two state automaton, representing the two possible server conditions: available or busy. In this example, tasks are assigned to the first server. If this server is busy, the task must be sent to the second server and so on, i.e., the first available server processes the task. This model has the P SS = 2N and all states are also reachable. The classical RS model maps R shared resources to P processes. In this model, each process is represented by an automaton with two states: idle or busy. The quantity of available resources is indicated by an automaton that counts the number of resources being used. This model has the P SS equal to 2P × (R + 1) and, due to the nature of the model transitions, not every state is reachable.



After the reality is modeled, the system is ready for solution, i.e., indices calculations for the set of components, transitions and rates. In the case of SAN, a Cartesian product comprising the local automata states is derived, thus originating the PSS of the model. The PSS corresponds to all possible states for any given system and, depending on how the automata are described, it can potentially have unreachable states, a phenomenon that was absent in pure Markovian modeling. Despite this drawback, SAN is a powerful modeling formalism. The main advantage of SAN is due to the memory savings since it uses tensor algebra properties to only access the transition matrix rather than instantiating it in memory [11]. Specialized algorithms are used to solve SAN models, in a procedure called vectordescriptor product (VDP). The VDP multiplies an initial probability vector by a non-trivial structure, i.e., a descriptor in an iterative fashion [9, 8]. When this operation is performed for a sufficient number of iterations, a convergence test is considered and stationary regime properties are analyzed. The final probability vector contains the state permanence probabilities when the initial state no longer affects the solution. These results are ready to be subjected to the modelers for further interpretation and refinement. The former alternative is particular to the solution of SAN models and it suffers from scalability issues, i.e., the current solution software tool PEPS [4] works with models having no more than 65 million states. Although, recent researches based on the monotonicity property has overcome these bounds [12]. The motivation behind the use of simulation relies on the fact that depending on the model under study, its numerical solution are computationally expensive. SAN, as a matter of fact, does not store the transition matrix, so it is theoretically the best option for huge models. However, SAN is bounded by the PSS model size because it needs to allocate at least three vectors of that size in order to compute VDP accordingly. Rather than use VDP to extract meaningful performance indices from Markovian models, one of the alternatives is simulation. This approach considers only the reachable state space of the model and approximates solution in function of the number of samples that is generated, which is a clear advantage of simulation over numerical solution. The accuracy of solution is heavily determined by the amount of simulation runs (or trials) that are executed, where different statistical methods can be used to attest its quality, such as confidence intervals. It is worth mentioning that, using simulation, otherwise intractable models can now produce samples that are proved to be generated from stationarity, since using backward coupling procedures [13, 20]. In this paper, we focus on three types of simulation applied to Markov Chains: i) traditional [15, 21]; ii) forward



iii) Backward Simulation: all possible states are fired in parallel, back in simulation time in different trajectories. Depending on the model transitions, some trajectories couple, merging the next steps. The process stops when all trajectories coupled in a unique state, which is the sample that is stored. An obvious disadvantage to use backward simulation is the need to fire all trajectories in parallel, however, it is proven that monotonic models are more suitable for adoption since only two (or few) trajectories must be considered for the method [24, 12] - Figure 3 (c). The three simulation types presented produce similar results in terms of accuracy. However, note that traditional and forward simulations suffer from initial state definition and it is hard to determine when to stop the simulation, i.e., determine a considerable amount of samples to achieve relevant statistical results. On the other hand, backward simulation does not have such problems, but it has a high computational cost to collect samples. It is evident that the major problem, when using simulation approaches, is to generate samples in a timely manner.
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• simulation time: corresponds to the total time of simulation considering the production of n samples.



ii) Forward Simulation: the forward simulation approach is slightly different from traditional simulation. Rather than storing each trajectory state, for a trajectory length previously defined. The simulation process performs a pre-defined number of steps before collecting a sample - Figure 3 (b);
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• run or execution: consists of a full simulation experiment, eventually producing samples;



i) Traditional Simulation: this type of simulation was the first to be used in Markovian realities and consists of, from an initial state, performing random walks on the set of possible states and saving each step as a sample for further inspection - Figure 3 (a);
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• sample: consists of a state state from the model’s RSS, collected from a sampling process;



Following we discuss the characteristics of different types of simulation approaches:
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• trajectory: corresponds to a sequence of visited states (or steps) taken from a given initial state. The trajectory length comprises the amount of steps that was performed;



(a) Traditional States
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[13, 21]; and iii) backward [20, 13, 24, 12] simulation. Before explaining each type, some basic notions are needed to fully comprehend Markovian simulation, such as:



(b) Forward States
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(c) Backward
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Figure 3. Simulation methods



In order to compensate the sequential generation of samples, we shall proceed investigating how to accelerate sampling procedures through parallel estimations and its impact in the overall accuracy, as presented in the next section.
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Simulation techniques often demand lots of samples in order to calculate statistically relevant performance indices and such samples can be produced independently. Moreover, independent samples are suitable to be subjected to parallelization efforts. The basic principle is to divide the sampling process in work units and assign a load for different processors. Note that the computational complexity is shifted towards to: i) faster ways to compute each sample; and ii) the adaptation of parallel sampling techniques applied to the aforementioned simulation approaches. We focus our attention to parallel sampling and the problems involved to coordinate distributed efforts in parallel environments. In simulation, it is clear that high quantities of samples only help improving the solution accuracy. This section presents the main idea of parallel sampling applied for all three techniques in order to obtain the simulation time for our set of examples, as well as observe the differences among these approaches in terms of accuracy. The parallel model follows a master-worker pattern [25] where entities known as workers perform sample generation and the master assembles all produced data, adding the samples in its corresponding probability vector entries and uniformizing results for latter inspection. When a sample is computed, it is saved locally and, when the amount of collected samples reaches the required quantity, it is readily sent to the master. The final vector is compared to the analytical solution to verify the disparity between both distributions. It is worth mentioning that this calculated distance directly influences the quality of estimations. To validate the desired results, we run our models in a multiprocessor technology machine and perform the three simulation approaches for a variable number of samples. The implementation of our parallel version of these approaches was coded using C++ language and MPI primitives. Our tests were executed in a Dell PowerEdge R610 composed of two processors Intel Xeon E5520 QuadCore 2.27 GHz, Hyper Threading technology, 16GB memory, under Linux O.S. The prototype was compiled using gcc version 4.2.4 and MPICH library version 1.2.7p1. All simulation runs were repeated 30 times in order to produce samples having 95% confidence interval. Figure 4, 5 and 6 show the total simulation time needed to compute one million samples (106 ) for the ASP, FAS and RS models respectively, where the number of processors varied from a single processor to 16. This set of models was parametrized as follows: ASP model - every queue with capacity two (K = 2) and two service patterns (P = 2); FAS model - with nine servers (N = 9); and RS model with 10 processes (P = 10) and five resources (R = 5). These models are parametrized in a way that one can easily obtain the analytical solution in order to calculate the



precision achieved using those simulation techniques. Note that the parametrization for huge models impacts only on the amount of samples needed to obtain accurate results, but the time spent to generate a single simple is not affected in the traditional and forward techniques. It is important to observe that we use a logarithmic scale for the Y-axis in our graphics and the bars for each number of processors demonstrate the time spent for each simulation approach. In Figure 4, looking at only the traditional simulation bar, we notice an U shaped curve, where the optimal result was verified for four processors. This technique demands low computational cost to collect samples and, considering more than four processors, the communication among workers and master directly impacts in the total simulation time. That behavior is not that evident for both forward and backward simulation techniques, where the simulation time significantly drops as the number of processors increases (from one to 16). For example, in a single processor it took around 600 seconds to compute the whole set of samples whereas, for 16 processors, the simulation time plummeted to only around 60 seconds (with small variations from backward and forward techniques)2 .
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Figure 4. Simulation time - ASP model A similar set of results was obtained for the FAS model (Figure 5). In contrast to the ASP model, the difference between backward and forward simulation is slightly larger for the FAS case. The difference particularly for one or two processors can be explained by the nature of the model synchronizations and local behaviors that influences the coupling time in the backward technique. For the traditional case, the results followed the expected pattern, as also shown in Figure 4, while the number of processors varied. At last, Figure 6 shows the results for the RS model. It is noticeable that the forward technique performed better than backward simulation, even for a large number of processors, where, for instance, 16 processors needed about 84 2 The dramatic decrease is more perceptible for a non logarithmic scale Y-axis.
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Figure 5. Simulation time - FAS model seconds for forward and 57 seconds for backward. For the RS model, backward performs better than the forward simulation in terms of time spent. It also showed that the traditional approach took more time than the previous examples, due to the nature of model’s synchronizations. n = 1.000.000 samples Traditional Forward Backward
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Figure 6. Simulation time - RS model
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In order to test the results accuracy, we have conducted experiments where the number of processors was fixed to 16, varying the amount of samples from 104 to 109 . As we know for a fact that the amount of produced samples is directly related to the overall simulation precision, we proceed our analysis by investigating the role of precision itself for the available models. Our basis of comparison is the analytical solution using PEPS [4] as we test the effect of the total number of samples in relation to results accuracy. Figure 7, 8 and 9 show the mean and maximum relative errors for ASP, FAS and RS models. In each figure, the graphic presents the mean relative error in the Y-axis, varying the amount of samples from 104 to 109 , whereas the table indicates the maximum relative error found for each experiment using the three simulation techniques.
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to generate one million samples. Our parallel results showed impressive results in terms of time reduction when applied from one to 16 processors. The next step is to verify the accuracy sensitivity in relation to the sampling technique and different amounts of samples.



4.1. Accuracy analysis
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For all three models, the same pattern emerged: as the number of processors augmented, traditional simulation behaves as a U shaped curve from a single processor to 16, and both forward and backward simulation require around at least 10 times less effort to compute the one million samples. This is a remarkable result, showing that parallel sampling computation depends on simulation technique and traditional simulation begins to underperform as the number of processors is increased. The exact opposite occurs for forward and backward simulation, where the results showed to improve as the number of processors increases. This assumption is not readily evident, since intuitively, the traditional technique was expected to have at least the same behavior as the others. The ASP, FAS and RS examples demonstrated the behavior for three simulation approaches and the time needed
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Figure 7. Relative error - ASP model Observing the results for the ASP model (Figure 7), one can verify a greater distance from the analytical solution using a small quantity of samples (104 ). Note that as the amount of samples increases the mean (and also maximum) relative error reduces. Since simulation gives an approximation of the stationary solution, for the ASP case, 107 samples already produces significant results, i.e., there is a small accuracy variation between 107 and 109 samples.
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Moreover, 104 samples are not adequate for all three techniques, whereas for 109 it practically resembles the numerical model solution (with a precision less than 10−2 ). Figure 8 shows the results for the FAS model. In comparison to the ASP model, it is noticeable that for 104 and 105 samples the mean relative error was still very high until 108 and 109 samples. In terms of techniques, the FAS model presents worst results for traditional simulation, except for 104 samples. From 105 samples, the forward simulation technique presents better results than backward. For this example, the maximum relative error is bigger than ASP for all simulation approaches and amounts of samples.
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Figure 9. Relative error - RS model 0.4214 0.2769 0.2995
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Figure 8. Relative error - FAS model Figure 9 shows the results for the RS model. This particular example produces the smallest relative and maximum errors when compared to the previous examples. For all simulation techniques the accuracy variation is limited to low thresholds where for 107 and up, the precision is very adequate as well as the maximum relative error. Only for 104 samples we notice a broader variation for the mean and maximum relative errors, however, as stated before, 104 samples is very non representative for every simulation study, which is common to use at least 106 samples to achieve comprehensive results. The numerical indices presented in this section demonstrate the importance of accuracy when performing a complete simulation study and its relation to the quantity of collected samples. We remark that as a large quantity of samples is generated consequently better accuracy results are obtained for all techniques applied to aforecited models. Moreover, it is important to notice that we study a subset of models with different characteristics (such as different



synchronization patterns) and, in spite of presenting distinct levels of accuracy, all simulation techniques show a similar behavior for all models. We finalize the paper by discussing some final remarks and future works.



5. Conclusion The solution of Markovian models is not a trivial task mainly when stationary behavior is needed and simulation techniques could be applied. Each technique has advantages and drawbacks when compared to analytical solution. However, since taking advantage of sampling procedures, one must study the impact of using them to guarantee accuracy, balancing the simulation time. In this context, parallel implementations are suitable in order to obtain a large number of samples in a timely manner. We work with three types of simulation techniques widely discussed in the literature: traditional, forward and backward. Moreover, we investigate two aspects for different sets of models: i) time to generate lots of samples in parallel; and ii) the observed accuracy gain (or loss) considering different quantities of collected samples. We conclude that traditional simulation, despite its effectiveness in terms of time to generate a large quantity of samples, spend more time communicating with the master as the number of processors augments than actually generating samples. Splitting the task of generating samples in different processors help us calculate the gains to improve simulation accuracy as huge amounts of data are produced in parallel. In terms of accuracy, our results show that, de-



pending on the size of the model, the process can be stopped earlier and still produce statistically relevant results, very near to the analytical solution. Our future work is towards to the generation of more complex sampling procedures, for instance, Bootstrapping [16] which is a well-known statistical technique applied to many research fields to improve accuracy when performing sample estimations for complex distributions. Preliminary results using such technique produced even more precision in comparison with the numerical solution [7]. Another work in progress is to use variation reduction techniques and advanced programming efforts to improve the generation and storage of each sample also within a single processor.
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