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Parameter homotopy continuation for feedback linearization of non-regular ane systems Alex Borisevich∗



Gernot Schullerus†



Abstract In the article the problem of output setpoint tracking for ane non-linear system is considered. Presented approach combines state feedback linearization and homotopy numerical continuation in subspaces of phase space where feedback linearization fails. Application of proposed method demonstrated on the speed and rotor magnetic ux control in the three-phase asynchronous motor.



1 Introduction Let the ane nonlinear system with m inputs and m outputs in state space of dimension n is given:



x˙ = f (x) +



m X



gi (x)ui , y = h(x),



(1)



i=1



where x ∈ X ⊆ R , y ∈ Y ⊆ R , u ∈ U ⊆ Rm , maps f : Rn → Rn , gi : Rn → Rn , h : Rn → Rm are smooth vector elds f, g, h ∈ C ∞ . Functions f (x) and g(x) are considered as bounded on X . Systems of the form (1) are the most studied objects in the nonlinear control theory. There are several most famous control methods for systems of type (1) : feedback linearization [1, 2, 3], application of dierential smoothness [4], Lyapunov functions and its generalizations [5], including a backstepping [6], also sliding control [7] and approximation of smooth dynamic systems by hybrid (switching) systems and hybrid control [8]. All of these control techniques have dierent strengths and weaknesses, their development is currently an active area of research, and the applicability and practical implementation has been repeatedly conrmed in laboratory tests and in commercial hardware. Approach described below is based on the method of numerical parameter continuation for solving systems of nonlinear equations [9], which deals with parametrized combination of the original problem, and some very simple one with a known solution. The immediate motivation for the use of parameter continuation method in control problems is a series of papers [10, 11], in which described the application of these methods directly in the process of physical experiments. n
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In this paper we consider the solution of the output zeroing problem for the system (1) with relative degrees rj ≥ 1 that expands earlier obtained in [12] and [13] results P for a case rj = 1. Further it is supposed that (1) it is free from zero-dynamics, i.e. n = m j=1 rj . The article consists of several parts. We briey review the necessary facts about the method of parameter continuation and feedback linearization. Next, we represent the main result, an illustrative example of the method, as well as an example of controlling three-phase induction motor.



2 Problem statement and motivation In this paper we consider the problem of nonlinear output regulation for ane nonlinear system. In particular, we will solve the problem of output regulation to constant setpoint (without loss of generality, regulation to 0).



Denition 1. Given the system of form (1). Problem of output regulation to zero (aka output zeroing) is the design of such state-feedback control law u(t) = u(x) application of which asymptotically drives the system output to 0: limt→∞ y(t) = 0. The output zeroing problem of ane nonlinear systems can be solved using mentioned above feedback linearization method. The main idea of the method consists in the transformation using a nonlinear feedback nonlinear system N : u(t) 7→ y(t) to the linear one L : v(t) 7→ y(t) with the same outputs y , but new inputs v . After that, the resulting linear system L can be controlled by means of linear control theory. Suppose that a control problem of N can be in principle solved, i.e. there is exists a satisfying input signal u∗ (t), which gives the output response y ∗ (t). The essence of problems in feedback linearization comes from that the response y ∗ (t) may not be in any way reproduced by system L which is obtained after linearization. The simplest specic example is the system x˙ = u, y = h(x) = x(x2 − 1) + 1, x(0) = 1 for which the problem of output zeroing y → 0 is needed to solve. If the system under consideration was a constant relative degree, the use of control v = −y after feedback linearization would give the output trajectory of y(t) = exp(−t), which is everywhere decreasing y(t) ˙ < 0. √ In this case, the nonlinearity y = h(x) has two limit points x◦1,2 = ±1/ 3, in which h0x (x◦1,2 ) = 0. Any trajectory y(t), that connects y(0) = 1 with y(T ) = 0 passes sequentially through the points y1◦ = h(3−1/2 ) and y2◦ = h(−3−1/2 ), and besides y2◦ > y1◦ . Hence, any trajectory y(t) on the interval (0, t1 ) should decrease with time (Figure 1), on the interval (t1 , t2 ) increase, and in the interval again decrease. Such a trajectory is not reproducible using the feedback linearization.
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Figure 1. Output trajectories of linearized system with constant relative degree and system with y = h(x) = x(x2 − 1) + 1 The behavior of the system in Figure 1 can be interpreted as follows: in the intervals (0, t1 ) and (t2 , T ) the system can be linearized in the usual manner and presented in the form y˙ = v . On the interval (t1 , t2 ) system behavior diers from the original, and the trajectory need to move in the opposite direction from the y = 0, which is the same as control of system y˙ = −v . A similar situation arises in numerical methods for nding roots and optimization of functions with singularities, where in order to achieve optimum or nd a root motion in the direction opposite to predicted by Newton's method is needed. We can use the parameter λ ∈ [0, 1] to indicate the motion direction. Increasing of parameter λ˙ > 0 corresponds to the movement of y(t) in the direction to the desired setpoint y = 0, and parameter decreases λ˙ < 0 in the opposite movement. The points of direction change ˙ λ(t) = 0 correspond to overcoming the singularities of h(x). In fact, this idea is the basis of the approach proposed below.



3 Feedback linearization Denition 2. MIMO nonlinear system has relative degree rj for output yj in S ⊆ Rn if at least for one function gi is true r −1



Lgi Lfj



where Lf λ = vector eld f .



∂λ(x) f (x) ∂x



=



Pn



hj 6= 0



∂λ(x) i=1 ∂xi fi (x)



(2)



is a Lie derivative of function λ along a



It means that P at least one input uk inuences to output yj after rj dierentiations. m Number r = i=1 rj is called as the total relative degree of system. If r = n and matrix   Lg1 Lrf1 −1 h1 (x) · · · Lgm Lrf1 −1 h1 (x)   .. .. (3) A(x) =   . ··· .



Lg1 Lrfm −1 hm (x) · · ·



Lgm Lrfm −1 hm (x)



is full rank, then the original dynamical system (1) in S equivalent to system:
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(rj )



yj



m X



r



= Lfj hj +



r −1



Lgi Lfj



(4)



hj · ui = B(x) + A(x) · u



i=1



The nonlinear feedback (5)



u = A(x)−1 [v − B(x)] converts in subspace S original dynamical system (1) to linear:



(6)



y (rj ) = vj



Control of a nonlinear system (1) consists of two feedback loops, one of which implements a linearizing transformation (5), second one controls the system (6) by any known method of linear control theory. A signicant drawback, which limits the applicability of the feedback linearization in practice is requirement of relative degree r constancy and full-rank of matrix A(x) in the whole phase space S.



4 Regularization of ane nonlinear system by parameter continuation Let's associate with the plant (1) linear dynamics system with m inputs u, n states z , m outputs η and with the same relative degries ri for outputs such as in (1)



d(ri ) η = ui . dt(ri ) Now we want to mix output of (1) with output of (7)



(7)



z˙ = Az + Bu, η = Cz,



(8)



H = (1 − λ) · η + λ · y = 0.



where λ ∈ [0, 1] is a continuous time-dependant parameter, value of which determines the relative contribution of the outputs η and y to H . Control process can be represented as follows. At time t = 0 parameter value is λ = 0, which corresponds to control of only a linear system (7). After, the value of λ starts increasing, but in general, it is described by some bounded function λ(t). The parameter λ reaches λ = 1 in a nite time t = T < λ, which corresponds to the end of the process control. By denition of the output relative degree, each component Hi in (8) should be differentiated ri times with respect to t until it becomes an explicit function of any input u. We obtain after dierentiation:



(r ) Hi i



=−



rX i −1



(r −k) Crki ηi i λ(k)



+ (1 − λ)ui + (yi − ηi )λ



(ri )



k=1



+



rX i −1 k=1



+λ Lrfi hi +



m X



! Lgk Lrfi −1 hi · uk



k=1



that gives: 4



= 0,



(ri −k) (k)



Crki yi



λ + (9)



H (ri ) = Ai,1 (x, z, Λ) · u + Ai,2 (x, z, Λ) · λ(ri ) + Bi (x, z, Λ), (10) ˙ λ, ¨ ..., λ(ri −1) ), C k are binomial coecients. where Λ = (λ, λ, n Considering all of the components Hi after dierentiation according to the relative degrees of outputs ri it is possible to write an algebraic condition (10) in the vector form: ¯ · u + A2 (x, z, Λ) ¯ · λ(rmax ) + B(x, z, Λ) ¯ H (r) = A1 (x, z, Λ)   u ¯ · ¯ = A(x, z, Λ) + B(x, z, Λ) (rmax ) λ



(11)



˙ λ, ¨ ..., λ(rmax −1) ) and notation H (r) = ¯ = (λ, λ, where rmax = max{ri }, Λ Now we ready to formulate following theorem, which is our main constructive result



Theorem 1. Suppose ¯ = m, rank A(x, z, Λ)



(12)



then for state feedback with bounded new input v 



u λ(rmax )







= α · τ + A+ (v − B),



(13)



where vector τ calculated to satisfy following constraints 



A A · τ = 0, kτ k2 = 1, det T τ



 >0



(14)



¯ and α = const ∈ R+ , z(0) = 0, Λ(0) = 0 following can be stated: 0. There exists smooth control trajectory (u(t), λ(t)) generated by (13) which leaves point (u(0), 0). 1. System (11) transformed by feedback (13) to linear controllable form H (r) = v



(15)



2. Curve (u(t), λ(t)) either passes through point λ = 1 or dieomorphic to a circle.



Proof



0. Aim for initial statement of theorem to guarantee that starting point (u(0), 0) of control trajectory (u(t), λ(t)) is not attractable. It's easy to see from (9) that B = 0, A1 = idm and A2 = y(0) for initial moment t = 0. From B = 0 and (13) follows that control vector (u(0), λ(rmax ) (0)) = τ fully determined by conditions (14). By direct calculations easy to see that there are only two values for the τ , satisfying the rst two equations in (14), namely   1 −y(0) (16) τ =± 1 N ãäå N = k(y(0), 1)T k2 . Further it is possible to write the following for the last inequality in (14)
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A det T τ











 A1 A2 = det = λ(rmax ) (0)|A1 | − u(0)T · A2 u(0) λ(rmax ) (0)   idm y(0) 1 = det = ± (1 + y(0)T y(0)) −y(0) 1 ± N ±N N



(17)



Hence it is obvious that to satisfy this inequality in (14) necessary to choose the positive sign in (16) and then τ = N1 (−y(0), 1)T . Since α > 0, then λ(rmax ) (0) > 0 and the point (u(0), 0) is not locally stable. Existence and smoothness of the trajectory (u(t), λ(t)) follows from Lipschitz continuity of the right side (13) and boundness of v(t). 1. Proof of the rst statement is pretty straightforward. Note that AA+ = idm , then following can be written



 H (r) = A · α · τ + A+ (v − B) + B = α · Aτ + AA+ (v − B) + B = (v − B) + B =v



(18)



2. Second part of proof will be based on topological argument, widely used in numerical continuation methods [9]. It's easy to proof assertion for case of relative degree ri = 1. Note, that in this case we can represent output H dened in (8) like following static mapping Z t¯ ¯ H = H(ξ, λ, t), ξ(t) = u(t)dt (19) 0



Because of A = Dξ,λ H condition (12) can be interpreted as follows rank Dξ,λ H = m. It's means by implicit function theorem that for any time t there is exist curve γ(t) = (ξ(t), λ(t)) dened by implicit function H(ξ, λ, t) = 0. Curve γ(t) is one-dimensional manifold and therefore can be either dieomorphic in coordinates (ξ, λ) to real line or to circle. If γ(t) started at λ = 0, then it will intersect λ = 1 if its dieomorphic to real line. Alternatively γ(t) will turn back before level λ = 0 in case of circle or turn back when λ > 0 which is also happy case for existence of solution. In case of ri > 1 the same argument can be repeated for function H (r−1) = Ψ(ξ(t), λ(rmax −1) (t), t).



Remark 1. As a result of feedback (13) system with the output (8) is transformed into



a linear (15), which can be controlled by any known methods of linear control theory (pole placement, linear quadratic regulator, etc. ). Outer linear feedback is crucial for the practical applications of the proposed approach, as it allows to compensate uncertainties in the model and implement robust control systems. Remark 2. The last theorem indicates that the parameter α is another one degree of freedom in the controller design. The larger this constant, the faster the solution arrives to the λ = 1, but numerical integration becomes more sti. Remark 3. Condition (12) is a standard assumption of using parameter continuation method, which corresponds to the possible existence of limit points of trajectories (u(t), λ(t)) at which A1 ∈ / im A2 , and the absence of bifurcation points. At the same time in some ¯ < m, in that regions of phase space X × Z may be a situation where rank A1 (x, z, Λ) case, the system with output (8) cannot be directly linearized by the feedback, but the proposed method is still applicable. 6



Remark 4. Condition (12) can be relaxed a little, but we do not consider this here. In fact,



the proposed method allows the existence of the phase space of simple bifurcation points where dim ker A = 2. When the control trajectory passes through a simple bifurcation point the sign of vector τ ipped (a more detailed analysis in [9]). Overcoming the bifurcation points, in which is observed A1 ∈ im A2 , also possible within the known approaches for the numerical parameter continuation (e.g., using the Lyapunov-Schmidt decomposition [9]).



5 Applications 5.1



One illustrative example



Consider following abstract example of MIMO system, that changes its relative degree in the state space



x˙ 1 = u1 + x32 x˙ 2 = u2 + x31 y1 = x31 − x1 + 1 y2 = x42 cos(2x2 )



(20)



with initial conditions x(0) = (1, 1)T . We need to solve the problem of output zeroing y → 0. Dierentiating the outputs, we obtain  y˙ 1 = 3x21 − 1 · (u1 + x32 ) = a11 u1 + b1  (21) y˙ 2 = 4x32 cos(2x2 ) − 2x42 sin(2x2 ) · (u2 + x31 ) = a22 u2 + b2 Obviously, the system in interval x ∈ [0, 1]2 can not be completely linearized by the feedback, because there are exists such x∗ that a11 (x∗ ) = 0 or a22 (x∗ ) = 0. Let's associate with (20) linear system of a form



η˙ 1 = u1 , η˙ 2 = u2 with initial conditions η(0) = (0, 0)T According to the equation (9) we obtain for H˙ = 0 the following     a11 0 b A1 = λ + (1 − λ)E, A2 = y − η, B = λ 1 0 a22 b2



(22)



(23)



To test the robustness of the controller to the system output y was applied additive perturbation of the form ∆y = (1, sin(20t))T . External control circuit is implemented using a P-controller with a gain of 100. The value of α is chosen as α = 20. The model in Simulink to control the system shown in gure 2. Modeling results are shown on gures 3-4.



7



Figure 2. Simulink model.



Figure 3. Output response.
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Figure 4. Input controls.



Figure 5. Dynamics of parameter λ. 5.2



Three phase induction motor control



Three-phase asynchronous motor is a famous example of a system that can not be linearized by state feedback [17]. Consider the application of the proposed method to control the speed and ux linkage of the motor. For modeling of the electric motor in the state space, we strictly follow the material of the paper [18]. Let's consider the reduced fourth-order state-space model of induction modor:
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Msr φr isq pTm − JLr J −1 −1 ˙ φr = −τr φrd + τr Msr isd ω˙ = p2



Vsd i˙ sd = βτr−1 φr − τ1−1 isd + ωs isq + L1 Vsq i˙ sq = −βωφr − τ1−1 isq − ωs isd + L1 with this kind of parametrization: Msr Msr Lr , µ = p2 , β= Rr JLr Lr L1  2 2 Msr Msr L1 L1 = Ls − , R1 = Rs + Rr , τ1 = Lr Lr R1



(24)



τr =



(25)



where isd and isq are respectively the stator currents projections on the (d, q) axis reference frame, φr is a rotor uxe, Ls and Lr are the stator and rotor self-inductances and Msr is the mutual inductance. The electromagnetic torque developed by the motor is expressed in terms of rotor uxes and stator currents as: Msr (isq φr ) (26) Tem = p Lr where p is a number of pole pairs. Synchronous rotor angular speed ωs can be expressed as



Msr isq (27) τr φ r The outputs to be controlled are the mechanical speed y1 = ω/p and the square of the rotor ux magnitude y2 = φ2r . State variables are stator currents (isd , isq ), the rotor uxes (φrd , φrq ) and the rotor angular speed ω . Control variables are stator voltages Vsd and Vsq . First dierentiation of outputs yields ωs = ω +



y˙ 1 = ω/p ˙ = µφr isq /p − Tm /J y˙ 2 = −2τr−1 φ2r + 2Msr τr−1 φr isd



(28)



After second dierentiation of outputs nally inputs appeared:



      y¨1 b1 0 a12 = + y¨2 b2 a21 0 b1 = −µφr (isq τ1−1 + isq τr−1 + ωs isd ) + µτr−1 Msr isd isq − µβωφ2r   2 2 Msr Msr 2isd φr isq φr 2 2 isd b2 = 2 (2 + βMsr )φr − 3 + + 2Msr ωs + 2Msr τr τr τ1 τr τr τr2 a12 = µL1 φr 2Msr φr a21 = τr L1



(29)



Plant model in the form of (29) can be linearized by feedback when φr 6= 0, after nonlinear transformation we will have 10



y¨ = v



(30)



In [18] to control the (30) proportional-dierential (PD) controller used, which in practice has a number of fundamental problems of reducing the stability to noise in the feedback. In this paper we propose a dierent approach to the control of (29), based on two feedback loops: the internal to stabilize the current isd , isq and the external to control outputs y1 , y2 . As a result, only proportional-integral (PI) controllers are used and structure of the system resembles a classical FOC-control with the only dierence being that the output of each PI controller is passed through an appropriate nonlinear transformation of coordinates. Parameter continuation is used only in the outer control loop, the inner loop is implemented with a current isd , isq decoupling by coordinate transformation [21]. Inner loop for current stabilization is implemented using a nonlinear feedback through which control signals νsd , νsq are passed



usd = L1 (νsd − ωs isq ) usq = L1 (νsq + βωφr + ωs isd )



(31)



which gives the decoupled linear dynamics of the currents



i˙ sd = νsd + βτr−1 φr − τ1−1 isd i˙ sq = νsq − τ1−1 isq Control of (32) can be achieved with a simple PI controller Z t ref ν = Kp (i − i) + Ki (iref (τ ) − i(τ ))dτ



(32)



(33)



0



where iref is a current setpoint for the corresponding axis. With corresponding adjustment of coecients Kp and Ki can be achieved fast regref ulation and exact match isd ≈ iref sd , isq ≈ isq , which allows ignore the dynamics of the current regulation [21]. Let us turn to the outer loop to control the outputs of y1 = φ2r and the mechanical speed y2 = ω/p, whose dynamics is given by the equation (28). Let's associate with (28) linear system of a form



η˙ 1 = u1 = isd , η˙ 2 = u2 = isq



(34)



with initial conditions η(0) = (0, 0)T . Using (9) and (10) we can write the following equation for mixed dynamics of (28) and (34)



˙ − η) = 0 H˙ = λy˙ + u(1 − λ) + λ(y ˙ 1 − η1 ) = 0 H˙ 1 = λ(−2τr−1 φ2r + 2Msr τr−1 φr isd ) + isd (1 − λ) + λ(y ˙ 2 − η2 ) = 0 H˙ 2 = λµφr isq /p + isq (1 − λ) + λ(y



(35)



The purpose control is the asymptotical output zeroing H1 (t) → 0, H2 (t) → 0. Should be noted that we droped therm Tm /J in equation (28) for y2 . To do this we will perform feedback linearization of (35). 11



Equation (35) establishes algebraic condition for the continuous deformation of the system (34) to (28). It is used to control the system in regions where feedback linearization is not possible, i.e. if φr 6= 0. The control inputs calculated by (13), which has particular form of



˙ r − λτ ˙ ry 2λφ2r + v1 τr + η λτ τr − λτr + 2Msr λφr (36) ˙ v2 + η λ˙ − λy isq = µλφr /p + 1 − λ ˙ with initial dynamic of paremeter λ: λ(0) = 0, λ(0) = 1. Inputs v1 and v2 are controlled with convential PI regulators isd =



v1 = Kp1 (y1ref − y1 ) + Ki1 · e1 , e˙ 1 = y1ref − y1



(37) v2 = Kp2 (y2ref − y2 ) + Ki2 · e2 , e˙ 2 = y2ref − y2 When the system is far from area of singularity of linearizing transformation (i.e. when φr > 0) control (36) reducec into (38)



τr (v1 + 2τr−1 φ2r ) 2Msr φr (38) p isq = v2 µφr Switching between (38) and (36) occurs based on the analysis of exceeding the boundaries umax of control actions according to the algorithm described in the end of section 4. Informally, the essence of the proposed control is reduced to that the control object (28) in area close to φr = 0 is parametrically replaced to (34). For this parametrized plant conventional feedback linearization is applied. isd =



5.3



Three phase induction motor control: simulation



This numerical experiment is conducted to simulate the start of induction motor and stabilization of speed and ux. In area φr ≈ 0 induction machine cannot be linearized by feedback and open loop controller usually used for start [18]. With our parametrization its possibe to perform feedback lineraization of motor on start as well. The model in Simulink to control the system shown in gures 5-6.
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Figure 5. Simulink model of overall system. The model consists of the following hierarchical blocks:



• AC motor model  model of induction motor in the form (5.3), • Power source  inverse Park transformation and the SVPWM signal generator, • Controller  subsystem with the PI controllers and the linearizing transformations for speed control ω ux φr , • Observer  subsystem block implements the calculation of the slip speed ωslip and ux φr from measured currents isd , isq The controller subsystem is shown in Figure 5. Model of the controller consists of the following blocks



• Plant [w, phi]  nonlinear coordinate transformation in form of (36) to control the speed ω and φr , • Plant [i_s_dq]  nonlinear coordinate transformation in form of (31) to control the stator currents isd and isq , • PID Controller [i_sd]  PI-controller for stabilization of isd , • PID Controller [i_sq]  PI-controller for stabilization of isq , • PID Controller [phi_r]  PI-controller for stabilization of φr , • PID Controller [omega]  PI-controller for stabilization of ω ,



Figure 6. Controller subsystem model.
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To increase the adequacy of the modeling to the signals of the stator current isd and isq added additive Gaussian noise with variance 0.005 obtained from a source of pseudorandom numbers, which corresponds to the 15 mA random error of current measurement. Parameters of the model motor are presented in Table 1. Symbol Value Description P 4 rated power, kW Msr 0.175 mutual inductance, H Rs 1.2 stator resistance, ohm Rr 0.873 rotor resistance, ohm Ls 0.195 stator inductance, H Lr 0.195 rotor inductance, H J 0.013 combined inertia, kg · m2 p 2 pole pairs Tm 2 load torque, N m Modeling results are shown on gures 7-9. From the data obtained it is clear that with the presence of noise in the current feedback control algorithm provides acceptable performance. In particular, the accuracy of speed control is 0,2 % and accuracy of maintaining the magnetic ux is 2 %.



Figure 7. Time plot of the motor speed ω(t). The objective of control is smooth acceleration to a speed 100 rad/sec within 2 seconds.
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Figure 8. Time plot of the rotor ux φr (t). The objective of control is maintain the magnetic ux of the rotor on the value of 0.31 Wb.



Figure 9. Control inputs: the stator voltages usd and usq .
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Figure 10. Time plots of the stator currents isd (t) and isq (t).



6 Three phase induction motor control: experimental implementation In this section we describe the results of experimental studies to verify and test the proposed approach drive control. General view of setup is shown in Figure 11. Threephase asynchronous motor is mechanically connected to the controlled synchronous motor, which is used as a torque source. As a platform for implementing control algorithms used by the controller dSPACE DS5202, which is a hardware target for automatic code generation from MATLAB Simulink model. With technology of automatic code generation for hardware targe all implemented in Simulink algorithms were tested on a real induction motor without modications. For the motor power supply power-stage based on frequency converter SEW MoviTrac is used. PWM control signals for transistors generated in dSPACE controller.
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Figure 11. Overall view of the experimental setup. The experiment was replicated conditions similar to those used in the simulation, namely, the braking torque Tm = 4.28 N m. Tracking of speed setpoint ωref (t) was tested during experiments. The experimental results of speed control are shown in Figures 8-10. Torque was applied at moment t = 32 sec.



Figure 12. Time plots of actual speed ω(t) and reference speed ωref (t).
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Figure 13. Control inputs: the stator voltages usd and usq .



Figure 14. Control outputs after the linearization νsd and νsq .
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Figure 14. Time plots of the stator currents isd (t) and isq (t). From these results it is evident that the speed of rotation ω(t) is strictly corresponds to the set point ωref (t), the deviation does not exceed 0.8 %.



7 Conclusion In this paper we propose a new method for ane control systems, which combines the conceptual simplicity of feedback linearization methods and at the same time expands the scope of their applicability to irregular system with poorly expressed relative degree. The method tested on an abstract system MIMO sistem with singularities in state space. Application of proposed method demonstrated on the speed and rotor magnetic ux control in the three-phase asynchronous motor. It has been modeled taking into account the eect of measurement errors of the stator currents. Also, the proposed approach is implemented and tested on an experimental setup. Future work will focus on the investigation of uncertainties inuence in an explicit form, the generalization of the approach using methods of dierential geometry.
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