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Abstract Many papers use regression discontinuity (RD) designs that exploit the discontinuity in “close” election outcomes in order to identify various political and economic outcomes of interest. Several recent papers critique the use of RD designs based on close elections, because the electoral outcomes sometimes exhibit substantial imbalance near the threshold that distinguishes winners from losers. In particular, observable attributes of the candidates – such as incumbency status and party affiliation – appear to help predict which candidate wins even in very close elections. This type of strategic sorting naturally raise doubts about the key RD assumption that the assignment of treatment around the threshold is quasirandom. In this paper we argue that imbalance in RDs exploiting close elections are likely to arise even in the absence of any type of strategic sorting, simply due to the underlying distribution of partisanship in the electorate across constituencies. Using both simulated and actual election data, we show that the imbalances driven by partisanship can be large in practice. We also show that although this causes a bias for the most naive RD designs, the problem can be corrected with commonly used RD designs such as the inclusion of a local linear control function.



1. Introduction A number of recent papers exploit the discontinuity in “close” election outcomes to identify various political and economic outcomes of interest. Examples include Lee et al. (2004), DiNardo and Lee (2004), Rehavi (2007), Hainmueller and Kern (2008), Leigh (2008), Pettersson-Lidbom (2008), Albouy (2009), Broockman (2009), Butler (2009), Dal Bo et al. (2009), Eggers and Hainmeuller (2009), Ferreira and Gyourko (2009), Uppal (2009, 2010), Cellini, et al. (2010), Querubin (2010), Gerber and Hopkins (2011), Trounstine (2011), Boas and Hidalgo (2012), Folke and Snyder (2012), Gagliarducci and Paserman (2012), and Meyersson (2012). Lee (2008) formalizes the logic underlying regression discontinuity (RD) designs based on close elections, and gives precise conditions under which the outcome of close elections can be used as a quasi-random treatment variable. Three important recent papers criticize RD studies based on close elections, because the electoral outcomes sometimes exhibit substantial imbalance near the threshold that distinguishes winners from losers. That is, an observable attribute of one of the candidates – such as incumbency status, or whether the candidate has the same party affiliation as the officials who are presumed to control key features of the electoral process – appears to help predict which candidate wins even in very close elections. Jason Snyder (2005) shows that in U.S. House elections between 1926 and 1992, incumbents win noticeably more than 50% of the very close races. Caughey and Sekhon (2012) investigate this further, and show among other things that winners in close U.S. House races raise and spend more campaign money. Grimmer et al. (2011) show that U.S. House candidates from the party in control of state offices, such as the governorship, secretary of state, or a majority in the state house or state senate, hold a systematic advantage in close elections. These papers argue that the observed imbalances are evidence of strategic sorting around the election threshold. This type of strategic sorting would naturally raise doubts about the key RD assumption that the assignment of treatment around the threshold is quasi-random. Under quasi-random assignment, for any observable covariate Xi , near the threshold we expect P r(W ini | Xi ) = 0.5. In this paper we argue that imbalance in RDs exploiting close elections is likely to arise even in the absence of any type of strategic sorting, simply due to the underlying distribution 2



of partisanship in the electorate. If an electoral constituency is biased toward one party – say, the Democrats in the U.S. – in terms of voter party identification or ideological affinities, then even in close races we expect to see the Democratic candidate winning more than 50% of the time. This follows simply from the shape of the normal (or any strictly unimodal) density function. Of course, at the threshold we expect the Democratic candidate to win exactly 50% of the time. But this is not true near the threshold. Given data limitations, researchers are typically forced to use windows around the 50-50 threshold of at least 1% or 2%, and often even larger. We show that under plausible conditions, there will be a substantial degree of imbalance even inside a small window, such as the 1% window. Moreover, we show that the imbalance due to the underlying partisan bias increases as the window is widened. Using both simulated and actual election returns, we demonstrate that an imbalance is inherent in most RD close election studies, and that this problem become more severe as the window of close elections increases. However, we also show how this particular problem can be addressed with standard RD specifications, including linear or polynomial control functions. We also provide an alternative method for addressing the imbalance, using a “placebo” correction, which is derived more directly from the underlying theoretical structure. We then apply these methods to close election RD designs used to estimate the incumbency advantage. In simulations, we show that these methods recover the true incumbency advantage and are relatively precise. In actual data, we find that these methods tend to provide relatively stable estimates. We do not argue that the explanation discussed here, based on the distribution of constituency partisanship, is the only factor that could produce an imbalance. Other phenomena, such as election fraud or strategic manipulation of campaign resources, are clearly possible. In fact, the partisanship bias explanation does not appear to account for the unusual patterns that appear specifically in the U.S. House during the second half of the 20th century and early part of the 21st century identified in Snyder (2005) and Caughey and Sekhon (2011).1 On the other hand, as we demonstrate below, the inherent partisan bias 1



To our knowledge, there is no evidence of a similar type of strategic sorting outside this particular sample of elections. Thus, the problem may be something specific to U.S. House elections in the 20th century.
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explanation does appear to account for the correlation between gubernatorial partisanship and the partisanship of the winners in close elections identified in Grimmer et. al. (2011). We return to this point in the conclusion.



2. Model Consider a simple two-party model of one electoral constituency in which the outcome in any given election is determined by a long-term “normal vote” and a short-term “shock.” Let µD denote the normal vote and let η denote the shock, where µD is a real number and η is a random variable. The vote-percentage for the Democratic candidate is V = µD + η. Suppose µD > 50, so the constituency tends to favor Democratic candidates. Even though Democrats are favored, if η is negative and large enough in magnitude, then the Democrat might lose. Also, if η is near 50−µD , then the outcome will be near 50-50, i.e., the race will be “close.” Note that η incorporates all factors other than the normal vote that affect election outcomes, such as partisan tides, candidates’ relative qualities, incumbency advantages, national and local economic shocks, cross-cutting or wedge issues, and campaign strategies and tactics. 2 2 2 Suppose η has a normal distribution, i.e., η ∼ N (0, σD ). Then V ∼ N (µD , σD ). Suppose



we are researchers with access to a large number of election outcomes for the constituency, and we attempt an RD design with a window of [50−δ, 50+δ], where δ is “small,” say 1, 2 or 3. Figure 1 presents an example, with µD = 60 and δ = 2. As the figure makes clear, we do not expect to see the Democratic candidate winning 50% of the time in this window. The shaded area to the right of the line at the 50% threshold shows where the Democratic candidate wins, and the shaded area to the left of the threshold shows where the Republican candidate wins. Since the area on the right is clearly larger than that on the left, we expect to see the Democrat win more than 50% of the time. How much more? Consider a linear approximation to the density function of V around 2 −1/2 2 50%. The density of V is f (V ) = (2πσD ) exp(−(v−µD )2 /2σD ). The slope of this density 2 at V = 50 is f 0 (50) = (µD −50)f (50)/σD . The probability the Democratic candidate wins 2



Of course, this cannot literally be true since the normal distribution has unbounded support and V must be between 0 and 100. But this does not matter for our analysis, particularly since the focus is on close elections. The results below do not require that η has a normal distribution, only that it is strictly single-peaked. If η has a uniform distribution, then the results do not hold.
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given that V ∈ [50−δ, 50+δ] is then approximately δf (50) + δ 2 f 0 (50)/2 [δf (50) + δ 2 f 02 f 0 (50)/2]



(1)



=



2 ] δf (50)[1 + δ(µD −50)/σD 4δf (50)



(2)



=



1 δ(µD −50) + 2 2 4σD



(3)



PD =



For U.S. House elections during the period 1980-2008, the average within-district standard deviation of the Democratic percentage of the two-party vote is about 5.8; so, to be conservative, we set σD = 6. Suppose, for example, the threshold is 2% (δ = 2). Then in a district that is 60% Democratic (µD = 60), the probability the Democratic candidate wins is approximately 0.5 + 20/144 = 0.64. So, in this case we should expect to see Democrats winning about 64% of the races in a 2% window around the 50-50 threshold, not 50% of the races. Even in a small window of 49% to 51%, the Democrats are expected to win about 57% of the races. Figures 2a and 2b show exact calculations based on the normal density function, rather than linear approximations. Figure 2a presents the calculations for σD = 9 and Figure 2a presents the calculations for σD = 6. (The first value is slightly larger than the withinstate standard deviation of the Democratic percentage of the two-party vote over the period 1980-2008). Evidently, many of the numbers are much larger than 50%, especially when δ ≥ 2.



3. Implications Does this matter? It probably depends on the application. Consider typical questions for which an RD design seems suited. Does party affiliation affect roll call voting independently of constituency preferences? Do Republican governors, or Republican-controlled state legislatures, promote more “pro-economic-growth” policies than Democratic governors or legislatures? Vastly simplified, the underlying model assumed in attacking these questions is typically of the form: Y = β0 + β1 D + β2 X +  5



(4)



where in each constituency (observation), D = 1 if the Democrat candidate wins and D = 0 if the Republican candidate wins; and X is another relevant variable such as the average or median preference of voters in the constituency. The dependent variable Y might be an outcome such as a roll call voting score, a measure of tax policy, or economic growth. The parameter of interest is β1 . The identification strategy underlying the RD design is that D is approximately independent of X (and everything else) once we limit attention to close elections. If this assumption is correct, then OLS estimates of β1 will be consistent. Unfortunately, given the imbalance described above, D and X will often be correlated even in close elections. For example, if X is the median preference of voters in each constituency on a liberal-conservative ideology scale, then X is probably correlated (positively) with the percentage of voters in the constituency who are Democrats. And, as shown above, the probability that D = 1 is positively correlated with the percentage of voters in the constituency who are Democrats, and therefore with X. Thus, an OLS regression of Y on D alone will yield an estimate of β1 that is biased upward, even if this regression is conducted only on a sample of close races.3



4. Methods for Adjusting for Partisan Imbalance In this section, we discuss the intuition behind two practical methods for addressing the estimation issues arising due to partisanship imbalance. The most direct way would be to control for X in the regression analysis. Of course, in many cases X is unobservable – indeed, the difficulty or impossibility of measuring X is often one of the main motivations for using an RD design in the first place. If measuring X is impossible, another idea is to control flexibly for µD . In many cases, however, even this is difficult or impossible. For example, the available measures of the normal vote for U.S. congressional districts are often poor, and measures for smaller constituencies such as state legislative districts are generally even poorer. If measuring µD is also impossible, we can still 3



Put differently: Even in a close election, learning that the Democratic candidate won the election provides information about the underlying partisan composition of the constituency, and, therefore, probably about other characteristics of the constituency.
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offer potential solutions once we assume that the omitted voter preferences are continuous around the discontinuity. One possible method for dealing with the partisan imbalance discussed above is to control for the forcing variable, V , either with a simple linear specification or a more flexible functional form. Under plausible conditions, the unobserved partisan preferences are correlated fairly highly with the forcing variable even in relatively small windows around the threshold. Thus, incorporating V captures much of the bias due to the partisan imbalance around the threshold. In practice, as discussed below, we could use specifications similar to those suggested in Imbens and Lemieux (2008). If the distribution of constituency normal votes is highly skewed, then it might be preferable to employ a method that is more closely related to the model above. The idea is to use the information near – but not at – the discontinuity to adjust for the partisan bias around the threshold. That is, we compare what happens at the threshold defining a discontinuity with what happens at “placebo thresholds” that are near the discontinuity threshold. We refer to this approach as a “placebo correction.” Figure 3 shows the intuition. As in Figure 1 above, Figure 3 shows the situation for a constituency with µD = 60. Also, we again choose δ = 2. Consider the “threshold” of 52% and the two bins on either side of this threshold that are both to the right of 50% – i.e., the bins with V ∈ [50, 52] and V ∈ [52, 54]. The degree of partisan imbalance that occurs around the 52% threshold is similar to the amount that occurs around the 50% threshold. That is, the probability that the Democratic percentage of the two-party vote is greater than 52%, conditional on this percentage being between 50% and 54%, is similar to the probability that the Democratic percentage of the two-party vote is greater than 50%, conditional on this percentage being between 48% and 52%. The same is true for the 48% “threshold” and the two bins that are to the left of 50% – i.e., the bins with V ∈ [46, 48] and V ∈ [48, 50]. In fact, the degree of partisan imbalance around the 52% threshold is slightly less than that around 50%, and the degree of imbalance around 48% is slightly greater than that around 50%. However, averaging the imbalance around 48% and 52% provides a very good estimate of the degree of imbalance that occurs around 50%. To see this, again consider
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the approximation to the normal distribution. As above, let PD = P rob(V > 50 | V ∈ [50− δ, 50+δ]) be the probability that the Democratic candidate wins given that V ∈ [50−δ, 50+δ]. The two placebo thresholds are (50 - θ)% and (50 + θ)%, fixing θ ≥ δ. Let PDR = P rob(v > 50+θ | V ∈ [50+θ−δ, 50+θ+δ]), and let PDL = P rob(v > 50−θ | V ∈ [50−θ−δ, 50−θ+δ]). So, PDR and PDL give the respective probabilities that the Democratic candidate “wins” in the placebo regions to the right and left of 50%. Using the linear approximation and the same algebra in equations (1)-(3) above, we have PDR =



1 δ(µD −50−θ) + 2 2 4σD



and PDL =



1 δ(µD −50+θ) + 2 2 4σD



(5)



So, PDR + PDD 1 δ(µD −50) = + = PD 2 2 2 4σD



(6)



Of course, this is only approximate. Intuitively, then, we should be able to “subtract out” the bias produced by imbalance using placebo thresholds on either side of the discontinuity threshold. Return to equation (4): Y = β0 + β1 D + β2 X + 



(7)



Suppose X is unobserved and we estimate: Y = α0 + α1 D + ˜



(8)



over the set of observations such that V ∈ [50−δ, 50+δ]. Then the bias in α ˆ 1 can be written: E[ˆ α1 ] − β1 = β2



cov(D, X | V ∈ [50−δ, 50+δ]) var(D | V ∈ [50−δ, 50+δ])



(9)



Next, for θ ≥ δ, define DR = 1 if V > 50+θ and DR = 0 if V < 50+θ, and define DL = 1 if V > 50−θ and DL = 0 if V < 50−θ. These are the “Democratic placebo win” variables. Suppose we estimate Y = α0R + α1R DR + ˜R



(10)



over the set of observations such that V ∈ [50+θ−δ, 50+θ+δ], and Y = α0L + α1L DL + ˜L 8



(11)



over the set of observations such that V ∈ [50−θ−δ, 50−θ+δ]. Suppose we then average α ˆ 1R ˆ 1 to get: and α ˆ 1L and subtract the result from α α ˆR + α ˆ 1L βˆ1 = α ˆ1 − 1 2



(12)



Then, for small enough δ and θ, E[βˆ1 ] ≈ β1 . For θ = δ, the procedure above is equivalent to estimating the following model: Y = γ0 + γ1 D + γ2 DR + γ3 DL + ζ



(13)



on the subsample with V ∈ [50−2δ, 50+2δ], and then constructing γˆ2 + γˆ3 βˆ1 = γˆ1 − 2



(14)



Of course, in practice, we will be faced not with one type of constituency but a distribution of constituencies, and therefore a distribution of constituency normal votes. To get a better sense of what happens in this case, we turn to a set of simulations.



5. Simulations To examine how the distributional imbalances described above affect RD design estimates, we simulate a large sample of elections, and then apply various RD models to estimate the incumbency advantage. Since we know the “true” magnitude of the incumbency advantage, we can accurately assess the performance of the various RD designs, both in terms of bias and efficiency. The simulations have the following simple approach. We begin by generating the underlying partisan support (i.e., normal vote) in a sample of 5,000 elections. To examine whether the bias in the estimates using an RD design are related to the shape of the distribution of constituency normal votes, we consider three different shapes. The first is symmetric and unimodal, generated by a normal distribution with a standard deviation of 11 percentage points. The second is a skewed, generated using a Beta(5,2) distribution and re-scaled so that the range is 15% to 85%. The third is bimodal, generated as a mixture of two normal
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distributions, one centered at 35% and one at 65%, each with a standard distribution of 6 percentage points.4 We then generate the election outcome at time t, which is normally distributed around the normal vote with a standard deviation of 9 percentage points. For the election at time t + 1, we run two set of simulations. In the first, we run the same simulation as for the election at time t, so the incumbency advantage is zero. In the second, we introduce a positive incumbency advantage. We do this by giving the winner of the election at time t a relative bonus of 5 percentage points in the election at t+1. After generating the elections at time t and t + 1, we compare three of the most commonly used regression discontinuity designs, together with the “placebo correction” model, to estimate the incumbency advantage for the party winning the election at time t. The first design, which we refer to as the baseline specification, is the simple non-parametric approach where we restrict the sample to close elections without including any additional controls. We use five alternative definitions of close elections: 1, 2, 3, 4 and 5 percentage point margins of victory. Next, we use a third-order polynomial of the forcing variable. We run this specification using a 5% margin and a 40% margin within the threshold. Third, we use local linear design, where we add a linear control of the forcing variable within the subset of close elections. In addition, we run the local linear regression with a sample window defined by Imbens and Kalyanaraman (2012) optimal bandwidth test. Finally we include the “placebo correction” estimator described in the previous section. The results of this exercise are shown in Tables 1a-1c. Table 1a is for the case where the underlying partisan support has a normal distribution, Table 1b is for the case of a skewed distribution, and Table 1c is for the case of a bimodal distribution. For each design we show the average estimate, the standard deviation of the estimate (in parentheses), and the share of times we reject the true estimate at the 95% significance level (in brackets). In the last column, OBW stands for the optimal bandwidth derived using Imbens and Kalyanaraman (2012) test. The average size of the optimal bandwidth is the number in italics in this 4



In the normal and bimodal cases we also truncate the distribution of normal votes, setting all draws less than 15 at 15% and all draws greater than 85 and 85% (there are only a handful of such draws). We do this so that almost all of the final vote shares are between 0% and 100%.
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column. In the first panel of Tables 1a, 1b, and 1c, we show the results from our simulation when the true value of the incumbency advantage is zero. We can see that the baseline specification yields a relatively large bias for all three types of distributions. For example, in Table 1a when the underlying partisan support has a normal distribution, the baseline average RD estimate of the incumbency advantage with 1% window is 0.60, and we incorrectly reject the null hypothesis that our estimate equals the true value in 7% of the iterations. When the close election window is expanded to 2%, the average RD estimate grows to 1.22, and we reject the null that our estimates are equal to the true value of the incumbency advantage in 24% of the iterations. The magnitude of the bias is slightly larger for the skewed distribution and substantially larger for the bimodal distribution, both in terms of magnitude and in terms of incorrectly rejecting the null hypothesis. In this case, even the 1% window produces an average estimate of the incumbency advantage of 1.63 and rejects the null hypothesis that the estimate equals to the true value in 10% of the iterations. Not surprisingly, the magnitude of this bias increases as the size of the window used to define close elections also increases. Moreover, the percentage of iterations incorrectly rejecting the null hypothesis also increases. Although we consistently observe a bias in our baseline estimate, the simulation results suggest that all three methods to adjust for the partisan imbalance discussed above are able to essentially eliminate this bias. In all of the specifications and for all three shapes of the distribution of underlying partisan support, the estimates using the polynomial control, the linear control and the “placebo correction” appear to recover the true value of the incumbency advantage. Moreover, the null hypothesis that our estimate equals the true value of the incumbency advantage is only rejected in 5% or 6% of the simulations. This is what we would expect with an unbiased estimator. Thus, although the imbalance caused by the distribution of partisan preferences around threshold bias our results in the common windows defining close elections in RD studies, this bias can be largely addressed with relatively simple corrections. In the lower panels of Tables 1a, 1b and 1c, we provide simulation results in which the true incumbency advantage is 5%. The overall results are similar. That is, there is a substantial
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bias in the baseline estimates, but the bias is sharply reduced with any one of the methods discussed above. This shows that the bias caused by the distributional imbalances can be corrected, whether or not there is a true effect from crossing the discontinuity.



6. Application: U.S. Statewide Races In this section we move on to examine how partisan imbalances in close elections affect analyses using data from U.S. statewide elections, between 1880 and 2009.5 First, we reexamine the claim made in Grimmer et. al. (2011) that candidates from the same party as the governor have a resource advantage in close elections. Although the Grimmer et. al. (2011) paper focused on House elections, we focus on elections to all statewide offices.6 We demonstrate that the winners of close statewide elections also tend to be from the same party as the governor. The patterns of bias are consistent with our predictions based on the discussion in section 2 above. We then demonstrate that using the methods discussed in sections 4 and 5 reduces the imbalance in gubernatorial partisanship with reasonable definitions of what constitutes a “close” race. We also show that after controlling “state voter partisanship” – even imperfectly – we find little evidence that a relationship exists between “control of the governors’ office” and winning close elections. Second, we examine how RD estimates of the party incumbency advantage can be biased by the partisan imbalance around the threshold. We demonstrate that the estimates using different close election windows follow the pattern we would expect when the estimates are biased due to the partisan imbalance around the threshold. The incumbency advantage estimates are more stable across the different thresholds once we incorporate either polynomial controls, linear controls or the placebo correction. The estimates with these adjustments are also closer to the incumbency advantage estimates in previous studies that use alternative research designs. 5



The following statewide offices are used in the analysis: U.S. senator, governor, lieutenant governor, attorney general, secretary of state, treasurer, auditor/comptroller/controller, superintendent of education, commissioner of agriculture, public utility commissioner, corporation commissioner, and lands commissioner. We also include at-large elections for the U.S. House of Representatives. 6 We present analogous results for U.S. House races in the appendix.
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6.1. Partisan Imbalance Before investigating the role of the gubernatorial partisanship on close elections for these offices, we examine whether the basic patterns predicted by the simple model in section 2 also appear for these offices. According to our model, the fraction of races won by Democratic candidates in “close” races for statewide office should increase (decrease) with the size of the window when the state is Democratic (Republican) leaning. We identify the partisanleaning states using lopsided races. More specifically, suppose race i is held in state j in year t. Consider all statewide races in state j in years t − 6 to t − 1 in which the winner won by more than 60%. We label a state as being Democratic-leaning, if the Democrats won 3 or more of these contests and the Republicans won no more than 1 of them, or the Democrats won 2 of these contests and the Republicans won none. Symmetrically, a state is Republican-leaning if the Republican candidates won 3 or more of these contests and the Democrats won no more than 1 of them, or the Republicans won 2 of these contests and the Democrats won none. We drop all other cases – i.e., we treat these as “ambiguous” cases in which the voters do not lean clearly one way or the other. Note that states could switch their partisan leanings across years. The points labelled with D’s are for Democratic-leaning states, and those labelled with R’s are for Republican-leaning states. As predicted by the simple model in section 2, the Democrats win more than 50% of close races in the Democratic-leaning states, and this percentage grows substantially as the window used to define close elections also grows. The similar pattern of Republican advantage in close races exists in the Republican-leaning cases. For δ ≥ 2% the differences between the Democratic-leaning and Republican-leaning states are quite large and statistically significant. We now turn to the question of whether this imbalance can be attributed more to the partisanship of the governor as suggested by Grimmer et. al. (2011) or simply the partisan leaning of the state, as our model in section 2 would predict. Consider the following specification: Gi = φ0 + φ1 Di + νi
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(15)



where the dependent variable Gi = 1 if the Democrats control the governorship in the state where race i is held at the time of the election, and Gi = 0 if the Republicans control the governorship; Di = 1 if the Democratic candidate wins race i and Di = 0 if the Republican candidate wins. If “close” elections are randomly assigned, then we expect φ1 to be zero even in equation (15). However, if the governor is able to help their co-partisans win close elections then we would expect φ1 > 0. The analysis in the previous sections would suggest the imbalance due to partisanship of the state could be corrected with more information about the forcing variable or by directly incorporating information about the partisanship of the state, as in the following two specifications: Gi = φ0 + φ1 Di + f (Vi ) + νi



(16)



Gi = φ0 + φ1 Di + φ2 Pi + νi



(17)



where Vi is the share of votes received by the Democratic candidate in race i; and Pi is a measure of the partisanship of voters in the state where race i is held at (or at least near) the time of the election. The notation f (Vi ) simply denotes the possibility of using flexible functional forms in controlling for Vi , including splines, polynomials, and split polynomials, or the “placebo correction” functional form. Pi = 1 when a state year is “Democraticleaning”, and Pi = 0 when a state year is “Republican-leaning.” We estimate the equations above limiting the sample to the set of “close” races, where the winner’s vote percentage is below (50+δ)%, for δ ∈ {1, 2, 3, 4, 5}. In Table 2a we present our estimates of equations (15)-(17) for the period 1876 to 1945. In this earlier period, we suspect that there was more partisan imbalance. In the first four panels, the table shows the point estimate of the main parameter of interest, φ1 , as well as its standard error, in parentheses. The bottom two panels show estimates of equations (15) and (17) for the subsample of observations for which we have estimates of P . In all cases the standard errors are corrected for heteroskedasticity using the Huber-White sandwich estimator. The top panel uses all available data and provides estimates of φ1 when D is the only independent variable. The results in this panel shows that the imbalance observed in Grim14



mer et al. (2011) for the U.S. House elections is also present for statewide offices elections, at least for wide enough windows around the 50% threshold. More specifically, when the Democratic candidate wins a given statewide race – even by a relatively close margin – the Democrats are more likely to be in control of the governorship at the time of the election. The estimated “effect” is large and highly statistically significant for δ ≥ 3. The second, third and fourth panels show the estimates after employing one of the methods for addressing the concern about partisan imbalance around the RD threshold. In the second panel we include a third-order polynomial control function. In the third panel we include a simple linear control function. The fourth panel uses the placebo correction discussed above. In all three panels, the methods appear to work well. The point estimates of φ1 are much smaller than those in the top panel – in fact the signs are almost all negative – and statistically indistinguishable from zero. That is, the “imbalance” with respect to the party of the sitting governor disappears once we include any of the control functions. The fifth panel presents the estimates of equation (17), with D and P both included as independent variables. As discussed above, directly incorporating information about the partisanship of the state would be one way to address our concerns about partisan imbalance around the threshold. Although we are using a relatively crude measure of P , we note that our estimates for φ1 are closer to zero than the baseline estimates in the first panel. φˆ1 is not statistically significant at the 5% level in any of the windows. Note that (not surprisingly) the estimates of φ2 are uniformly large, stable and statistically significant for all values of δ. These differences in φˆ1 between panels one and five are not simply reflecting the sample of states where we measure P . We present the baseline results for this sample of states in the sixth panel, and the bias seems to appear in the 4% and 5% windows. In Table 2b we present our estimates of equations (15)-(17) for the period 1946 to 2010. Again, we would suspect that the problem of imbalance to be less severe since many states were considered competitive in this period. In the first panel of Table 2b, we see that the imbalance is only statistically significant in the 5% window. Again, the imbalance is not statistically significant for any of the windows using the polynomial control, linear control or placebo correction. The results in the fifth and sixth panel also provide evidence that
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directly including a measure of P reduces the imbalance around the discontinuity. 6.2. Implications for Estimates of the Party Incumbency Advantage We can now demonstrate how party incumbency advantage estimates vary when the three methods for accounting for the partisan imbalance are or are not included in the analysis. We use the same specification as in equations 15, 16 and 17, but now the dependent variable is whether the Democrats win in the next election. Thus, φ1 is now the party incumbency advantage that is estimated in Lee (2008). We begin by examining the period from 1876 to 1945 when the incumbency advantage is widely suspected to have been small, but, as noted above, there was substantial partisan imbalance in many states correlated with the partisanship of the governor. The baseline coefficient estimates in the top panel of Table 3a illustrate the potential bias that arises from partisan imbalance. The magnitude of the party incumbency advantage increases when the size of the window increases, from 1 percent in the 1% window to 3.6 percent in the 5% window. The baseline effect of incumbency on the probability of winning, which is presented in the fourth panel, increases from 0.082 to 0.254. The steady increase in the estimates is consistent with what we would expect to happen due to the partisan imbalance around the RD threshold. The estimate of the incumbency advantage is essentially zero and not statistically significant once we incorporate the polynomial control, linear control or the placebo correction. Note that the estimates are stable as we change the specification window, which is what we expect when the methods are successful in adjusting for the variation in partisan imbalance across the different windows. A number of studies have documented the growth of the incumbency advantage during the second half of the 20th century. In Table 3b we present our estimates of the party incumbency advantage for the period 1946 to 2010. When we use the baseline specification, the results in panel 1 demonstrate a steady increase in the estimated party incumbency advantage, from 5.5 percent in the 1% window to 6.9 percent in the 5% window. We observe a similar pattern for the relationship between incumbency and the probability of winning
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office in the next election. The estimated effect of incumbency on the probability of winning moves from 0.313 to 0.372. The patterns in these baseline estimates are consistent with our concern that the party incumbency advantage estimated with an RD design is biased due partisan imbalance around the threshold. As with our estimates of the party incumbency advantage in the earlier period, once we incorporate the polynomial control, linear control or placebo correction, our estimates of the party incumbency advantage do not exhibit the same pattern of increasing with the size of the close election window. In the appendix tables we include results replicating the above analyses for U.S. House elections. The pattern of coefficients in baseline specifications in these tables are also consistent with what we would expect when there is partisan imbalance around the threshold. As in Tables 2a, 2b, 3a, and 3b, the coefficient estimates after doing the corrections discussed above are closer to what we would expect, and do not exhibit the same relationship with the size of the close election window.



7. Conclusions Recent studies have raised concerns about regression discontinuity designs using close elections due to imbalances in pre-determined covariates around the threshold for winning the elections. When these imbalances are due to strategic sorting or manipulation in the post electoral stage, the identifying assumptions of the RD design are no longer valid with limited prospects of recovering reasonable estimates without additional theory about underlying processes producing the imbalance (e.g. Uriquiola and Verhoogen, 2009). In this paper we show that covariate imbalances around the discontinuity threshold will also naturally arise in close election RD studies due to the shape of the underlying partisan support distribution and the need to include close elections away from the threshold. Variables correlated with the normal vote will also naturally be imbalanced around the discontinuity threshold. However, unlike the bias due to strategic sorting or post election manipulation, we find that the imbalance due to the distribution of partisan support can be accounted for with relatively few adjustments. These adjustments lead to more stable RD
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estimates as the window of close elections is expanded. More specifically, we find that either a flexible polynomial or a local linear control function of the forcing variable appears to address the bias due to underlying partisan imbalances around the threshold. We demonstrate the effectiveness of the polynomial and local linear control functions in simulated data, under three different assumptions about the distribution of the normal vote across constituencies. The patterns observed using the simulated data are consistent with those observed when we apply these methods to actual statewide election outcomes. We also examine an alternative method for correcting the bias due to partisan imbalance, using information away from the discontinuity threshold. The basic idea is to use placebo thresholds above and below the actual discontinuity threshold to calculate the magnitude of the bias due to the distribution in underlying partisan support. Our analyses of simulated and actual electoral outcomes suggest that this method performs nearly as well as the polynomial or local linear control functions in correcting the bias due to the distribution of partisan support. Although our paper focuses on regression discontinuity designs that rely on elections, it suggests a more general point about RD designs. All empirical studies have finite sample sizes, so all RD studies must confront the tradeoff between window size and sample size. Whenever a reasonably compelling model of the process generating the forcing variable exists, researchers should use the model to help assess what constitutes a “sufficiently small” window around the threshold, and, possibly, to help choose among the various RD estimation methods.
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Table 1a: Simulation Results Normal Distribution of Normal Votes Margin Defining Window Specification



1%



2%



3%



4%



5%



40%



OBW



True Incumbency Advantage = 0 Baseline



0.60 1.22 1.83 2.44 3.03 (1.18) (0.98) (0.89) (0.83) (0.78) [0.07] [0.24] [0.63] [0.94] [1.00]



Polynomial Control



-0.01 -0.05 (2.47) (0.97) [0.05] [0.05]



Local Linear Control



-0.01 -0.01 -0.01 -0.01 0.00 (2.77) (1.95) (1.59) (1.37) (1.23) [0.05] [0.05] [0.05] [0.05] [0.05]



Placebo Correction



-0.03 -0.02 0.00 -0.00 -0.01 (3.08) (2.19) (1.78) (1.54) (1.37) [0.05] [0.05] [0.05] [0.05] [0.05]



-0.00 (1.33) [0.06] 5.69



True Incumbency Advantage = 5 Baseline



5.61 6.19 6.79 7.38 7.96 (1.17) (0.98) (0.88) (0.82) (0.78) [0.07] [0.24] [0.62] [0.93] [1.00]



Polynomial Control



5.03 4.98 (2.45) (0.96) [0.05] [0.05]



Local Linear Control



5.02 5.03 5.02 5.00 5.00 (2.73) (1.92) (1.57) (1.36) (1.21) [0.05] [0.05] [0.05] [0.05] [0.05]



Placebo Correction



5.03 5.03 5.01 5.00 5.00 (3.07) (2.16) (1.76) (1.52) (1.36) [0.05] [0.05] [0.05] [0.05] [0.05]



5.01 (1.32) [0.06] 5.68



The cell entries show the average estimated value of Incumbency Advantage (β1 ). The standard deviation of the estimated values are in parentheses. The fraction of cases in which H0: βˆ1 = β1T RU E is rejected at the .05 level are in brackets. The term in italics is the average bandwidth chosen by the Imbens and Kalyanaraman procedure. 21



Table 1b: Simulation Results Skewed Distribution of Normal Votes Margin Defining Window Specification



1%



2%



3%



4%



5%



40%



OBW



True Incumbency Advantage = 0 Baseline



0.71 1.43 2.13 2.83 3.53 (1.40) (1.18) (1.06) (0.99) (0.94) [0.07] [0.18] [0.46] [0.82] [0.98]



Polynomial Control



0.03 -0.03 (3.55) (1.35) [0.05] [0.05]



Local Linear Control



0.06 -0.00 0.01 0.00 0.01 (4.00) (2.79) (2.27) (1.97) (1.76) [0.05] [0.05] [0.05] [0.05] [0.05]



Placebo Correction



0.08 -0.00 -0.01 0.01 0.01 (4.41) (3.11) (2.52) (2.20) (1.97) [0.05] [0.05] [0.05] [0.05] [0.05]



0.01 (1.84) [0.06] 6.15



True Incumbency Advantage = 5 Baseline



5.78 6.54 7.31 8.06 8.80 (1.41) (1.19) (1.07) (1.00) (0.94) [0.06] [0.20] [0.51] [0.86] [0.99]



Polynomial Control



4.98 4.86 (3.58) (1.38) [0.05] [0.06]



Local Linear Control



4.93 5.00 5.00 5.01 5.03 (3.99) (2.83) (2.29) (1.98) (1.78) [0.05] [0.05] [0.05] [0.05] [0.05]



Placebo Correction



4.92 5.02 5.02 5.00 5.02 (4.45) (3.14) (2.58) (2.23) (1.98) [0.05] [0.05] [0.05] [0.05] [0.05]



5.02 (1.84) [0.05] 6.22



The cell entries show the average estimated value of Incumbency Advantage (β1 ). The standard deviation of the estimated values are in parentheses. The fraction of cases in which H0: βˆ1 = β1T RU E is rejected at the .05 level are in brackets. The term in italics is the average bandwidth chosen by the Imbens and Kalyanaraman procedure. 22



Table 1c: Simulation Results Bimodal Distribution of Normal Votes Margin Defining Window Specification



1%



2%



3%



4%



5%



40%



OBW



True Incumbency Advantage = 0 Baseline



1.63 3.26 4.86 6.42 7.93 (1.57) (1.31) (1.18) (1.09) (1.03) [0.10] [0.46] [0.93] [1.00] [1.00]



Polynomial Control



0.01 0.80 (4.36) (1.50) [0.05] [0.15]



Local Linear Control



-0.04 0.02 0.06 0.15 0.30 (5.00) (3.48) (2.79) (2.40) (2.14) [0.05] [0.05] [0.05] [0.05] [0.05]



Placebo Correction



-0.06 0.01 0.07 0.14 0.28 (5.59) (3.91) (3.13) (2.69) (2.41) [0.05] [0.05] [0.05] [0.05] [0.05]



0.21 (2.19) [0.06] 6.53



True Incumbency Advantage = 5 Baseline



6.66 8.26 9.86 11.40 12.88 (1.58) (1.32) (1.19) (1.10) (1.03) [0.10] [0.46] [0.93] [1.00] [1.00]



Polynomial Control



5.04 5.81 (4.44) (1.53) [0.06] [0.16]



Local Linear Control



5.05 5.06 5.09 5.19 5.35 (5.06) (3.50) (2.84) (2.45) (2.19) [0.05] [0.05] [0.05] [0.05] [0.06]



Placebo Correction



5.06 5.07 5.07 5.17 5.33 (5.61) (3.91) (3.16) (2.73) (2.44) [0.05] [0.05] [0.05] [0.05] [0.06]



5.25 (2.24) [0.07] 6.52



The cell entries show the average estimated value of Incumbency Advantage (β1 ). The standard deviation of the estimated values are in parentheses. The fraction of cases in which H0: βˆ1 = β1T RU E is rejected at the .05 level are in brackets. The term in italics is the average bandwidth chosen by the Imbens and Kalyanaraman procedure. 23



Table 2a: Imbalance in Gubernatorial Control in Analysis of Statewide Races, 1876-1945 Dep. Var. = Sitting Governor is Democratic Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



-0.001 0.041 0.092 0.133 0.167 (0.063) (0.049) (0.044) (0.041) (0.038)



Polyomial Control



-0.019 -0.023 (0.098) (0.053)



Local Linear Control



-0.027 -0.037 -0.053 -0.049 -0.038 (0.101) (0.082) (0.072) (0.067) (0.062)



Placebo Correction



0.004 -0.044 -0.082 -0.062 -0.074 (0.123) (0.096) (0.082) (0.074) (0.071)



# Observations



631



1212



1724



2165



2587



-0.013 (0.031) 0.088



6613



3894



Include Control for Democ Leaning State Democratic Win



-0.058 -0.011 0.006 0.042 0.104 (0.085) (0.063) (0.057) (0.055) (0.054)



Democ Leaning State



0.336 0.361 0.381 0.374 0.361 (0.115) (0.093) (0.084) (0.081) (0.077)



Baseline, in Subsample with Democ Leaning State Variable Democratic Win # Observations



0.015 0.054 0.085 0.127 0.188 (0.094) (0.071) (0.065) (0.060) (0.056) 205



400



573



731



924



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.



24



Table 2b: Imbalance in Gubernatorial Control in Analysis of Statewide Races, 1946-2010 Dep. Var. = Sitting Governor is Democratic Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.009 0.036 0.041 0.046 0.092 (0.047) (0.035) (0.032) (0.030) (0.028)



Polyomial Control



-0.087 -0.017 (0.083) (0.041)



Local Linear Control



-0.145 -0.046 -0.006 0.004 -0.044 (0.088) (0.066) (0.055) (0.049) (0.045)



Placebo Correction



-0.169 -0.018 0.043 0.025 -0.023 (0.102) (0.074) (0.063) (0.054) (0.051)



# Observations



476



940



1339



1728



2118



-0.023 (0.038) 0.073



5503



2965



Include Control for Democ Leaning State Democratic Win



0.035 0.047 0.065 0.052 0.086 (0.068) (0.053) (0.047) (0.042) (0.038)



Democ Leaning State



0.300 0.268 0.270 0.294 0.303 (0.087) (0.079) (0.070) (0.065) (0.060)



Baseline, in Subsample with Democ Leaning State Variable Democratic Win # Observations



0.013 0.055 0.088 0.097 0.146 (0.070) (0.053) (0.048) (0.044) (0.041) 209



424



607



776



960



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table 2b: Imbalance in Gubernatorial Control in Analysis of Statewide Races, 1946-2010 Dep. Var. = Sitting Governor is Democratic Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.009 0.036 0.041 0.046 0.092 (0.047) (0.035) (0.032) (0.030) (0.028)



Polyomial Control Local Linear Control



-0.087 -0.017 (0.083) (0.041) -0.145 -0.046 -0.006 0.004 -0.044 (0.088) (0.066) (0.055) (0.049) (0.045)



-0.023 (0.038) 0.073



Placebo Correction N



-0.169 -0.018 0.043 0.025 -0.023 (0.102) (0.074) (0.063) (0.054) (0.051) [476]



[940]



[1339]



[1728]



[2118]



Include Control for Democ Leaning State Democratic Win



0.035 0.047 0.065 0.052 0.086 (0.068) (0.053) (0.047) (0.042) (0.038)



Democ Leaning State



0.300 0.268 0.270 0.294 0.303 (0.087) (0.079) (0.070) (0.065) (0.060)



Baseline, in Subsample with Democ Leaning State Variable Democratic Win N



0.013 0.055 0.088 0.097 0.146 (0.070) (0.053) (0.048) (0.044) (0.041) [ 209]



[ 424]



[ 607]



[ 776]



[ 960]



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. (The first, second and third panels have the same number of observations as the fourth panels, and the fifth panels have the same number of observations as the bottom panels.) The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table 3a: Party Incumbency Advantage in Statewide Races, 1876-1945 Dep. Var. = Democratic Vote Share in Next Election for Office Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.010 0.015 0.025 0.030 0.036 (0.006) (0.005) (0.004) (0.004) (0.004)



Polyomial Control



0.009 0.008 (0.011) (0.006)



Local Linear Control



0.008 0.010 0.001 0.003 0.003 (0.012) (0.009) (0.007) (0.007) (0.006)



Placebo Correction



0.007 0.006 0.006 -0.002 -0.003 (0.013) (0.009) (0.009) (0.008) (0.007)



# Observations



613



1180



1680



2096



2499



0.003 (0.004) 0.088



6132



3275



Dep. Var. = Democratic Win in Next Election for Office Baseline



0.082 0.115 0.176 0.213 0.254 (0.057) (0.043) (0.038) (0.036) (0.033)



Polyomial Control



0.011 0.041 (0.097) (0.045)



Local Linear Control



-0.015 0.057 0.020 0.037 0.038 (0.102) (0.079) (0.067) (0.060) (0.054)



Placebo Correction



0.003 0.049 0.052 -0.006 0.002 (0.122) (0.089) (0.073) (0.067) (0.062)



# Observations



627



1207



1715



2154



2576



0.033 (0.036) 0.088



6580



2915



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table 3b: Party Incumbency Advantage in Statewide Races, 1946-2010 Dep. Var. = Democratic Vote Share in Next Election for Office Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.055 0.061 0.065 0.068 0.069 (0.007) (0.006) (0.005) (0.004) (0.004)



Polyomial Control



0.061 0.052 (0.014) (0.007)



Local Linear Control



0.069 0.057 0.057 0.055 0.059 (0.016) (0.011) (0.009) (0.008) (0.007)



Placebo Correction



0.069 0.050 0.055 0.053 0.061 (0.017) (0.011) (0.010) (0.009) (0.008)



# Observations



438



859



1226



1576



1942



0.057 (0.006) 0.073



4788



2724



Dep. Var. = Democratic Win in Next Election for Office Baseline



0.313 0.326 0.339 0.362 0.372 (0.046) (0.035) (0.030) (0.027) (0.025)



Polyomial Control



0.338 0.270 (0.084) (0.037)



Local Linear Control



0.307 0.316 0.314 0.284 0.302 (0.098) (0.066) (0.055) (0.048) (0.044)



Placebo Correction



0.319 0.300 0.319 0.287 0.300 (0.108) (0.072) (0.062) (0.055) (0.050)



# Observations



445



877



1249



1609



1985



0.298 (0.033) 0.073



5106



3205



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table A.2a: Imbalance in Gubernatorial Control in Analysis of U.S. House Races, 1876-1945 Dep. Var. = Sitting Governor is Democratic Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.071 0.076 0.094 0.115 0.126 (0.038) (0.027) (0.023) (0.021) (0.021)



Polyomial Control



0.037 0.051 (0.067) (0.029)



Local Linear Control



-0.003 0.047 0.043 0.035 0.045 (0.076) (0.054) (0.044) (0.039) (0.032)



Placebo Correction



0.011 0.065 0.025 0.034 0.038 (0.082) (0.059) (0.049) (0.043) (0.037)



# Observations



818



1627



2404



3105



3779



0.058 (0.021) 0.160



10789



8293



Include Control for Democ Leaning State Democratic Win



0.059 0.069 0.090 0.095 0.109 (0.054) (0.035) (0.031) (0.029) (0.030)



Democ Leaning State



0.579 0.619 0.592 0.576 0.583 (0.076) (0.064) (0.060) (0.059) (0.058)



Baseline, in Subsample with Democ Leaning State Variable Democratic Win # Observations



0.058 0.091 0.138 0.179 0.207 (0.064) (0.045) (0.036) (0.032) (0.033) 284



544



788



1054



1301



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table A.2b: Imbalance in Gubernatorial Control in Analysis of U.S. House Races, 1946-2010 Dep. Var. = Sitting Governor is Democratic Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.056 0.085 0.053 0.045 0.045 (0.048) (0.033) (0.027) (0.024) (0.021)



Polyomial Control



0.038 0.063 (0.085) (0.033)



Local Linear Control



0.021 0.035 0.085 0.080 0.065 (0.098) (0.067) (0.053) (0.047) (0.043)



Placebo Correction



-0.005 0.027 0.088 0.124 0.061 (0.108) (0.075) (0.059) (0.052) (0.047)



# Observations



415



868



1350



1813



2262



0.053 (0.027) 0.147



11910



6689



Include Control for Democ Leaning State Democratic Win



0.104 0.113 0.082 0.080 0.067 (0.076) (0.049) (0.038) (0.032) (0.028)



Democ Leaning State



0.171 0.256 0.327 0.281 0.297 (0.107) (0.073) (0.064) (0.064) (0.061)



Baseline, in Subsample with Democ Leaning State Variable Democratic Win # Observations



0.112 0.129 0.104 0.112 0.107 (0.077) (0.050) (0.039) (0.033) (0.030) 161



376



579



801



1005



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table A.3a: Party Incumbency Advantage in U.S. House Races, 1876-1945 Dep. Var. = Democratic Vote Share in Next Election for Office Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.025 0.033 0.042 0.053 0.060 (0.005) (0.004) (0.003) (0.003) (0.003)



Polyomial Control



0.022 0.022 (0.009) (0.004)



Local Linear Control



0.020 0.018 0.015 0.012 0.017 (0.010) (0.007) (0.006) (0.005) (0.004)



Placebo Correction



0.011 0.016 0.016 0.013 0.013 (0.010) (0.008) (0.006) (0.006) (0.005)



# Observations



653



1326



1972



2545



3122



0.017 (0.003) 0.160



8741



5357



Dep. Var. = Democratic Win in Next Election for Office Baseline



0.136 0.214 0.260 0.318 0.355 (0.041) (0.029) (0.025) (0.022) (0.020)



Polyomial Control



0.101 0.140 (0.071) (0.029)



Local Linear Control



0.095 0.092 0.109 0.096 0.123 (0.078) (0.058) (0.047) (0.041) (0.036)



Placebo Correction



0.067 0.060 0.115 0.106 0.128 (0.084) (0.064) (0.052) (0.044) (0.041)



# Observations



660



1343



2002



2590



3180



0.103 (0.030) 0.160



9349



3874



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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Table A.3b: Party Incumbency Advantage in U.S. House Races, 1946-2010 Dep. Var. = Democratic Vote Share in Next Election for Office Margin Defining Window Specification



1%



Baseline



2%



3%



4%



5%



40%



OBW



0.081 0.090 0.099 0.103 0.111 (0.008) (0.006) (0.005) (0.004) (0.004)



Polyomial Control



0.077 0.078 (0.013) (0.006)



Local Linear Control



0.092 0.075 0.075 0.078 0.075 (0.015) (0.011) (0.009) (0.008) (0.007)



Placebo Correction



0.083 0.073 0.069 0.077 0.082 (0.017) (0.012) (0.010) (0.009) (0.008)



# Observations



312



653



1011



1350



1677



0.077 (0.004) 0.147



8141



5593



Dep. Var. = Democratic Win in Next Election for Office Baseline



0.467 0.468 0.488 0.513 0.543 (0.050) (0.037) (0.030) (0.026) (0.023)



Polyomial Control



0.438 0.411 (0.083) (0.034)



Local Linear Control



0.465 0.416 0.430 0.419 0.405 (0.098) (0.067) (0.055) (0.050) (0.046)



Placebo Correction



0.457 0.466 0.381 0.425 0.436 (0.110) (0.076) (0.064) (0.055) (0.049)



# Observations



315



662



1030



1381



1715



0.413 (0.029) 0.147



8868



3444



The top four panels show the point estimates of the coefficient on Democratic Win. Robust standard errors clustered by state-year are in parentheses. Number of observations in brackets. The term in italics is the bandwidth chosen by the Imbens and Kalyanaraman procedure.
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