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Abstract



In many sensor networks, the nodes periodically generate packets at the same rate. We propose a novel channel access scheme that exploits this characteristic of sensor networks to meet their power, real-time deadline, fairness and congestion control requirements. The primary characteristic of the sensor network is that the destination of all the data packets in the network is a central data collector and this central data collector, which is usually denoted as access point, has unlimited power whereas the sensor nodes have one battery power to remain alive for several years. Our protocol PEDAMACS uses the access point to directly synchronize and schedule the nodes in the network by increasing its transmission power. After learning the topology information of the nodes in the network, the access point explicitly schedules the node transmissions and announces this schedule to the nodes. The goal of the scheduling algorithm is to minimize the time necessary for all the packets to reach the access point. After proving the NP-completeness of the problem, we develop a polynomial-time algorithm that guarantees an upper bound on the maximum delay experienced by the packets. The bound is proportional to the number of the nodes in the network. Simulations performed in TOSSIM, a simulation environment for TinyOS, show the efficiency of the proposed scheme in terms of power and delay compared to the conventional random access scheme.
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Chapter 1



Overview 1.1



Introduction



Wireless sensor networks is an emerging research area with potential applications in environmental monitoring, surveillance, military, health and security. Such a network consists of a group of nodes, called sensor nodes, each with one or more sensors, an embedded processor, and a low-power radio. Typically, these nodes are linked by a wireless medium to perform distributed sensing tasks. This kind of sensor networks offer a monitoring capability in virtually any environment even if a wired connection is not possible or physical placement of the nodes is difficult. The medium access control (MAC) is the key technology that schedules the transmission of wireless nodes in the network so that they transmit their packets to the destination without collisions. The need of a MAC protocol specific for sensor networks arises from the network traffic characteristics and the limitation of the nodes. The basic feature of a sensor network that is different from traditional wireless ad hoc networks is that data traffic flow is from the sensor nodes to an access point that collects the data, rather than many independent point-to-point flows. The primary function of a sensor network is to propagate
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the data generated either directly by the sampling of the sensor or after some processing of the sampling results to the access point. Another important sensor network characteristic is that traffic generation at each node either has to be periodic or can be made periodic for robustness of the system. Monitoring each spot in parking lot in order to lead the cars to empty spaces requires periodic packet generation at each sensor node. On the other hand, the sensor network deployed for fire detection needs packet generation only when there is a fire. However, if the network is not functional due to node failures, the central data collector, which is also known as access point (AP), will interpret this as having no fire. The periodic update of the fire condition by periodic generation of packets in the sensor nodes justifies the robust operation of the system. Furthermore, real-time delivery guarantee is an important requirement for many sensor network applications. For instance, suppose that the sensor network is used for security monitoring. Then it is important to know in real-time when a security breach occurs. Even if real-time delivery is not required(e.g. habitat monitoring [1]), it will be good to transmit all the packets as soon as possible in order to put the nodes in sleep mode to save power. The limitation of the sensor nodes in terms of energy resources due to their small size and long lifetime requirements also imposes constraints on the MAC protocol design. In many MAC protocols such as IEEE 802.11, the nodes listen to the channel continuously in order not to miss packets destined to themselves. As a result, the nodes listen to the channel although there is no packet in the channel at all, or they may receive a packet that is not destined to themselves or a packet corrupted by collision. However, listening to the channel or receiving a packet may cost almost as much power as transmitting a packet (listening and receiving power requirement is half of the transmitting power for the sensor nodes developed in UC Berkeley [2]). Therefore, to conserve power, sensor nodes must only be awake to receive the packets destined to themselves or to transmit, and sleep otherwise.
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We propose a novel MAC protocol, PEDAMACS, for sensor networks with the goal of achieving all of the above requirements in a robust and adaptive way. We combine the characteristics of cellular networks with those of mobile ad hoc networks, based on the assumption that the AP has no power constraint whereas the sensor nodes have limited power. A mobile node is only a single hop away from the nearest AP in a cellular system whereas the nodes communicate over multiple hops in a short-range wireless ad hoc network. Our protocol uses the cellular idea in transmitting packets from the AP to sensor nodes and the ad hoc network idea while each node transmits its data packet to the AP. In the case when it is not possible for the AP to reach all the sensor nodes in the network in one hop, more than one AP can be assigned to the network so that together they cover all the nodes in the network. PEDAMACS is based on the scheduling of the transmissions of the sensor nodes by AP. The protocol consists of adjustment and scheduling phases. The adjustment phase provides topology information about the network to the AP, whereas scheduling phase determines the schedule of the transmissions at the AP to guarantee that each packet’s maximum delay is proportional to the number of nodes in the network, broadcasts this schedule to all the nodes in the network over one hop, and then performs all the transmissions according to this schedule.



1.2



Sensor MAC Protocol Requirements



The requirements of the sensor network MAC protocol design that differ from the MAC protocol of conventional wireless networks are as follows: Power efficiency: Radio is one of the most energy consuming parts in a sensor node. The primary sources of energy waste in the radio of a sensor node are collisions, idle listening, overhearing and control packets. Collision causes a packet to be corrupted by another packet. Since this packet is discarded, the energy consumption per successful transmission will increase. Idle listening occurs 3



when the node consumes power listening to the channel for possible traffic even when there is no packet to be received on the channel. Overhearing occurs when a node consumes energy to receive a packet that is not destined to itself. Finally, control packets should be minimized to eliminate the energy consumption related to them. Real-time deadline: Many applications require the guaranteed arrival of sensor data to AP within a specific deadline. One example is security monitoring. Another example may be traffic light controller. In traffic light controller, sensor nodes are placed along the road near the traffic light and inform the AP of the number of cars waiting behind the lights along each direction. AP then adjusts the duration of the lights accordingly. Since the traffic light duration is around 30-90 seconds, MAC protocol should be able to guarantee an upper bound on the maximum delay from the sampling of the sensors until the time when data reaches AP. Congestion control: Congestion control schemes adjust the traffic generation rate based on the feedback from the network. This is necessary in sensor networks so as to eliminate the bottleneck at the sensor nodes near AP since the traffic generated at all nodes pass through a few nodes around AP. The control scheme affects both the delay that each packet experiences and the power consumption per successful transmission. If the packet generation rate is above the rate that the network can handle, the queue length at the nodes on the route to AP increases, which causes an increase in the delay of the packets. Moreover, if the queue length of a node increases too much so that some packets are dropped, energy invested in these packets at each hop from their source to this node is wasted. Fairness: The aim of most of the sensor network applications is to collect the same amount of data from each node in the field. Receiving higher number of packets from one sensor node at the cost of lower number of packets received from the other one should be eliminated. Therefore, the scheme should maximize the minimum number of packets received from the nodes in the network.
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sensor node



access point



Figure 1.1: Illustration of the scenario of using sensor nodes in parking lot



1.3 Application Scenarios Many wireless sensor network applications require power efficiency, real-time guarantee, congestion control and fairness simultaneously. Examples of these are parking lot, traffic light, factory monitoring, fire detection, and security monitoring applications. Wireless sensor networks can be used in parking lots to determine free spots and relay this information to a central data base as shown in Figure 1.1. Each parking spot contains one or more sensor nodes. These sensor nodes detect the presence of the car in their spot by using magnetic or acoustic sensor and then relay this information to AP. The AP provides information about vacant parking spaces. This application can save customers time and increase revenues with higher occupancy rates by eliminating turnaround areas and quick detection of vacant spaces. The primary requirement in this application is real-time delivery guarantee of packets so that the AP has up-to-date information about free spaces. Moreover, power efficiency is essential to decrease the maintenance cost of the system. Congestion control and fairness are important to get at least one packet from each parking space within a specific amount time.
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sensor node



access point



Figure 1.2: Illustration of the scenario of using sensor nodes in traffic light A sensor network application at a traffic light involves adjusting the cycle time of traffic light based on the density of the cars behind lights, determined by using the sensor nodes as shown in Figure 1.2. The number of cars passing through each node is calculated with the aid of a magnetic or acoustic sensor in the node. This information is periodically sent to the traffic light controller so that the controller can figure out the number of cars in each area and adjust the cycle time in the next round appropriately. This application requires real-time delivery guarantee with 30-60 sec, in order that the decision is optimal for the next round. Power efficiency is important to decrease the cost of the system. Congestion control and fairness are necessary to get the traffic information from each area of the road. Machine diagnosis in an industrial setting is another use of a sensor network, in which energy constrained sensor nodes communicate to a single high-powered base station. This application again requires strict guarantee on the latency. Power efficiency and fairness decrease the maintenance cost of the system and provide information about each machine. Fire detection and security monitoring are other applications of sensor networks with strict
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requirements. After deploying the sensor nodes in an area, the sensor network should be able to guarantee that the fire or security breach is detected and notified within a specific amount of time. Moreover, the company deploying this network should give a lower bound of at least 3-4 years on the lifetime of the system. Fairness should be satisfied in order to monitor every part of the area.



1.4



Related Work



Current MAC protocols for sensor networks can be divided into contention-based and TDMA protocols. We start with the review of previously proposed contention-based protocols and then continue with TDMA-based protocols. The first class of protocols are contention based protocols. Our protocol uses a version of contention based protocol in order to provide topology information to AP. The MAC protocols in this class that provide power efficiency are based on exploiting the absence of traffic in listening state by putting the radio in sleep mode. These protocols differ from each other according to the radio wake-up algorithm. In [3], a separate wake-up radio is used to power down the normal data radio as long as there is no packet transmission or reception, based on the assumption that the listen mode of the wake-up radio is ultra low power. If a neighbor node wants to transmit a packet, it first sends a wake-up beacon over a wake-up channel to trigger the power up of the normal radio and then sends the data packet over the data radio. This protocol is successful in avoiding overhearing and idle listening problems in the data radio, but it is unable to solve the collision problem. Moreover, the difference in the transmission range between data and wake-up radio may pose significant problems. Another protocol named PAMAS (Power Aware Multi-Access Protocol with Signalling) avoids the overhearing among neighboring nodes by using out-of-channel signaling as in [3]. On the other hand, the protocol in [4], called S-MAC (sensor-MAC), prevents overhearing by in-channel signaling, using the RTS (Request To Send) and CTS (Clear To Send) packets as in IEEE 802.11[5]. 7



When an interfering node hears a RTS and/or CTS packet, it goes into sleep mode. This protocol also avoids idle listening through periodic listen and sleep modes, the schedules of which are known by neighboring nodes. The problem with this protocol is that it uses RTS/CTS packets to avoid contention. The effect of these control packets on energy consumption is significant when the data packet length is on the order of RTS/CTS packet length (for instance, in the parking lot problem, the data packet length is almost equal to RTS/CTS packet length since data packet only contains the place of the spot and whether it is free or not). Moreover, the periodic listen/sleep requires synchronization among neighboring nodes, which uses more control packets. In addition, the latency increases since a sender must wait until the receiver wakes up before it can transmit the packet. Furthermore, per-node fairness is traded off against energy savings. STEM (Sparse Topology and Energy Management) [6] protocol trades energy savings for latency through listen/sleep modes as in [4] but by using a separate radio. When a node wants to send a packet, it polls the target node by sending wake-up messages over a paging channel. Upon receiving a wake-up message, the target node turns on its primary radio for regular data transmissions. The purpose of using a separate paging channel is to prevent polling messages from colliding with ongoing data transmissions. This scheme is effective only for scenarios where the network spend most of its time waiting for events to happen. Otherwise, the polling through a stream of wake-up messages, collisions and overhearing may cancel out the energy savings obtained by sleep modes. An adaptive transmission rate control mechanism is proposed in [7] to achieve medium access fairness and congestion control. The data origination rate at each node is controlled in order to allow route-thru traffic to propagate. A progressive signaling scheme for route-thru traffic is then used to propagate the back pressure deep down into the network for those nodes to lower their data origination rate. This provides fair allocation of originating and route-thru traffic at each node by eliminating favoring the nodes closer to AP over those far from AP. In addition, it brings conges-
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tion control by avoiding data origination rate to increase above the level that network can handle. However, the protocol does not give any real-time delivery guarantee and does not eliminate idle listening and overhearing. The second class of MAC protocols are TDMA-based protocols. The scheduling part of our protocol belongs to this class. The advantages of a TDMA based scheme are elimination of overhearing, collision and idle listening. However, the currently proposed TDMA protocols are based on performing TDMA scheduling in real communication clusters [8, 9, 10, 11]. The overhead of forming these clusters, and inter-cluster communication and interference may eliminate the efficiency of TDMA. Cluster problem can be solved by performing TDMA scheduling for all the nodes in the network by the usage of a simple high power AP. SMACS (Self-Organizing Medium Access Control for Sensor Networks) and EAR (EavesdropAnd-Register) [12] protocol aims to achieve power conservation based on TDMA-FDMA combination. Each node maintains a TDMA-like frame, called super frame, where it schedules different time slots to communicate with its known neighbors by generating transmission/reception schedules during the connection phase. Each node either talks to one of its neighbors or sleeps in each time slot. The interference between adjacent links is avoided by assigning different channels to potentially interfering links with FDMA. The EAR algorithm is then used to enable seamless connection of mobile nodes in the network. The drawback of this algorithm is the requirement of extra hardware and abundant bandwidth so that the nodes can tune the carrier frequency to be used in a link by randomly choosing from a large pool of available bands. Moreover, two nodes may not be able to connect to each other if the unassigned regions in their schedules do not have enough overlap. In addition, like the previous energy conserving schemes, it does not take into account possible real-time requirements of the network, fairness and congestion control.
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Chapter 2



Overall System Description 2.1



Introduction



Our PEDAMACS system consists of access points and sensor nodes that are in the transmission range of at least one access point. Each access point (AP) is used to coordinate a fraction of sensor nodes. The access point is assumed to be able to reach all the sensor nodes in its network in one hop since it is supposed to have a lot of energy and processing power. However, it can also decrease its transmission range so as to help the sensor nodes determine their next hop in their route to AP. The path from the sensor nodes to AP is over multiple hops since sensor nodes have limited energy. The conflict between the transmission of multiple access points can be solved by making explicit reservation for each packet through exchanging the seeds of the pseudo-random number generator that drives their random schedule [13]. The general packet structure in the network is shown in Figure 2.1. The first two bytes of each packet are used to identify the source of the packet. The following two bytes are used for the specification of the destination address of the packet, with BCAST-ADDRESS denoting the broadcast address. The following one byte is reserved for the ID of the message handler that determines the
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Figure 2.1: General packet structure used in wireless communication procedure to be executed upon reception of the packet if the destination address matches the node address. The rest of the packet contains the constant size data payload, which is 30 bytes, as in the UC Berkeley sensor motes [2]. Data payload length is constant since the same kind of information is relayed in each packet, assuming no data aggregation. Finally, the last 2 bytes are used for CRC check. The hardware of the sensor nodes is assumed to support adjusting the transmission power, which already exists in UCB Mica motes [2]. The transmissions in our system are performed over three ranges. The longest transmission range belongs to the coordination packets of AP. The access point uses this range in order to reach all the sensor nodes in one hop and to directly control their transmissions. The shortest transmission range is used in the transmission of the data packets from sensor nodes to AP. This range must be chosen to be the lowest possible range that assures the connectivity of the network. The medium transmission range is used in the tree construction so as to learn the interferers of each sensor node, which are defined to be the nodes whose signal level too weak to be decoded but strong enough to interfere with another signal. The sensor network belonging to a particular AP can operate in one of three phases: the topology learning phase, the topology collection phase, and the scheduling phase. During the topology learning phase, every node identifies its neighbors, interferers and parent in the tree containing AP as root and the shortest paths from each node to AP. In the topology collection phase, each node sends its neighbor, interferer, and parent information to AP so that AP has complete topology information at the end of this phase. During the scheduling phase, each node transmits according to 11
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Figure 2.2: Packet structure of topology learning and topology collection coordination packets 5 bytes packet header
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Figure 2.3: Packet structure of tree construction packet the schedule announced by AP at the beginning of the phase and sleeps during the slots that it is not transmitting or receiving any packet. The topology learning phase is the phase during which each node identifies its interferers, neighbors and parent. The phase begins when the access node transmits a topology learning packet over the longest range in one hop to all sensor nodes that it is willing to coordinate. This packet, which is shown in Figure 2.2, includes the current time so that each node updates its time and synchronizes with each other and the incoming packet time so that every node will stop transmitting and listen for the next broadcast message of AP at this future time. Following this coordination packet, AP floods the tree construction packet over the medium range (see Figure2.3 for the the tree construction packet structure). This packet contains the number of hops field so as to avoid the loops that packets experience and to choose the parent node in the tree. At the end of this phase, each sensor node decides the parent to be the node over the smallest number of hops to AP, the neighbors and interferers as the nodes with the received signal level above and below some interfering threshold respectively. The topology collection phase is the period at the end of which AP receives the complete topology information. The topology collection phase starts with the coordination packet of the access point named topology collection packet that is transmitted by the access point over the longest range
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Figure 2.4: Topology packet structure 5 bytes packet header
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Figure 2.5: Packet structure of scheduling coordination packets at the time announced in the incoming packet time field of the topology learning packet. This packet, which is shown in Figure 2.2, contains current time field for synchronization and incoming packet time field for the next coordination packet broadcast time. Upon reception of topology collection packet, each node transmits its topology packet, the structure of which is given in Figure 2.4, containing its parent, neighbor, and interferer information over the lowest range to AP. The scheduling phase is the phase during which each node is explicitly scheduled by AP based on the complete topology information for the transmission of packets in minimum time with minimum energy. The scheduling frame is divided into time slots. We assume that the packet generated at each node has constant length and can be transmitted during one time slot. At the beginning of this phase, AP performs the scheduling of the sensor nodes in the network and announces the schedule of how all the traffic will be carried during the scheduling frame by broadcasting the schedule packet over the highest range. The schedule packet, which is shown in Figure 2.5, includes the transmitter information corresponding to each time slot in addition to current time and incoming packet time fields. At the beginning of the scheduling frame, each node samples the sensor and generates one packet, which is then carried to AP according to the schedule. The scheduling algorithm ensures that the packets reach AP by the end of the phase.
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percentage of successfully scheduled nodes 97 92 95 89 93 87 88 86 96 95 98



phase topology learning topology collection scheduling scheduling scheduling scheduling scheduling scheduling scheduling scheduling topology learning topology collection scheduling scheduling scheduling



Table 2.1: An example system execution where AP decides to restart topology learning phase if the percentage of successfully scheduled nodes is below threshold 90% for 3 consecutive scheduling phases The system performance is expected to improve as the proportion of the number of scheduling phases to the total number of topology learning and collection phases increases. The longer the validity of the topology of the network in AP, the higher the number of scheduling frames corresponding to one topology learning and collection frame. The network topology validity is determined at AP by the percentage of the number of nodes whose packets are successfully received out of the number of scheduled nodes. The reason why AP does not have a valid topology information may be either because some nodes did not hear from some of their neighbors or interferer in the topology learning phase or because the topology information of some nodes changed as a result of mobility. If the percentage of successfully scheduled nodes decreases below threshold, which is pre-determined depending on the application, for the latest scheduling frames, the topology learning phase follows the scheduling phase as shown in Figure 2.1. Our system can also tolerate wrong topology information with redundancy instead of restarting
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topology learning phase. When the degree of redundancy is n, n nodes are placed in a specific area in place of a single node, which would be the case when there is no redundant node in the network. We call these n nodes a redundancy group. The redundancy group is such that the sampling result of a specific node can be substituted by that of any node in its redundancy group. Redundant nodes in a specific area can be either predetermined by an addressing scheme while placing the nodes or determined by some localization procedure for arbitrary networks. After the determination of redundant groups, only one node from each redundant group is scheduled in each scheduling phase. If one of the nodes is not able to send its topology information to AP during the topology update phase or the topology information of a node is not correct, one of its redundant nodes will be scheduled. Redundant nodes also increase the overall lifetime of the system by putting their radio in sleep mode when they are not scheduled. Our scheme satisfies the real-time delivery, power-efficiency, congestion control and fairness requirements, discussed in Section 1.2. If the schedule formed by AP has an upper bound on its length, the maximum delay of data packets from the sampling of the sensors until AP gets this data will be limited. Power efficiency is achieved by putting the radio of the nodes that are not receiving or transmitting in a slot into sleep. Congestion control is achieved by keeping the data packet generation only at the beginning of each scheduling frame and guaranteeing the arrival of the packet by the end of the frame. Fairness is achieved by guaranteeing the arrival of exactly one packet from each sensor node in the network during the frame. We will explain the topology learning, collection, and scheduling phases in Sections 2.2, 2.3 and 2.4. In Chapter 3, we will introduce the scheduling problem and propose a scheduling algorithm that has an upper bound on the length of the schedule, which is proportional to the number of the nodes.
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2.2



Topology Learning Phase



At the beginning of the network configuration, every sensor node waits for the topology learning phase to start. Upon receiving the topology learning coordination packet over longest range, the nodes are synchronized by using its current time field and remember the time of the next coordination packet from its incoming packet time field. Following the coordination packet, the tree construction packet is transmitted from AP over the medium transmission range. In this phase, a random access scheme has to be used since no node has any topology information. The random access scheme and its parameters should be chosen so that almost all the nodes know all of their neighbors and interferers correctly at the end of the phase with high probability so that scheduling phase can be successful. The random access scheme used in the simulations, which will be explained in more detail in Section 4, is a CSMA scheme. The nodes listen to the radio for a random amount of time before transmitting and then transmit if the channel is idle. We have added a random delay before carrier sensing in order to further reduce the number of collisions. At the end of the topology learning phase, each node knows its parent, neighbors and interferers. The neighbors and interferers are determined depending on whether the received signal level is above or below some interfering threshold respectively. Then the parent is chosen to be the neighbor closest to AP.



2.3



Topology Collection Phase



Following the topology learning phase, the topology collection phase is executed in order to send the parent, neighbor, and interferer information of each node to AP so that at the end, AP has complete topology information. The topology collection coordination packet is transmitted over the longest
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range to synchronize the nodes by using current time field and to announce the time of the next coordination packet by the incoming packet time field. Following the coordination packet, each node transmits its topology packet containing its parent, neighbor, and interferer information to AP. Here again, CSMA scheme with some random delay before the transmission is used. However, this random access scheme alone is not expected to be successful since each collision will eliminate the topology information of at least 2 nodes. In this case, using implicit acknowledgement, which is the packet transmitted from the parent of the node to the parent of its parent, can be used in detecting collisions and therefore retransmitting. This will be explained in more detail in Section 4.4.1.



2.4



Scheduling Phase



The scheduling phase is the phase during which all the nodes transmit their data packets according to the schedule broadcasted by AP and sleep when they are not scheduled to receive or transmit. Scheduling phase continues as long as the topology information at AP is valid. Following the topology learning and collection phases, AP executes the scheduling algorithm that starts with each node having exactly one packet and ends when all the packets reach AP. After topology update phases, AP is supposed to know the neighbor, interferer and parent information of most of the nodes. It chooses one node out of each redundant group and executes the scheduling algorithm which assigns a group of nonconflicting nodes to each time slot. The problem description, complexity results and polynomial time algorithm for scheduling will be explained in more detail in Chapter 3. The transmission schedule is broadcast via the scheduling coordination packet by AP over the longest range. As seen in Figure 2.5, scheduling packet contains the current time, the incoming packet time, and the number of transmitters and the addresses of the transmitters scheduled for each 17



time slot. The current time is announced for synchronization and the incoming packet time is used for the declaration of the time of the next coordination packet, as in the other coordination packets. The number of transmitters and the addresses of these transmitters are also given for each time slot to notify all the nodes whether they will transmit during that slot or not. Since the transmitters are already announced in the schedule packet and all the nodes have already learnt their children from the topology learning phase, the receivers also know whether they will receive any packet in a particular time slot. Therefore, the nodes can sleep if they are not scheduled to transmit or receive in a particular time slot. Moreover, since only one node from each redundant group is scheduled during a phase, other nodes can just sleep during the whole frame, which further increases the lifetime of the system. The scheduling phase ends when the topology information at AP is not valid any more, which is determined by the application according to the tolerance to the number of failed nodes in the network. AP checks whether the packets of the nodes scheduled for the frame have been received at the end of the frame. If it does not take a specific number of packets from some nodes, the AP’s topology information of these nodes may be wrong. Therefore, AP does not schedule these nodes until the next topology learning phase and schedules another node from their redundant groups. The end of the scheduling phase, which is the beginning of the topology learning phase, depends on the application. If the application requires receiving exactly one data sample from each redundant group, then the scheduling phase ends when there is at least one redundant group whose members have all failed to transmit their data packets to AP for a specific number of times. If the application performance does not depend on obtaining data samples from each redundant group, the scheduling phase can even be longer. After giving the model description for the scheduling algorithm in Section 3.1, we will continue by specifying the problem and discussing the algorithm generation in Sections 3.2 and 3.3.
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Chapter 3



Scheduling Algorithm Description 3.1



Scheduling Algorithm Model



3.1.1 Graphical Representation of Network We represent a wireless sensor network by the graph G = (V, E) where V is the set of vertices representing nodes in the network and E ⊂ V × V is the set of directed edges denoting the links to be scheduled. There is a special node a ∈ V called access point (AP). We assume that the graph G is a tree with the root a. All traffic generated at the nodes is destined for AP, which means that the first hop for all packets generated or forwarded by a node is its parent in the tree. The definitions related to tree networks that will be used later in the paper are as follows: The distance d(u, v) between nodes u and v is the minimum number of edges to go from one to the other. We say that the node u is at level k when it is at distance k from the root a. The nature of the wireless links prevents some nodes from being active at the same time because they may interfere with each other. We assume that we are given the interference graph C = (V, I) where V is the set of nodes and I ⊂ V ×V is the set of undirected edges that capture the interference among nodes. (u, v) ∈ I means that the nodes u and v can either hear each other or can interfere
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with another signal coming to the other although they cannot hear each other. Therefore, when one of the nodes u and v is transmitting, the other node cannot be receiving from another node at the same time. The conflict graph GC = (V, EC) corresponding to a graph G = (V, E) with interference graph C = (V, I) is such that EC contains edges between the nodes that cannot transmit at the same time slot. If the nodes i and j are connected by (i, j) ∈ E, then (i, j) ∈ EC since one of these nodes is the parent of the other and cannot receive the packet of its child and transmit at the same time. If the nodes i and j are connected by (i, j) ∈ I, then (i, cj ) ∈ EC and (ci , j) ∈ EC where ck denotes the set of the children of node k in the tree. Since the nodes i and j interfere with each other, if one of them is transmitting, the other’s children cannot transmit at the same time slot since one node cannot receive from two nodes at the same time. Also, since the nodes with the same parent cannot transmit at the same time, we also add edges so that if πi = πj , then (i, j) ∈ EC. Furthermore, the parent of a node and its children cannot transmit at the same time. An example of obtaining the graph GC from the graph G with interference graph C is given in Figure 3.1. From this point, when we talk about coloring of a graph G with interference graph C, we actually mean coloring the corresponding network GC containing edges between the nodes that cannot be active at the same time in a graph theoretic sense.



3.1.2 Transmission Model A scheduling frame is defined to be the time duration from the end of the schedule phase coordination packet transmission until scheduling phase finishes. This means that scheduling frame starts when each node has generated exactly one packet and ends when all of these packets reach AP. Scheduling frame is divided into time slots. The time slot is defined to be the time interval during which a constant length packet can be transmitted plus some additional guard interval to
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Figure 3.1: Transformation from G = (V, E) with interference graph C = (V, I) to GC = (V, EC) such that EC contains edges between the nodes that cannot transmit at the same time slot compensate for synchronization errors. A node v may receive a packet from node u during the time slot provided (u, v) ∈ E. Node v can receive only one packet from one other such node u. We then define a superslot to be a collection of time slots such that each level of the tree that contains at least one packet at the beginning of the superslot accesses the channel at least once during the superslot. We will use this definition later in our algorithm description.



3.2 3.2.1



Scheduling Algorithm Problem Description



Each node generates exactly one packet at the beginning of the scheduling frame. These packets have to be transmitted to AP by the end of the frame. We want the length of the frame to be as small as possible in order that the network can satisfy real-time delivery requirements, which will help the sensor nodes to increase their sampling rate to the maximum possible level without causing congestion in the network. Therefore, the scheduling problem is to find a polynomial time algorithm
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that generates a minimum length frame during which all sensor nodes can send their data packets to the access point for any tree topology with any interference constraints.



3.2.2 Complexity Results Theorem 3.2.1 Determining minimum frame length for a tree network G = (V, E) with any interference graph C = (V, I) such that each node in the network has exactly one packet at the beginning of the frame and has transmitted its packet over multiple hops to the root of the tree at the end of the frame is NP-complete.



A non-deterministic algorithm need only guess a sequence of sets of nodes and check in polynomial time whether this sequence constitutes valid sets of nodes so that no conflicting nodes transmit at the same time and whether all the packets have reached the root of the tree at the end. Therefore, the problem is NP. We now transform the NP complete problem of finding the chromatic number1 of a graph to our problem. Let GP = (V P, EP ) with V P = {v1 , v2 , ..., vN } be an instance of the graph for which we want to find the chromatic number. Now, we construct a new graph GC = (V, EC) as follows: Keep all the nodes and edges in graph GP . For each node vi , add a node wi . Add edges such that (wi , wj ) ∈ EC and (vi , wj ) ∈ EC for any i, j. Then add one more node r and edge (r, wi ) for all i. The resulting graph GC is such that the distance between the node r and any other node in the graph is at most 2. If wi is active then none of the nodes in V \ {wi } can be active at the same time. If vi is active then any of the nodes wj , j ∈ {1, 2, ..., N } and the conflicting nodes from the set V , which is determined by the edges EP , cannot be active at the same time. 1 The chromatic number of a graph G is the smallest positive number k such that G is k-colorable. A graph is said to be k-colorable if its vertices can be colored using up to k different colors in such a way that each vertex is of a single color and any two adjacent vertices have different colors (i.e. so that no two vertices of the same color are adjacent).
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Let’s now construct a tree graph G = (V, E) with interference graph C = (V, I) corresponding to conflict graph GC = (V, EC) in order to show that GC is a valid conflict graph. E is formed such that the node r is the root the tree, the nodes wi for i ∈ {1, 2, ..., N } are the children of r and each node vi is the child of the node wi for i ∈ {1, 2, ..., N }. Since the nodes wi directly transmit to the root r, (wi , r) ∈ EC for any i. Moreover, since the parent of all the nodes wi is the same, which is r, they cannot transmit at the same time so (wi , wj ) ∈ EC for any i, j. The parent of each node vi in the tree is wi therefore (vi , wi ) ∈ EC. On the other hand, I is formed such that (vi , r) ∈ I for i ∈ {1, 2, ..., N }, and (vi , wj ) ∈ I and (vj , wi ) ∈ I if (vi , vj ) ∈ EC. If (vi , r) ∈ I then since πwj = r for any j, (vi , wj ) ∈ EC for any i, j. In addition, if (vi , wj ) ∈ I and (vj , wi ) ∈ I for i 6= j then (vi , vj ) ∈ EC since the parent of one of them is interfered by the transmission of the other and they cannot transmit at the same time. An example of transformation from GP to GC and from GC to the original tree network G with interference graph C is shown in Figure 3.2. Now, let’s determine the minimum scheduling time for GC = (V, IC) so that every node from the set V \ {r} has exactly 1 packet, the final destination of each packet is the node r, and the paths for the packets in wi and vi are (wi , r) and (vi , wi , r) respectively. Since node wi is conflicting with all the nodes V \ {r, wi }, it takes N slots to transmit the packets at the first level, independent of the rest of the network. Also, when the packets of the nodes at second level come to the nodes at first level, it takes another N slots to transmit their packets. Then to minimize the time to transmit all the packets to the node r from the nodes at first and second level, we have to minimize the total transmission time of the packets from the second level to the first level. The conflict graph at this level is determined completely by the original graph GP . This means that the minimum time required for scheduling is 2N + c where c denotes the chromatic number of the original graph G. It is NP-complete to find minimum scheduling time in this case.



23



GP=(VP,EP)



GC=(VC,EC) r



v2 w1



v4



w2



w3



w4



v1 v3



v2 v4



v1 v3



G=(VC,EC,I)



r



w1



w2



w3



w4



v2 v4



v1 v3



Figure 3.2: Transformation from GP = (V P, EP ) to GC = (V, EC) and then from GC = (V, EC) to a possible original tree network G = (V, E) with interference graph C = (V, I)
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Since the graph GC is a subset of the conflict graph of the general tree network with any interference and finding the minimum schedule length of GC is NP-complete, finding the minimum time to schedule all the nodes in the tree network is NP-complete.



3.2.3 Lower and Upper Bounds on Schedule Length Theorem 3.2.2 The frame length is at least kV k − 1 time slots.



All packets are destined to the node a. The number of packets destined to node a at the beginning of the frame is kV k − 1. The number of packets that node a can receive in each time slot is at most 1. The optimal case is achieved when node a receives exactly one packet in each time slot. Then all packets will reach their destination at the end of kV k − 1 time slots.



Theorem 3.2.3 The frame length is at most



(kV k−1)kV k 2



time slots.



The most limiting interference graph consists of interference edges between any two nodes in the network so that the resulting graph is a complete graph. For the complete graph, at most one transmission can occur in each time slot. The maximum total number of hops that packets in the network should go through to reach AP occurs when the network is a linear network, which is defined to be a tree network with each node having at most one child. Then the total number of hops for the packets to be forwarded through is 1 + 2 + ... + (kV k − 1) =



(kV k−1)kV k . 2



The maximum frame length is then obtained for the linear network with interference edges between any two nodes and is equal to the total number of hops that packets have transmitted over since exactly one transmission can take place in each slot.
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3.3



Polynomial Scheduling Algorithm



The complexity of the problem arises from the fact that too many subsets of nodes are candidates for each time slot and the set chosen in one time slot affects the number of transmissions in the subsequent slot since some nodes may not have any packet to transmit due to the subset chosen in the previous slot. We thus look for a polynomial time algorithm that limits the number of candidate nodes in each time slot and that guarantees a bound on the frame length, which is proportional to the number of nodes in the network. The polynomial algorithm that we propose consists of three parts: In the first part, we obtain the linear network GL = (V L, EL) with interference graph CL = (V L, IL) corresponding to the original network. In the second part, we color this linear network so that the nodes containing the same color form a maximal independent set of the linear network. In the third part, we schedule the links (u, v) ∈ E based on the coloring of the linear network.



3.3.1



Obtaining linear network corresponding to original network



The linear network GL = (V L, EL) with interference graph CL = (V L, IL) corresponding to the original tree network is constructed level by level by considering the interference of the original network. The basic idea of the algorithm, which is given in Figure 3.4, is to perform a non-invertible transformation from a tree network to a linear network in order to alleviate the complexity of the problem by decreasing the number of candidate nodes for each time slot while still upper-bounding the frame length of the schedule. An example of this transformation is shown in Figure 3.3. The features of this transformation are worth mentioning since they will be used in the scheduling part of the algorithm. The resulting linear network has the same level as the original tree network since we keep adding a new node as long as l is less than or equal to the depth of the original tree. Furthermore, there is an interference edge between two levels i and j in the linear network if there 26



G=(V,E,I)



GL=(VL,EL,IL)



AP



AP



s1



s3



s5



s6



s2



v1



s4



v2



s7



v3



s8



v4



Figure 3.3: Transformation from the graph G = (V, E) with interference graph C = (V, I) to linear graph GL = (V L, EL) with interference graph CL = (V L, IL)



add node v1 to the set V L l=2 while l 
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is at least one interference edge between one node in level i and one node in level j in the original tree network. This means that if two nodes vi and vj have different colors in the linear network, then any two nodes at levels i and j can transmit at the same time slot.



3.3.2 Coloring linear network The next step is to color the linear network GL corresponding to the original tree network such that two nodes of the same color can transmit at the same time. We use a polynomial time algorithm for the coloring of linear network [14]. The algorithm has two phases. In the first phase, shown in Figure 3.6, the linear network is colored by assigning exactly one color to each node. The second phase, shown in Figure 3.7, is executed in order to guarantee that the nodes containing the same color form a maximal nonconflicting set by checking each color for all the nodes to see whether the nodes can also be assigned to this color. An example of the first and second phase coloring of a linear network is shown in Figure 3.5. Phase I assigns a slot to node vi in O(i) steps so the running time of the algorithm is O(kV k2 ). Phase II’s running time is O(kV k2 M ).



Theorem 3.3.1 Suppose that the interference graph CL = (V L, IL) of the linear network GL = (V L, EL) is such that the maximum level difference between any two nodes connected by interference edge is K. Then the number of colors used to color this network with the above algorithm is less than K + 2.



In the linear network where the maximum level difference between any two nodes connected by interference edge is K, the most limiting scenario occurs when every node at level j has one interference edge to each node at level i such that ki − jk ≤ K. The proof is obtained by coloring this worst case with K + 2 colors.
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Figure 3.5: An example of first and second phase coloring of a linear network



Input: Graph GL = (V L, EL) with interference graph CL = (V L, IL) of the linear network, kV Lk = N , V L = (v1 , v2 , ..., vN ) where vi is the node at level i Output: Exactly one color assignment to each node which is of the form {(v1 , cv1 ), (v2 , cv2 ), ..., (vN , cvN )} where cvi ∈ {1, 2, , ..., M } and M is the number of colors. begin for i=1 to N s=1 while(there is a node conflicting with vi in color s) s=s+1 assign color s to vi end Figure 3.6: Assigning one color to each node in linear network
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Input: Graph GL = (V L, EL) with interference CL = (V L, IL) of the linear network, kV Lk = N , V L = (v1 , v2 , ..., vN ) where vi is the node at level i. Exactly one color assignment to each node which is of the form {(v1 , cv1 ), (v2 , cv2 ), ..., (vN , cvN )} where cvi ∈ {1, 2, , ..., M } and M is the number of colors used. Output: Color assignment to each node such that each color corresponds to a maximum nonconflicting set. begin for s=1 to M for i=1 to N if (there is no node conflicting with vi from color s) add color s to the color set of vi end Figure 3.7: Assigning more than one color to each node in linear network First let’s take a linear network GL = (V L, EL) with interference graph CL0 = (V L, IL0 ) where IL0 = ∅, V L = {v1 , v2 , ..., vN } where vi is the node at level i, and (vi , vi+1 ) ∈ EL for i ∈ {1, 2, ..., N − 1}. Start with the node v1 . Assign color 1 to v1 and add the interference edges {(v1 , v3 ), (v1 , v4 ), ..., (v1 , vK+1 )} to IL0 . Then the color of the set of nodes {v2 , v3 , ..., vK+1 , vK+2 } are restricted not to be 1 from the interference scheme. Then pass to the node v2 . Assign smallest color that v2 is allowed to take. Since v2 is constrained not to be 1, assign color 2 to node v2 and then add the interference edges {(v2 , v4 ), (v2 , v5 ), ..., (v2 , vK+2 )} to IL0 . The color of the set of nodes {v3 , v4 , ..., vK+2 , vK+3 } are restricted not to be 2 from the interference scheme. Then pass to the node v3 . Assign smallest color that v2 is allowed to take. Since v3 is constrained not to be 1 or 2, assign color 3 to node v2 and then add the interference edges {(v3 , v5 ), (v3 , v6 ), ..., (v3 , vK+3 )} to IL0 . The color of the set of nodes {v4 , v5 , ..., vK+3 , vK+4 } are restricted not to be 3 from the interference scheme. By continuing this procedure, when we pass to node vK+2 , since it is restricted not to be
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1,2,3,...,K+1, it will be assigned to color K + 2. The node vK+3 will be assigned to color 1 since it is restricted not to be 2,3,...,K+1,K+2. Therefore, the algorithm will just color this linear network in a round-robin fashion from the node at 1 hop away from node a to the node farthest from node a with K + 2 colors. The resulting linear network interference graph CL = (V L, IL) will be such that every node at level j has one interference edge to each node at level i such that ki − jk 


3.3.3 Scheduling original network based on linear network The last step is to schedule the original tree network G based on the coloring of the corresponding linear network. The first observation from the way we have obtained linear network is that even if there is one interference edge between levels i and j in G and other nodes between these two levels do not interfere with each other, we have an interference edge between levels i and j in the linear network equivalent. This means that one or more interference edges between two levels in the original network does not matter while obtaining the linear network equivalent. We just add an interference edge denoting that these two levels interfere in the corresponding linear network. As a result of this, if two nodes at levels i and j in the corresponding linear graph can transmit at the same time, which means that they are assigned the same color, then any two nodes one of which is chosen from level i and the other of which is chosen from level j in the original tree network can transmit at the same time. Just to remember, we have defined superslot to be a group of consecutive slots such that each level containing at least one packet at the beginning of the superslot forwards at least one packet to the lower level in the tree until the end of the superslot. Since each level contains at least one packet at the beginning of the scheduling, the levels always have at least one packet at the beginning
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of each superslot unless the levels above and itself, they do not have any more packet to forward. Because the levels assigned to the same color in the linear network equivalent can transmit at the same time, the superslot contains the number of slots equal to at most the number of colors required to color this linear network. After determining the levels corresponding to the current time slot from the coloring of the linear network, a nonconflicting set of the nodes that are on these levels and that have packet to transmit are chosen to transmit. The pseudo code of the algorithm is given in Figure 3.8. Input: Graph G = (V, E) with interference C = (V, I) of the original tree network, color assignment to each node of the corresponding linear network such that each color corresponds to a maximum nonconflicting set. M , number of colors used to color the corresponding linear network. Output: Transmission schedule for the nodes in graph G for the whole frame length. begin while(there is at least one packet not reached to node a) for s=1 to M sets = set of levels corresponding to color s T =∅ for j=1 to ksets k T = T ∪ maximum nonconflicting set of the nodes from level j ∈ sets and with at least 1 packet if T 6= ∅ assign this slot to set T update the place of the packets end Figure 3.8: Scheduling Algorithm



3.3.4 Analysis of Polynomial Algorithm We consider the following special cases of tree graphs that we may be interested in scheduling: Case 1: The tree graph G = (V, E) is linear, that is each node u ∈ V has at most one child. The interference graph C = (V, I) is such that I = ∅. Case 2: The tree graph G = (V, E) is general. The interference graph C = (V, I) satisfies the
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ancestor property. The ancestor property is defined such that there exists no (u, v) ∈ I such that kd(u, b) − d(v, b)k > 1. This ancestor property is based on the assumption that only the nodes that can hear each other can interfere. This means that we ignore the possibility that the signal transmitted from node u to node v may be too weak to be decoded but may be strong enough to interfere with another signal coming to v. Case 3: The tree graph G = (V, E) is general and the interference graph C = (V, I) is such that the maximum level difference between any two nodes connected by an interference edge is K. Case 4: The tree graph G = (V, E) and the interference graph C = (V, I) are both general. Theorem 3.3.2 Suppose that the tree graph G = (V, E) is linear and the interference graph C = (V, I) satisfies I = ∅. Then the maximum length of the frame is 3kV k − 3 time slots. If the tree graph G is linear and the interference graph C satisfies I = ∅, then the corresponding linear tree interference graph CL also satisfies IL = ∅. The linear tree GL = (V L, EL) with IL = ∅can be colored optimally by using 3 colors when the number of levels is more than 2. In this linear network, there will be at least one node of degree two. Since the nodes 1 and 2 hops away from each other cannot transmit at the same time, the minimum number of colors to color the linear network is obviously 3. If we color this linear network in a round-robin fashion from the node at 1 hop away from node a to the node farthest from node a, we can see that we can color the nodes without conflict with the minimum number of colors required, which is 3. At the beginning of the frame, each node has exactly one packet. In the first superslot, the number of packets that are transmitted from one level to one lower level is 1. Since each node is a parent of 1 node except the node at level kV k − 1, it also receives exactly one packet until the end of the superslot. As a result, at the end of the first superslot, each node at level less than kV k − 1 has exactly one packet to transmit, the node at level kV k − 1 does not have any packet, and each 33



node has transmitted exactly one packet during the superslot. This means that at the end of the first superslot, each packet has moved by one hop and one packet has reached to the final destination a. At the beginning of the second slot, each node at level less than kV k − 1 has 1 packet to transmit. At the end of the second superslot, each node at level less than kV k − 1 has transmitted exactly one packet, each node at level less than kV k − 2 has exactly one packet to transmit and the node at level kV k − 2 does not have any packet. Therefore, at the end of the second superslot, each packet has moved by one more hop, there are no more packets at levels greater than kV k − 2 and the node a has received exactly one packet. By continuing this procedure, at the end of kV k − 1th superslot, there will be no more packets at levels greater than kV k − (kV k − 1) = 1, which means that all packets have reached to the final destination a. The maximum number of time slots in each frame is the multiplication of the maximum number of slots in each superslot with the maximum number of superslots necessary until all packets reach the destination a, which is 3 ∗ (kV k − 1) = 3kV k − 3 time slots. Theorem 3.3.3 Suppose that the tree graph G = (V, E) is linear and the interference graph C = (V, I) satisfies ancestor property. Then the maximum length of the frame is 3kV k − 3 time slots. If the interference graph of the tree network satisfies the ancestor property then the corresponding linear tree interference graph CL satisfies IL = ∅. The ancestor property by definition requires that there exists no (u, v) ∈ I such that kd(u, b) − d(v, b)k > 1. Therefore, the interference graph IL of the corresponding linear network can only have interference edges between levels i and j such that ki − jk 


to the color of the slot. At the beginning of the frame, each node has exactly one packet so there exists at least one packet at each level of the tree. In the first superslot, the number of packets that are transmitted from one level to one lower level is 1. The number of packets transmitted from each level is 1 and the number of packets transmitted to each level is 1 except the level at the depth of the tree. Therefore, one packet has moved one more hop closer to the node a at each level, one packet has reached the destination from level 1 to the node a and the level at the depth of the tree may not have any more packets since it does not receive any packets. At the end of the second superslot, the number of packets transmitted from one level to one lower level is again 1 except for level depth that has potentially exhausted all the packets. Each level less than depth − 2 has exactly one packet to transmit and the levels depth − 1 or depth − 2 have potentially exhausted all packets. As we continue the procedure, at the end of i-th superslot, there are no more packets above some threshold level and there exists at least one packet at levels lower than this threshold. Since each level below the threshold is guaranteed to have a packet and all levels that contain at least one packet are given chance to transmit once in each superslot, it is guaranteed to be one transmission from level 1 to the node a in each superslot. Therefore, the number of superslots required until all packets reach the node a is the number of packets in the network, which is kV k − 1. The maximum frame length for this algorithm is the multiplication of the maximum number of slots in each superslot with the maximum number of superslots necessary until all packets reach the destination a, which is 3 ∗ (kV k − 1) = 3kV k − 3 time slots. The original scheduling algorithm allows a subset of nodes instead of exactly one node to transmit from each level corresponding to the color of the slot. Since the number of packets transmitted from one level to one lower level at the end of superslot k is more than or equal to k in this case instead of exactly k as in scheduling exactly one packet from each level, this more general case gives a frame length less than or equal to 3kV k − 3 .
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Theorem 3.3.4 Suppose that the tree graph G = (V, E) is general and the interference graph C = (V, I) is such that the maximum level difference between any two nodes connected by an interference edge is K. Then the maximum length of the frame is (K + 2)(kV k − 1) time slots.



The corresponding linear graph of a tree network where the maximum level difference between any two nodes connected by interference edge is K has interference graph CL = (V L, IL) such that the maximum level difference between any two nodes connected by an interference edge is K. From Theorem 3.3.1, the maximum number of colors to color this linear network is K + 2. Following the same reasoning as in Theorem 3.3.3, since at least 1 packet is guaranteed to move from level 1 to node a in each superslot and the number of packets to reach the node a is kV k − 1, the maximum number of superslots required until all packets reach the node a is kV k − 1. The maximum frame length for this algorithm is then the multiplication of the maximum number of slots in each superslot with the maximum number of superslots necessary until all packets reach the destination a, which is (K + 2) ∗ (kV k − 1) time slots.



Theorem 3.3.5 Suppose that the tree graph G = (V, E) and the interference graph C = (V, I) are general, and the number of colors used to color the corresponding linear network is α. Then the maximum length of the frame is α(kV k − 1) time slots.



The number of superslots required until all packets reach the node a is the number of packets in the network, which is kV k − 1. The maximum number of slots in each superslot is the number of colors used to color the linear graph equivalent. The maximum frame length for this algorithm is then the multiplication of the maximum number of slots in each superslot with the maximum number of superslots necessary until all packets reach the destination a, which is α ∗ (kV k − 1) time slots.
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Chapter 4



Description of Simulation Environment 4.1



Introduction



Simulations are conducted on TOSSIM [15]. TOSSIM is a discrete event simulator for TinyOS, which is an event-based operating system designed for power-efficient and concurrency-intensive operation of sensor nodes. The reason why we have chosen TOSSIM for simulation is to facilitate the development of implementation code and to perform simulations at bit level granularity. TOSSIM is compiled directly from TinyOS code by only specifying a different target for make. This allows us to take advantage of traditional programming tools such as debuggers while writing a MAC protocol or application for the sensor nodes. Moreover, TOSSIM simulates at bit level granularity whereas traditional network simulators such as ns-2 usually perform simulations at packet level granularity. This provides a more suitable platform for simulating an algorithm at the data link layer. Following the description of TinyOS and TOSSIM in Sections 4.2 and 4.3, simulation details are given in Section 4.4.
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4.2



TinyOS Overview



TinyOS [2] is an event-based operating system designed for power-efficient, concurrency-intensive operation and modularity. Since network sensor devices only carry the hardware needed for a specific application, it is important to easily assemble the software components corresponding to the hardware components due to memory limitation of these devices. This unusual degree of software modularity without heavyweight interfaces is provided through the component-based model of TinyOS. The components in TinyOS can be classified into three groups. The first group consist of components that are thin abstractions of the hardware such as clock, bit level radio components. The second class of components act as a replacement for unavailable hardware such as a byte level radio component on top of a bit level radio component. The third level of components are high-level software components performing the control part of the application. A complete TinyOS application consists of a graph of components and a two-level scheduler. A component has four interrelated parts: a set of command handlers, a set of event handlers, a frame and a bundle of tasks. To facilitate modularity, each component declares the commands it uses and handles along with the events it signals and handles in a separate .comp file, which are then linked for the complete application in a .desc file. The actual functionality of the components containing a frame along with the code with command handler, event handler and task executions is specified in a .c file. A frame is a statically allocated part of the memory. It contains the state of the component. Commands and events are just function calls across the components that provides a feedback to the caller through a success/failure status. Commands are non-blocking requests to lower-level components. Lower-level components have handlers corresponding to each command coming from upper level components. On the other hand, events are invoked to deal with hardware events either 38



directly or indirectly. The lowest level components have a handler connected to each hardware interrupt. Inside this handler, a small amount of work on the component’s state is performed and another event is generated. A fountain of processing occurs within the context of components’ state while going upward through events and downward through commands. Tasks provide a way to incorporate arbitrary computation into the event-driven model. They are atomic with respect to other tasks but can be preempted by events. TinyOS currently has a two-level scheduler. The first level contains events and commands. The small amount of work associated with hardware interrupt upon component states is performed immediately. The second level contains tasks. When a task is posted inside a command or event handler, it is posted into a FIFO queue. The tasks are executed when the CPU has no events or commands to run, but can be interrupted by a hardware event. When there is no task, event or command to execute, the processor is put to sleep while leaving the peripherals operating so that the system can wake up with any hardware interrupt. Figure 4.1 shows a typical component graph of a sensor node. Each node monitors certain conditions such as light, magnetic field, or temperature by sampling the corresponding sensor periodically through the ADC component. It then transmits these measurements to an access point by using the communication stack including the components Active Messages, Radio Packet, Radio Byte and RFM components. The CLOCK component is required to maintain the periodicity and synchronization.



4.3



TOSSIM Overview



TOSSIM [15] is the TinyOS simulator that compiles directly from TinyOS code. TOSSIM compiles upper level TinyOS components with alternative implementations of some core system components (e.g. MAIN) and components that handle interrupts (e.g. RFM) by incorporating extra files (e.g. 39
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Figure 4.1: A typical component graph of a sensor node handling event queue) and providing alternative definitions for static frames. The basic TOSSIM structure includes the global simulation state (event queue, time, radio transmission rate, rfm model, adc model, connectivity model, number of nodes, current node) and the state of each node (time at which the node is booted and transmission range setting). The MAIN component is used to initialize the TOSSIM global state and the state of each node. Then a small loop handles events and schedules tasks. The components that handle interrupts are redefined. Interrupts are modelled as discrete events. A notion of virtual time is kept in the simulator. Every event is associated with a virtual time and a specific node. For instance, the way CLOCK interrupt is generated is as follows: A clock interrupt event is enqueued. Its handler calls the function normally registered as the clock interrupt handler, then the normal TinyOS code takes over. Another clock event is enqueued for the future with its time being the current time plus its period. All the static frames for TinyOS program components are redefined to account for more than
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one node. Instead of one structure, an array of structures is stored and is indexed using the current node field in the global state structure. Every event in the event queue is associated with a specific node. When an event is extracted from the queue, first the current node field in global state is set, then the event is executed by using the current node variables and making changes only to the current node’s fields. To get a better idea of how radio communication is implemented in simulation, Section 4.3.1 describes the basics of RFM component implementation. Section 4.3.2 explains how an external program can communicate with the simulation, which will be used in the simulation of the PEDAMACS algorithm.



4.3.1 RF Communication The only component changed to support radio communication in simulation is the bit level hardware interface, RFM. RFM component of the simulation includes hear, transmit, and stop transmit functions, which are called inside the interrupt handler, in addition to the functions used in the implementation. Stop transmit function is used to stop the transmission of a previously transmitted bit to clear status since the transmission is supposed to continue for one bit duration. Transmit function is called to transmit the next bit if the component is in transmit state. Hear function returns the value that is heard if the node is in receive state. The received bit value is determined based on whether the receiving node can hear from one or more transmitting nodes and whether their transmitted bit is 0 or 1. This means that if a node is in the transmission range of more than one node, the resulting packet will be corrupted, which can then be detected by the CRC check. Since there is no hardware to create an interrupt, an event that calls the interrupt handler is posted at the initialization of the component. Then in each event handler, another event is posted
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into the queue with time determined by the state of the component after performing the necessary actions.



4.3.2 External Communication External communication is used to inject packets into the simulation and to monitor the network traffic. This can be done at packet level as well as bit level through the use of TCP sockets that are opened at the beginning of the simulation. TOSSIM attempts to connect to ports on the local machine, each of which is associated with a different kind of I/O data, without retrying if it fails. It also opens a server socket that runs in a separate thread. Clients of this socket can inject packets into the network. These packets include the moteID to determine the node that will receive the packet and the actual packet.



4.4



Simulation Details



The simulation mimics the exact implementation environment to get more accurate results and to facilitate the transition from simulation to implementation. In order to get a reasonable estimate of the system behavior under different parameters, we distribute the nodes randomly inside a circle and obtain the estimate for this configuration. We then replicate the experiment by redistributing the nodes randomly and regenerating the results. The final value is obtained by calculating the mean of the estimates obtained above. Section 4.4.1 gives the general view of simulation environment by illustrating the similarities to the exact implementation environment, describing the external communication protocol from simulation to outside programs and different modes of channel access mechanisms necessary for the implementation of PEDAMACS. The implementation of topology learning, topology collection, and scheduling phases are presented in Sections 4.4.2, 4.4.3 and 4.4.4 respectively. 42



4.4.1 General View of Simulation Environment The simulation includes a counterpart for every part of the implementation. The implementation environment (see Figure 4.2-a) consists of a sensor network in which all nodes are identical except for one node that serves as a gateway to a central access point (AP), which is a laptop or desktop. Each node is responsible for relaying its sensor data and forwarding packets to its parent in the tree. On the other hand, the gateway sensor node is responsible for forwarding the packets coming from the sensor network to AP and from AP to the sensor network. The data packets coming from the sensor network include topology information packets in addition to the data packets whereas those from AP to the sensor network include coordination packets. The data packets (or some processed form of the data packets) have to reach AP which can then inform the related places in an emergency or such that clients can retrieve the data over Internet. On the other hand, the gateway need not transmit topology information packets and receive coordination packets, if it performs the scheduling all by itself. The reason for giving the control to the AP instead of to the gateway sensor node is the current memory limitation of sensor nodes. The communication between the gateway sensor node and AP is achieved over UART of the sensor node which is connected to the AP over serial port. The simulation environment (see Figure 4.2-b) again consists of a sensor network which is simulated in TOSSIM, a java program simulating AP and connected to the simulation over external communication facility of TOSSIM with an additional java application listening to all packet transmission in the simulation in order to monitor the characteristics of the network. The simulation of a sensor network where all the nodes execute the same program except for the gateway sensor node requires a simple trick for simulation in TOSSIM since TOSSIM is intended for simulating homogeneous sensor networks, in which each mote runs the same program. A specific node ID is assigned to the gateway sensor node. Each sensor node includes both the program of the gateway 43



monitoring program Internet



TOSSIM s4 s2 s5



s1 s3



scheduling program



s6



(a)



(b)



Figure 4.2: (a) Implementation Environment (b) Simulation Environment and the normal sensor nodes, and executes different parts of the program depending on the node ID. Of course, this is only a trick for simulation. In implementation, only the necessary parts of the program should be downloaded to the motes because of the memory limitation. The program simulating AP communicates with TOSSIM over a TCP socket to control the simulation. When the gateway sensor node transmits a packet to UART, it is actually received by the AP java program over the socket. On the other hand, the packets coming from the AP over the socket are treated in the corresponding node as if they come from its own UART. The corresponding node is determined by an additional mote ID field at the beginning of the packet. The AP program has full control over the simulation. It starts the simulation by transmitting a topology learning coordination packet. It then sends the tree construction packet and waits until the end of the phase. At the end of topology learning phase, it starts topology collection phase by sending another coordination packet. In this phase, it receives the topology packets of the sensor nodes via the gateway sensor node. At the end of the phase, it performs the scheduling of the nodes and sends this scheduling information
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in one or more packets to all the sensor nodes over one hop. In the scheduling phase, AP receives data packets coming from sensor nodes. According to the number of successfully scheduled nodes, it decides whether to continue with topology learning or scheduling phase. Since all this requires two-way communication, an external communication protocol, which will be described later in this section, is developed. The program monitoring the characteristics of the network also communicates with TOSSIM over TCP socket but without affecting its behavior. While AP only receives the packets transmitted by the gateway node to UART, this monitoring program can hear all the packets transmitted in the network. Observing all the packets in the network help us determine the delay characteristics, the number of successful transmissions, and the power consumption in the network. Here, we do not need an extra external communication protocol since the transmission over this socket is always one way, from TOSSIM to the java program.



External Communication Protocol The communication between the monitoring and scheduling programs, and TOSSIM is provided via TCP sockets. The interaction of the monitoring program and TOSSIM is achieved when TOSSIM connects to the corresponding port at the beginning of the simulation. Following the initialization, the monitoring program listens to the port. When it receives a packet, it makes the necessary calculations and continues to listen afterwards. The communication between the scheduling program and TOSSIM is obtained when the scheduling program connects to the server socket of TOSSIM that is opened at the beginning of the simulation and that runs in a separate thread. This communication is two-way whereas TOSSIM only supports one way communication where one part listens for potential packet transmissions all the time.
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Figure 4.3: Illustration of external communication protocol
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The two-way communication between scheduling program and TOSSIM is achieved through acknowledgement and timeout packets as illustrated in Figure 4.3. After the scheduling program connects to the server socket, TOSSIM blocks on reading the socket. When scheduling part sends the coordination packet, TOSSIM receives this packet and generates an event for the corresponding node to receive this packet over UART. This coordination packet also signals whether another packet is coming from the scheduling part by the most significant bit of the first byte following the packet header. This bit will be necessary in sending scheduling coordination packets since the scheduling information may not always fit into one packet. If another packet is coming, TOSSIM part blocks on read again. Otherwise, it goes out of reading loop. In addition, when one part sends a packet, it waits for the other part to send an acknowledgement. One bit acknowledgement value shows whether the other side wants to send another packet in response. Following the acknowledgement for the last packet, the scheduling part is then blocked on read. The coordination packet sent from the scheduling part to TOSSIM part includes incoming packet time field that determines the end of the current phase. The gateway sensor node stores this information upon receiving the packet so that it sends the timeout packet to scheduling part at the end of the phase. When it sends the timeout packet, it waits for an acknowledgement. If the acknowledgement value is 1, it blocks on read to get the next coordination packet. Otherwise, it just returns from the function. The packets received by the gateway node in topology collection and scheduling phases are continuously relayed to scheduling part. The scheduling part just receives the packet and send a zero valued acknowledgement.
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Channel Access Mechanism Three channel access modes are used to implement the algorithm: sending the packets in the queue back to back without listening to the channel, transmitting packets with random back-off and listening to the channel, transmitting packets in the queue in the scheduled time slot. The first channel access scheme, channel access without backoff-listening, is implemented for the gateway sensor node. When the gateway node signals the end of the scheduling phase, it receives a certain number of coordination packets (one packet may not be enough for the whole coordination information). These packets are then transmitted without carrier sense because all of the nodes in the network are supposed to listen at that time by considering the incoming packet time field of the previous coordination packet. The second channel access mechanism, channel access with backoff-listening, is used by the nodes in the sensor network during the topology learning and collection phases. The only difference from the first mode is that there is a random delay and listening to the channel before the transmission of each packet. In this mode, 802.11 channel access mechanism is implemented with an initial random backoff as shown in the state diagram of Figure 4.4. Before transmitting a packet, the node chooses a random number w1 from a pre-specified interval and starts in listen state 0. It decreases this w1 value by 1 at each radio clock tick, which is generated at the transmission rate (e.g. 50kbps), as long as no other packet is received since it still continues to listen to the channel for potential packets. When this random value is reduced to zero, the node passes to listen state 1 after choosing a random number w3 from a pre-specified interval, which is much smaller than that chosen for the initial backoff. The reason for this scale difference is that the initial backoff (w1 ) is used to create a phase difference between the transmissions of the packets whereas the other (w3 ) is used for collision avoidance. In listen state 1, it waits for the channel to be idle for Inter Packet Interval (IPI) time, which corresponds to Inter Frame Space (IFS) time in 802.11 and then passes to 48
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Figure 4.4: State diagram for transition from receiving a packet from higher layer to transmitting this packet listen state 2. In listen state 2, the random value w3 is decreased by 1 at each radio tick for which the channel is idle. If the channel is busy, then the node goes back to listen state 1 and waits for the channel to be idle for IPI time slots and come back to listen state 2. This continues until the channel is idle for w3 time slots in listen state 2. Then the node starts transmitting the packet. The second channel access mechanism also includes an optional acknowledgement. Since acknowledgement is not valid for broadcast packets, it is used only in the topology collection phase. The acknowledgement is needed to increase the number of topology packets transmitted to the gateway node because each collision eliminates the topology information of at least 2 nodes and the packets are forwarded over multiple hops. Implicit acknowledgement is used by using the feature of sensor networks that the parent should also forward these packets. To provide acknowledgement for the nodes at level 1, the gateway node retransmits all the non-broadcast packets that it has received over radio. The acknowledgement algorithm is as follows: When a node transmits a packet, it does not delete the entry corresponding to this packet in the queue until it gets implicit acknowledgement for it. When it receives a packet that is not broadcast or is not destined to itself, it checks whether
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it is one of the non-acked packets in the queue instead of dropping it. If it is a non-acked packet, then the packets that are not acked in the queue until this packet are put to the end of the queue for retransmission since the queues are assumed to be FIFO. There is also a timeout time after which all the non-acked packets are placed at the end of the queue to be retransmitted. The third channel access mechanism, scheduling channel access, is used by the sensor nodes in the scheduling phase. The time slots when the nodes are allowed to transmit are determined by AP at the beginning of the scheduling phase. Therefore, when the nodes receive a packet for transmission, they do not try to transmit it immediately as in the first and second mechanisms. Instead, they put these packets in a queue and wait until the current time slot is allowed for them to transmit. Channel access modes change when there is a passage from one phase to the other. Since the packets which may have left from the previous phase are not meaningful for the current phase, the remaining packets in the queue are deleted.



4.4.2 Topology Learning Phase Implementation Topology learning phase starts when the scheduling program transmits topology learning coordination packet to TOSSIM over the socket. The packet is then received by the gateway sensor node from its UART. After the gateway sensor node determines the end of the phase from incoming packet time field so that it can transmit the timeout packet at the end, it transmits the packet to all the nodes in the sensor network in one hop (using longest range power) by using the channel access without backoff-listening, as explained in Section 4.4.1. Upon reception of this coordination packet, the sensor nodes are synchronized by updating their time variable. They also determine the time of the next coordination packet from incoming packet time field so that every node listens to the channel at that time. Topology learning coordination packet is followed by tree construction packet. The goal of this
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packet is to help the nodes identify their neighbors and parent in the tree to provide their communication back to the gateway node. This packet is generated in AP and transmitted to the gateway sensor node over the socket. The gateway sensor node then transmits the packet over the shortest range, again using the channel access without backoff-listening. A node that can hear the packet transmitted from the gateway node determines its parent to be the gateway node, assigns its level in the tree to 1, and retransmits the packet after increasing the number of hops field by 1 and replacing the source node field with its own ID. This packet is then flooded in the network. Upon reception of this packet, the sensor nodes first check whether the packet is coming over the shortest path by comparing their current level to the number of hops field of the packet. If it is coming over the shortest path, they set their parent and their level and broadcast the packet by using channel access with backoff-listening as long as the end of the phase is not reached. If it is not coming over the shortest path, they update their neighbor list with the source ID of the packet. At the end of the topology learning phase, each sensor node waits for the next coordination packet in listen mode and the gateway sensor node notifies the end of the phase to AP by transmitting timeout packet.



4.4.3



Topology Collection Phase Implementation



The topology collection coordination packet is generated at AP and transmitted from the gateway node to the sensor nodes in the same way as the topology learning coordination packet. Upon reception of this coordination packet, every node in the sensor network is synchronized and knows the transmission time of the next coordination packet. Following the topology collection coordination packet, each node generates one topology packet. They then transmit these packets to their parent in the tree, using channel access with backofflistening. The packets that reach the gateway node are then transmitted to UART, which is connected
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Figure 4.5: Topology information data structure to AP over socket. The AP updates the data structure containing the topology information as it receives topology packets from the gateway node. This data structure is used to determine the adjacency and conflict graphs, and to schedule the packets. The topology information data structure, called TopologyInfo, is shown in Figure 4.5. TopologyInfo class contains the maximum level of the nodes from which the packets are received in size field and an array of LevelInfo classes. LevelInfo class includes the number of nodes from which the AP has taken the packets at this level and an array of NodeInfo classes. NodeInfo contains nodeID, parent, number of neighbors and array of neighbor IDs, which are directly taken from the topology packets coming from the gateway node, and number of packets field related to scheduling algorithm, which will be presented in Section 4.4.4. At the end of the topology collection phase, the gateway sensor node informs AP of the end of the phase by transmitting timeout packet and each sensor node waits for the next coordination 52



packet in listen mode.



4.4.4 Scheduling Phase Implementation The scheduling coordination packet is generated by AP using the topology information collected in the topology collection phase and the scheduling algorithm. The scheduling packet structure was given in Section 2.4 in Figure 2.5. We use the scheduling algorithm described in Chapter 3 to obtain the scheduling coordination packets. After collecting all the topology information in TopologyInfo data structure, the linear graph is formed. The depth of the linear graph is determined from the size field of the TopologyInfo class, which is n. The n × n adjacency matrix is then formed by setting all of its elements to zero except (i, i + 1) entries for i < n − 1 and (i, j) if level i contains at least one node which is interfering with a node at level j. After obtaining the adjacency matrix, the conflict matrix is formed. The n × n conflict matrix is initialized to the zero matrix. Then the (i, i + 1) entries for i < n − 1 and (i, i + 2) entries for i < n − 2 are assigned 1. For the interference edges between levels differing by more than 2, if (i, j) is 1 in adjacency matrix, then (i + 1, j) for i < n − 1 and (i, j + 1) for j < n − 1 are set to 1 in the conflict matrix. The linear graph is colored using its conflict matrix and the coloring algorithm of Section 3.3.2, placing the color information into ColorNetwork data structure. The ColorNetwork class, given in Figure 4.6, includes the number of colors used to color the linear graph and an array of ColorInfo class. It also includes several extra fields used to implement the slot assignment in the scheduling algorithm, which is not discussed here since they are not necessary to understand the general idea of how the implementation is performed. ColorInfo class includes the number of levels corresponding to this color and an array of levels.
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Figure 4.6: Coloring and scheduling data structure Scheduling packets are obtained by going through all the levels corresponding to each color. The number of packets field of each LevelInfo instance is initialized to its number of nodes field. The number of packets field of each NodeInfo instance is initialized to 1. For each level corresponding to a particular color, if the number of packets in this level is non-zero, a non-conflicting set of the nodes with non-zero number of packets are scheduled. When a node is scheduled for transmission, the number of packets for this node and its level is decreased by 1 while the number of packets field of its parent and its parent’s level is increased by 1. Each level of the colors and each color are gone through until none of the levels has any more packets. Upon reception of the scheduling coordination packets, the sensor nodes update the array containing the slots in which they are allowed to transmit. They also check whether another scheduling packet is coming. If all the scheduling packets are not yet transmitted, they continue to listen. Otherwise, they divide the time into slots and generate a packet containing one or more sensor sampling information. They then transmit the packets in their queue in the slots declared in the scheduling



54



packet. The nodes sleep when they are not scheduled to transmit or receive. At the time determined by the incoming packet time field of the scheduling coordination packet, each node listens to the radio for the next coordination packet and the gateway node again sends the timeout packet to indicate the end of the scheduling phase. At that time, depending on the number of successfully scheduled packets, AP can restart the topology learning phase by transmitting topology learning coordination packet or send a special scheduling coordination packet to just resynchronize the sensor nodes and tell them to implement the same schedule used in the previous scheduling phase.
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Chapter 5



Simulation Results 5.1



Introduction



The packet flow in current sensor network implementations [3, 4, 6, 7] is both from the sensor nodes to the access point (AP) and from AP to the sensor nodes at each time instant. The nodes sample their sensors at a specified period and send the data to AP using the random backoff scheme that is similar to the channel access with backoff-listening explained in Section 4.4.1. This phase is equivalent to the topology collection phase where the nodes send topology packets instead of data packets. On the other hand, AP floods tree construction packet to the network to make sure that the next hop information, which is parent in the tree with root AP, at each node remains valid. This flooding can happen either periodically or when the percentage of nodes that can reach AP is decreased. This flooding phase corresponds to the topology learning phase. Although these two phases are not explicitly separated in a sensor network built on a random access scheme, the simulation is performed by operating sensor network in topology learning and collection phases where the packets flow from AP to sensor nodes and from sensor nodes to AP respectively so as to examine their effect separately.
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The goal of the simulation is first to see the effect of the back-off and listening window sizes on the flooding and collection phase and the effect of acknowledgement on collection phase in terms of the percentage of the number of nodes that can reach AP and the maximum delay experienced by the packets. Then the performance of a random access scheme (whose parameters are chosen to guarantee high percentage of the nodes to reach back to AP) and PEDAMACS are compared in terms of delay and power consumption. Simulations are performed by distributing the nodes randomly into a circular area of radius 100 units. The data points in this section are obtained by taking the average of the performance of different random configurations. The reason for choosing random configuration in simulation is that for most applications the nodes are randomly distributed over a specific area. Even when they are not randomly distributed, the coverage area is often highly asymmetric for sensor nodes, which results in a random connectivity even for the regularly placed nodes. More detailed statistical behavior of some graphs are presented in Appendix A. The parameters used in the simulation are as follows. The window sizes for backoff, listening and acknowledgement are in terms of radio tick period, which is defined to be the bit time, so that the final delay results can be obtained by just multiplying them by the radio tick period for any data rate. To get an estimate of the lifetime of a sensor network, the graphs in Sections 5.5.2 and 5.6 are generated for a 50 kbps data rate.



5.2



Connectivity of Randomly Distributed Nodes



Figure 5.1 shows how connectivity of the network changes as a function of a transmission range measure for different number of nodes in the sensor network. The transmission range measure used in the graph is the ratio of the transmission range of the sensor nodes to the radius of the circle in which they are randomly distributed. This graph is generated in order to choose a transmission 57
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Figure 5.1: Percentage of the average number of nodes connected to AP as a function of the ratio of the transmission range of the sensor nodes to the radius of the circle range that provides the connectivity of a high percentage of the nodes to AP. All of the following simulation results are obtained by choosing the transmission range just to the right of the transition region from unconnected part to connected part. This graph exhibits the asymptotic behavior of the connectivity of the uniformly distributed nodes ([16, 17]). As the number of nodes increases, the transition from the unconnected to connected region is sharper.



5.3



Performance Analysis of Random Access Scheme



5.3.1 Topology Learning Phase Number of Nodes Reached in Flooding Figure 5.2 shows the percentage of the number of nodes that the tree construction packet reaches in flooding for different backoff and listening window sizes (See Figure A.1 for more detailed statisti58
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Figure 5.2: Percentage of the number of nodes reached by flooding out of the number of nodes that are theoretically reachable for 30 nodes cal behavior). It is observed in the graph that all the nodes are guaranteed to receive tree construction packet if the backoff window size is large enough. Even with small window sizes, the tree construction packet reaches above 99% of the nodes in the network because of the redundancy. To explain what we mean by redundancy, let’s define connectivity graph as the graph G = (V, E) such that V is the set of the nodes in the network and (i, j) ∈ E if i and j are in the transmission range of each other. At the power level that provides the connectivity of almost all the nodes in the network, this connectivity graph is expected to be very dense, which means that the average number of neighbors of the nodes in the graph G is large. Therefore, if a node cannot receive flooding packet from one of its neighbors, then it can still be connected to AP via other neighbors.
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Figure 5.3: Maximum delay that tree construction packet experiences Delay Experienced in Flooding from Access Point The delay experienced in the topology learning phase is important in understanding the trade-off between delay and connectivity. We need to know the amount of increase in the delay in order to increase the connectivity level by 1% as the back-off and listening window sizes increase. Figure 5.3 shows the maximum delay that flooding packet experiences for different window sizes (See Figure A.2 for more detailed statistical behavior). It can be seen that the delay increases significantly with the increase in backoff window size whereas it is almost constant with the increase in listening window size. The best strategy in flooding then seems to be choosing a small backoff window size and large listening window size. As backoff window size increases, the percentage of the number of nodes connected to AP increases while also increasing the delay. On the other hand, as listening window size increases, the percentage of the number of successful nodes increase without much change in delay. 60



5.3.2 Topology Collection Phase Number of Nodes Successful in Transmitting to Access Point The topology collection phase is important in terms of collecting maximum amount of data from the sensor network. We simulated two cases for this phase: transmission without acknowledgement and transmission with acknowledgement. In the former, the nodes transmit the next packet in the queue by the channel access mechanism with backoff-listening as described in Section 4.4.1. The latter adds implicit acknowledgement on top of the former. When a node transmits a packet, it listens to channel for the parent to transmit its packets up in the tree. If it does not hear the packet to be transmitted after listening to the channel for a specific amount of time, it retransmits it. The comparison of the two schemes is based on the number of nodes that can send their data back to AP as a percentage of the number of nodes that are reached in flooding.



Transmission without Acknowledgement Figure 5.4 shows that the number of nodes that can send data packets back to AP increases as the backoff window size increases (See Figure A.3 for more detailed statistical behavior). This was expected since the probability of collisions decreases with increase in backoff window size. On the other hand, the percentage of successful nodes does not change much by increasing the listening window size since listening window is on the smaller scale than backoff window size.



Transmission with Acknowledgement Acknowledgement is crucial in guaranteeing the successful arrival of all the packets in the network. In the previous section, we have seen that the percentage of successful nodes increased from 10% to 70% as the backoff window size increases. This can be increased even further by continuing to increase the backoff window size. However, hidden nodes and bad channel conditions still prevent 61
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Figure 5.4: Percentage of the number of nodes reaching AP out of the number of nodes that are reached in flooding without acknowledgement for 30 nodes the successful delivery of all the packets. Acknowledgement is expected to provide the successful delivery of all the transmitted packets in all cases whereas Figure 5.5 shows that this is true only when the backoff window size is large enough (See Figure A.4 for more detailed statistical behavior). The reason for this is that the packets of hidden nodes continue to collide once they transmit their packets at the same time when the backoff window size is on the order of packet transmission time, which is not large enough to break the synchronization. When the backoff window size is large enough, 100% of the nodes are able to transmit back to AP.
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Figure 5.5: Percentage of the number of nodes reaching AP out of the number of nodes that are reached in flooding with acknowledgement for 30 nodes



5.4



Performance Analysis of PEDAMACS Scheme



5.4.1 Number of Successfully Scheduled Nodes Although flooding and collection are intrinsic in random access schemes to be able to send the data samples of each sensor node to AP, these phases are used to learn the topology of the network in PEDAMACS scheme. The only difference in our scheme is that it is not enough for the nodes to be able to send packets to AP. The nodes must also hear from all of their neighbors in the flooding phase to prevent the scheduling of conflicting nodes for the same slot in scheduling phase. The incorrect topology information can be detected by AP by checking whether it receives packets from scheduled nodes. There are many ways to solve this problem. The AP can restart the topology discovery for the unsuccessful nodes so that the topology information from the two consecutive phases are combined assuming the network is static. Another option is to place redundant nodes in the network and schedule another node from the redundant group of the unsuccessful node
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Figure 5.6: Percentage of the number of successfully scheduled nodes out of the number of nodes reaching AP for 30 nodes in the following scheduling phase. The simulations are performed to get an estimate of the average number of nodes that are successfully scheduled. The parameters that will affect this estimate is the backoff and listening window sizes used in flooding phase. The expected behavior of the graph is that the percentage of the number of successfully scheduled nodes increases as the window sizes increase since more transmissions will be successful and the nodes will be able to hear from a larger number of their neighbors. Figure 5.6 shows that the number of successfully scheduled nodes increases slightly as the backoff window size increases(See Figure A.5 for more detailed statistical behavior). Another observation is that the percentage of the number of successfully scheduled nodes is around 90%, which is acceptable.
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5.5



Comparison of PEDAMACS and Random Access Schemes



The two primary criteria in judging PEDAMACS scheme against random access scheme are delay and power consumption. As we have seen in Section 3, the scheduling algorithm can give an upper bound on the maximum delay that is experienced in a sensor network with a pre-specified number of nodes whereas the random access scheme cannot. Also, in our scheme, the nodes put their radio in sleep mode when they are not scheduled to transmit or receive any packet instead of continuously listening to the channel for potential packets as in the random access scheme.



5.5.1 Comparison of Delay The delay comparison of random access and PEDAMACS schemes requires setting the parameters that will be used in random access scheme. As the backoff and listening window sizes increase, all the nodes in the network are observed to receive the tree construction packet in topology learning phase and to reach AP with acknowledgement in topology collection phase. Therefore, back-off and listening window sizes are chosen to be 32768 and 1024 bit times respectively. In order to perform the delay analysis, we also have to set the acknowledgement window size. If the window size is chosen to be very small, the nodes will increase the load in the network by re-sending the packets although the packets are still in the queue waiting for transmission. If the window size is very large then the nodes will wait more than the necessary amount of time. This justifies using the minimum point obtained in Figure 5.7 (See Figure A.6 for more detailed statistical behavior). Although it may be difficult for the random access scheme to adjust the acknowledgement window size to the minimum delay point of the graph, we assume that this is achieved in order to compare the best case of random access scheme with PEDAMACS. As observed in Figure 5.8, as the number of nodes increases, the delay in both schemes increases. The ratio of the delay experienced in random access scheme to that in PEDAMACS scheme is about six. Since the delay values 65
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Figure 5.7: Comparison of the delay of random access and PEDAMACS schemes for 30 nodes and different acknowledgement window sizes in Figure 5.8 are given in terms of bit times, we can say that as the data rate of the network increases, the delay of both schemes decreases inversely proportionally to the data rate while keeping their ratio constant.



5.5.2 Comparison of Power Consumption The operations requiring power in a sensor node are transmission and reception of a packet, listening to the channel, sampling, and running the microprocessor. The power consumption for these basic operations in UC Berkeley motes [2] are given in Table5.1. Power comparison of random access scheme and PEDAMACS is performed by estimating the lifetime of the sensor network with data rate 50 kbps for both schemes. The network lifetime estimate is calculated by obtaining the average energy consumed between two consecutive packet generation of the nodes and the period of packet generation at each node. The average time during which a node transmits, receives a packet, and listens to the channel is calculated using the infor66
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Figure 5.8: Comparison of the delay of random access and PEDAMACS schemes for different number of nodes



operation transmitting one packet receiving one packet listening to channel operating radio in sleep mode clocking energy sampling sensor



power consumption 0.92mJ 0.69mJ 29.71mJ/sec 15µJ/sec 294µJ/sec 1.5µJ/sample



Table 5.1: Power consumption of basic operations in UC Berkeley motes
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mation of packets transmitted across the network, which is provided by the monitoring application. It is assumed that a clock interrupt is received every 1 msec and the sensor is sampled only once during this period. The total energy consumed in one period of packet generation is then calculated by using the energy consumption values given in Table 5.1. The lifetime calculation is performed based on the assumption that sensor nodes run on a pair of AA batteries, which can supply 2200 mAh at 3V. Although the actual lifetime estimate should be performed taking into account network connectivity [19], which depends on the nodes closer to AP forwarding more packets, we ignore this effect just to get an estimate of the average lifetime. Figure 5.9 gives the lifetime estimates for random access and PEDAMACS schemes with packet generation period of 30sec at each node. The difference between random access and PEDAMACS schemes is observed to be significant. The lifetime of the network operating on random access is around ten days whereas that operating on PEDAMACS is around two years. As the number of nodes increases, there is not much change in the lifetime of random access scheme whereas there is a decrease in the lifetime of PEDAMACS scheme. To understand the reason for the drastic difference between random access and PEDAMACS schemes lifetimes and the behavior of the plot with respect to the number of the nodes, the distribution of consumed power in a particular node among transmitting, receiving, listening, sampling, and clock interrupt handling is given in Figure 5.10. As can be seen from the distribution of the energy, the primary cause of the huge difference in lifetime estimates is the energy consumed in listening. This was expected since listening power in receive mode is on the order of mW while it is on the order of µW in sleep mode. If the length of packet generation period increases, the difference is expected to increase even more since the time spent in listening to the channel increases. Other reasons for the difference in lifetime estimates are the different amount of energy spent in
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Figure 5.9: Comparison of the average lifetime of a sensor network operating on random access and PEDAMACS schemes for different number of nodes with packet generation period 30 sec and data rate 50kbps
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Figure 5.10: Distribution of power consumption in different tasks for random access and PEDAMACS schemes with packet generation period 30 sec and data rate 50kbps
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transmission and reception. The average transmit energy difference results from the larger number of messages transmitted in the random access scheme than in PEDAMACS. In random access, retransmissions occur in case of collision whereas there is no retransmission in PEDAMACS since every transmission is scheduled beforehand. The average receive energy difference results from the “overhearing effect”. In random access scheme, when one node transmits a message, all the neighboring nodes receive this packet whereas only the parent of that node receives the packet in PEDAMACS. The reason for the almost constant lifetime of random access scheme with respect to the number of nodes is the dominating effect of listening energy. As the number of nodes increases, the additional burden on the nodes will be the increase in the number of packets transmitted and received. However, since this is only a small percentage of the consumed energy, the lifetime stays almost constant. For the scheduling scheme, the lifetime decreases as the number of nodes increases due to the increase in the number of received and transmitted messages. Figure 5.9 is obtained for a sensor network of data rate of 50 kbps and packet generation period of 30 sec just to get an idea of the system lifetimes and compare the two schemes in terms of power. If the data rate of the system decreases, the delay experienced in the sensor network definitely increases whereas the energy consumption for generating one bit may decrease or increase depending on the hardware. For RFM TR1000 [18], which is the radio used for UC Berkeley motes implementation [2], the energy consumption for generating one bit increases as the data rate of the system decreases because the same current is drawn at the same voltage for a longer time. On the other hand, in general, with many coding schemes, the energy needed to transmit a given amount of information is strictly decreasing in transmission duration. Therefore, it is possible to decrease the energy consumption per packet when data rate decreases. Furthermore, listening to the channel and sampling energies are constant for different data rates. Clocking energy may stay constant or
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increase with data rate depending on the application. Some applications may require sampling the sensors more than once between the packet generations to be able to detect events. For instance, sampling once every 30 sec may be good enough for the detection of the cars in a parking lot whereas sampling at 5-10 kHz is necessary for the detection of moving cars in traffic light application. Sampling at 5-10 kHz increases the energy consumed in sampling by a factor of 150000-30000 compared to the case of sampling every 30 sec, which will cause the sampling energy to dominate as can be seen from the energy distribution graph in Figure 5.10. Therefore, sensors consuming much lower power are needed for this kind of applications.



5.6



Further Improvements in the Performance of PEDAMACS Scheme



We can increase the lifetime of the system even more depending on the application using the above simulation results. If the application does not require generating packets frequently all the time, we can save power by increasing the packet generation period. Also, we can place redundant nodes in the network in order to divide the work that each one has to perform so as to increase their lifetime.



5.6.1 Increasing Packet Generation Period The savings achieved by putting the radio in sleep mode instead of actively listening to the channel depend on the length of listening duration of the nodes. If the length of the packet generation period increases, the time spent in listening to the channel increases, and so the difference between random access and PEDAMACS is expected to increase. Figure 5.11 explores this effect. As the length of packet generation period increases, the lifetime of the system operating on PEDAMACS increases whereas there is no change in the lifetime of the random access scheme. Therefore, for the applications that do not require frequent sampling, for example applications that just require a 71
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Figure 5.11: Lifetime estimate of the network with PEDAMACS for different sampling rates summary of what has happened in the last 2-3 minutes or parking lot at night, the lifetime of the network can be increased even more by increasing the packet generation period. The reason of the increase in lifetime with respect to packet generation period with a slope less than 1 is the energy consumed in clock interrupt handling, which consumes high percentage of the energy as can be seen in Figure 5.10.



5.6.2 Increasing Redundancy in the Network The lifetime of the nodes can be increased even more with PEDAMACS by placing redundant nodes in the network. The network can be clustered into redundant groups, which are defined so that the sample from a node in the group can be substituted by that of any other node in the same group. Redundant groups can be either pre-determined by an addressing scheme or determined by localization. Here, we performed the simulations by placing n nodes (instead of one) in a specific area, all of which have the same topology information, for redundancy level n. We examine the
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Figure 5.12: Lifetime estimate of the network with PEDAMACS for different redundancy levels power savings obtained by using redundant nodes that are scheduled one-by-one once the topology discovery is done. This scheme can even be used to prevent the nodes closer to access point from consuming all of their energy much earlier than other nodes by increasing the number of redundant nodes in their areas. Since clock interrupt handling consumes a lot of power, we assume that the nodes that are not scheduled decreases their clocking rate and increases back in the last part of the packet generation period. In this case, if all the nodes in one redundant group can send their sampling data back, then they will be scheduled 1/N -th of the time otherwise they will be scheduled 1/number of successful nodes in the group-th of the time. Figure 5.12 shows that increasing the redundancy level in the network by a factor of 3 or 4 can increase the lifetime of the network to 5 or 6 years.
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Chapter 6



Conclusion and Future Work We proposed a novel channel access scheme, PEDAMACS, which exploits the application specific characteristics of sensor networks to meet their power, real-time deadline, fairness and congestion control requirements. To our knowledge, no current scheme attempts to satisfy all of these requirements because they all use general ad hoc network random CSMA schemes. The basic assumption of PEDAMACS is that access point (AP), which is the destination of all the sensor data packets in the network, has unlimited power whereas the sensor nodes have to remain alive for several years. AP can then reach all the nodes in the network in one hop by increasing its transmission power level. This helps the nodes to be synchronized easily and to be directly scheduled by AP after a topology update phase assuming static networks, which is true in most of the applications such as parking lot, traffic light. We developed a scheduling algorithm that gives an upper bound on the maximum delay experienced by the packets in the network, which is proportional to the number of nodes. We formulated the problem as minimizing the time necessary for all the packets in the tree network to reach AP where every node has generated exactly one packet at the beginning. After proving that the problem is NP-complete, we presented our scheduling algorithm that performs the scheduling of the nodes
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by transforming the actual tree network to a linear network to limit the number of candidate nodes for each time slot and schedule the nodes at each level separately from other levels. Based on simulations, we observed that PEDAMACS scheme has smaller delay and consumes much less power compared to the random access scheme. The savings in power are achieved by avoiding the overhearing effect through the elimination of the reception of all the packets inside the transmission range, by eliminating the re-transmissions with the direct scheduling of the nodes, and by putting the radio in sleep node when the node is not receiving or transmitting any packet instead of actively listening to the channel all the time. This scheme can be explored further by scheduling the nodes with different packet generation rates or by increasing the degree of freedom through increasing the number of channels to further decrease the delay. Moreover, we observed that redundant nodes increases the lifetime of the system significantly. However, we have only shown the result. The problem of determining redundant groups based on their location and sampling results is another interesting research problem. Furthermore, the power saving mechanisms at physical layer and routing layer should be examined to build a more power efficient system.
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Appendix A



As stated in Section 4.4, the simulations are performed by placing the nodes randomly into a circular area and then repeating the experiment independently. The plots in Chapter 5 are obtained by averaging the results over the different configurations whereas the graphs in this section show the statistical behaviour of the results of these different configurations. The graphs are obtained with the MATLAB boxplot function. For each data point, box and whisker plot is generated. A box has lines at the lower quartile, median and upper quartile values. The whiskers are lines extending from each end of the box to show the extent of the rest of the data. Outliers are data with values beyond the ends of the whiskers.
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Figure A.1: Percentage of the number of nodes reached by flooding out of the number of nodes that are theoretically reachable for 30 nodes
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Figure A.2: Maximum delay that tree construction packet experiences
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Figure A.3: Percentage of the number of nodes reaching AP out of the number of nodes that are reached in flooding without acknowledgement for 30 nodes
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Figure A.4: Percentage of the number of nodes reaching AP out of the number of nodes that are reached in flooding with acknowledgement for 30 nodes
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Figure A.5: Percentage of the number of successfully scheduled nodes out of the number of nodes reaching AP for 30 nodes
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Figure A.6: Comparison of the delay of random access and PEDAMACS schemes for 30 nodes and different acknowledgement window sizes
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