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Penalized Regression Methods for Linear Models in SAS/STAT® Funda Gunes, SAS Institute Inc.



Abstract Regression problems with many potential candidate predictor variables occur in a wide variety of scientific fields and business applications. These problems require you to perform statistical model selection to find an optimal model, one that is as simple as possible while still providing good predictive performance. Traditional stepwise selection methods, such as forward and backward selection, suffer from high variability and low prediction accuracy, especially when there are many predictor variables or correlated predictor variables (or both). In the last decade, the higher prediction accuracy and computational efficiency of penalized regression methods have made them an attractive alternative to traditional selection methods. This paper first provides a brief review of the LASSO, adaptive LASSO, and elastic net penalized model selection methods. Then it explains how to perform model selection by applying these techniques with the GLMSELECT procedure, which includes extensive customization options and powerful graphs for steering statistical model selection.



Introduction Advances in data collection technologies have greatly increased the numbers of candidate predictors in science and business. Scientific applications with many candidate predictive variables include genomics, tumor classifications, and biomedical imaging. Business problems with large numbers of predictors occur in scoring credit risk, predicting retail customer behavior, exploring health care alternatives, or tracking the effect of new pharmaceuticals in the population. For example, credit risk score modeling often requires many candidate predictor variables that reflect a customer’s credit history and loan application to predict their probability of making future credit payments on time. Suppose you have a statistical modeling problem with many possible predictor effects and your goal is to find a simple model that also has good predictive performance. You want a simple model with fewer predictor variables because these models are easy to interpret, and they enable you to understand the underlying process that generates your data. For example, a lender who uses a statistical model to screen customers’ applications needs to explain why the application was denied. Fewer predictor variables also enhance the predictive accuracy of a statistical model. Statistical model selection estimates the prediction performance of different models in order to choose the approximate best model for your data (Hastie, Tibshirani, and Friedman 2001). Traditional model selection methods such as stepwise and forward selection methods achieve simplicity, but they have been shown to yield models that have low prediction accuracy, especially when there are correlated predictors or when the number of predictors is large. The high prediction accuracy and computational efficiency of penalized regression methods have brought them increasing attention over the last decade. Similar to ordinary least squares (OLS) estimation, penalized regression methods estimate the regression coefficients by minimizing the residual sum of squares (RSS). However although they minimize the RSS, penalized regression methods place a constraint on the size of the regression coefficients. This constraint or penalty on the size of the regression causes coefficient estimates to be biased, but it improves the overall prediction error of the model by decreasing the variance of the coefficient estimates. A penalized regression method yields a sequence of models, each associated with specific values for one or more tuning parameters. Thus you need to specify at least one tuning method to choose the optimum model (that is, the model that has the minimum estimated prediction error). Popular tuning methods for penalized regression include fit criteria (such as AIC, SBC, and the Cp statistic), average square error on the validation data, and cross validation. This paper summarizes building linear models based on penalized regression. It then discusses three methods for penalized regression: LASSO, adaptive LASSO, and elastic net. The first example uses LASSO with validation data as a tuning method. The second example uses adaptive LASSO with information criteria as a tuning method. A final example uses elastic net with cross validation as a tuning method. The last section provides a summary and additional information about the GLMSELECT procedure.
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Methodology Overview Linear Models In a linear model, the response variable Y is modeled as a linear combination of the predictor variables, X1 ; : : : ; Xp , plus random noise,



Yi D ˇ0 C ˇ1 Xi1 C    C ˇp Xip C i where ˇ0 ; ˇ1 ; : : : ; ˇp are regression parameters,  is the random noise term, and i is the observation number, i D 1; : : : ; N . Linear models are often preferred to more complicated statistical models because you can fit them relatively easily. Moreover, linearity with respect to fixed functions of the predictors is often an adequate first approximation to more complex behavior. Other methods, such as nonlinear or nonparametric models, become computationally complicated and fail as the number of variables increase. In many practical situations, linear models provide simpler models with good predictive performance (Hastie, Tibshirani, and Friedman 2001). Least squares estimation is the most common method used to estimate regression coefficients for a linear model, it finds the coefficients (ˇ ) that minimize the RSS: RSS.ˇ/ D
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According to the Gauss-Markov theorem, the least squares estimate has the smallest variance among all linear unbiased estimates of ˇ under certain assumptions. However, when the number of predictor variables is large or if there are correlated predictor variables, some of these assumptions are violated. As a result least squares estimates get highly variable (unstable) and the resulting model exhibit poor predictive performance. Another problem with least squares estimation is that it assigns nonzero values to all regression coefficients. Therefore, when there are many predictors, least squares estimation does not necessarily lead to a simple model that identifies the variables that really generated your data. Tackling these problems requires statistical model selection. Model Selection Statistical model selection involves estimating the predictive performance of different models and choosing a single approximate best model from among the alternatives, one that is simple and has good prediction accuracy. It is important to note that you can find only an approximate best model (that is, one that is pretty good), but not necessarily one that represents the underlying truth, because no statistical method can be guaranteed to infallibly determine the underlying truth. In addition, the selected model is not guaranteed to truly optimize the relevant performance criteria because global optimization problems are generally intractable. The best you can do is to use sophisticated methods for efficiently approximating their solution. Traditional selection methods (such as forward, backward, and stepwise selection) are examples of such sophisticated methods. They first identify a subset of predictor variables by successively adding or removing variables (or both), and then they use least squares estimation to fit a model on the reduced set of variables. These traditional selection algorithms are greedy in the sense that they iteratively proceed by taking optimal individual steps. Not only can such greedy methods fail to find the global optimum, but the selected models can also be extremely variable, in the sense that a small change in data can result in a very different set of variables and predictions. When you have correlated predictors or a large number of predictor variables (or both), the instability of traditional selection can be even more problematic (Harrell 2001). Penalized regression addresses this instability by decreasing the variance involved in coefficient estimation. Penalized regression methods are examples of modern approaches to model selection. Because they produce more stable results for correlated data or data where the number of predictors is much larger than the sample size, they are often preferred to traditional selection methods. Unlike subset selection methods, penalized regression methods do not explicitly select the variables; instead they minimize the RSS by using a penalty on the size of the regression coefficients. This penalty causes the regression coefficients to shrink toward zero. This is why penalized regression methods are also known as shrinkage or regularization methods. If the shrinkage is large enough, some regression coefficients are set to zero exactly. Thus, penalized regression methods perform variable selection and coefficient estimation simultaneously.
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Bias-Variance Tradeoff Understanding the bias-variance tradeoff is crucial in understanding penalized regression. The bias-variance tradeoff can be best explained by the mean square error (MSE) of a model, which is basically its expected prediction error. For a model M with regression coefficients ˇQ , the model’s MSE is equal to the sum of its variance and bias as shown by the equation
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where (Xnew , Ynew ) represents new data that are not used to obtain the coefficient estimates ˇQ . Penalized regression methods introduce bias in coefficient estimation by continuously shrinking the regression coefficients. However, this shrinkage provides a decrease in variance. This is called the bias-variance trade-off. Often, the increase in bias is less than the decrease in variance; hence, the resulting model would have a smaller MSE than the unbiased OLS model. Introducing some bias often decreases the variance and hence enable you to find a model whose MSE is lower than the unbiased OLS model. Therefore, penalized regression methods can produce models that have stronger predictive performance for the new data. The MSE of a linear model with regression coefficients ˇQ can be estimated by the average square error (ASE), as shown by the following formula:
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Penalized Regression Methods Penalized regression methods keep all the predictor variables in the model but constrain (regularize) the regression coefficients by shrinking them toward zero. If the amount of shrinkage is large enough, these methods can also perform variable selection by shrinking some coefficients to zero. The following equation shows the general form of the shrinkage and regularization methods for linear models:
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These methods are formulated in the constrained minimization form, where the solution for the vector of regression coefficients, ˇQ , is obtained by minimizing the RSS subject to a penalty on the regression coefficients, P .ˇ/. The shrinkage (tuning) parameter t determines the amount of shrinkage on the regression coefficients. Note that if you choose t to be very large, you do not place a penalty on the size of the regression coefficients and thus the optimum ˇQ is the OLS solution. As t decreases, regression coefficients shrink from the OLS solution toward zero. In the last decade, many different penalized regression methods have been proposed. The LASSO method (Tibshirani 1996), adaptive LASSO (Zou 2006) and elastic net (Zou and Hastie 2005) are the most popular. For each method, the penalty P .ˇ/ < t imposed on the regression coefficients takes a different form as shown in Figure 1:
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Table 1 Popular Penalized Regression Methods



Method
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For LASSO selection, the penalty is placed on L1 norm of the regression coefficients; for adaptive LASSO, the penalty is on weighted L1 norm of the regression coefficients; and for elastic net, the penalty is on the combination of L1 and L2 norms of the regression coefficients. Notice that elastic net includes two tuning parameters, t1 and t2 , whereas LASSO and adaptive LASSO includes only one, t . The penalized regression methods can also be formulated in Lagrangian form as shown in the following equation:
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In Lagrangian form, the shrinkage parameter is a nonnegative number . When =0, the optimum ˇQ is equal to the OLS solution. As  increases, you impose more shrinkage on the regression coefficients; hence, the regression coefficients shrink from OLS solution toward zero. Note that there is a one-to-one relationship between the tuning values of  and t . A penalized regression method produces a series of models, M0 ; M1 ; : : : ; Mk , where each model is the solution for a unique tuning parameter value. In this series, M0 can be thought of as the least complex model, for which the maximum amount of penalty is imposed on the regression coefficients (typically, and not very usefully, setting all regression coefficients to zero), and Mk can be thought of as the most complex model, for which no penalty is imposed and the regression coefficients are estimated by OLS. This series of models can be generated by using specialized algorithms in a computationally efficient way. For example, the computational cost of LASSO for obtaining the whole solution path can be less than one OLS fit when you use the efficient Least Angle Regression (LARS) algorithm (Efron et al. 2004), which constructs a piecewise linear path of solution starting from the null vector towards the OLS estimate. After series of models are produced, you estimate the prediction error for each model and then you choose the model that yields the minimum prediction error. Prediction error of a model can be estimated directly or indirectly. Direct techniques estimate the prediction error by scoring validation data or by using cross validation. Indirect methods estimate the prediction error by making mathematical adjustments to the RSS. Indirect estimation methods use criteria such as AIC, SBC, and the Cp statistic. The following section describe the use of penalized regression methods by using the GLMSELECT procedure, which performs model selection for linear models.



LASSO Selection For a specified tuning value t , LASSO selection finds the solution to the following constrained minimization problem, arg minˇ
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where the LASSO penalty is placed on the L1 norm of the regression coefficients, which is simply the sum of their absolute values. In order for the shrinkage to be applied equally on the regression coefficients, each predictor variable 4



needs to be standardized prior to performing the selection; this is done automatically by the GLMSELECT procedure. Using the coefficients on the same scale also helps produce plots to track the selection process. The following example shows how to apply LASSO selection to a simulated data set. The DATA step code below generates the data set, Simdata. data Simdata; drop i j; array x{5} x1-x5; do i=1 to 1000; do j=1 to 5; x{j} = ranuni(1); /* Continuous predictors */ end; c1 = int(1.5+ranuni(1)*7); /* Classification variables */ c2 = 1 + mod(i,3); yTrue = 2 + 5*x2 - 17*x1*x2 + 6*(c1=2) + 5*(c1=5); y = yTrue + 2*rannor(1); output Simdata; end; run;



The Simdata include 1,000 observations, five continuous variables (x1, . . . , x5), and two classification variables (c1 and c2). As you can see, the response variable is generated from a linear function of only x1, x2, and c1. The following statements request that the GLMSELECT procedure perform a LASSO fit for these data. The validation data approach is used as a tuning method. proc glmselect data=Simdata plots=all; partition fraction(validate=.3); class c1 c2; model y = c1|c2|x1|x2|x3|x4|x5 @2 / selection=lasso(stop=none choose=validate); run;



The MODEL statement request that a linear model be built using all the effects (c1, c2, x1, x2, x3, x4 and x5) and their two-way interactions. The PARTITION statement randomly reserves 30% of the data as validation data and uses the remaining 70% as training data. The training set is used for fitting the models, and the validation set is used for estimating the prediction error for model selection. The SELECTION=LASSO option in the MODEL statement requests LASSO selection. The CHOOSE=VALIDATE suboption in the MODEL statement requests that validation data be used as the tuning method for the LASSO selection. If you have enough data, using a validation data set is the best way to tune a penalized regression method. The observations in the training set are used to produce a LASSO solution path (M0 ; : : : ; Mk ), and the observations in the validation set are used to estimate the prediction error of each model (Mi ) on the solution path. The model that yields the smallest ASE on the validation data is then selected. The “Dimensions” table in Figure 1 show that 106 variables are considered for selection. This is because c1 and c2 are classification effects with several levels and the analysis includes all possible two-way interaction effects. Figure 1 Class Level Information and Dimensions Tables Class Level Information Class



Levels



Values



c1



8



12345678



c2



3



123



Dimensions Number of Effects



29



Number of Effects after Splits



106



Number of Parameters



106



5



Figure 2 shows that 292 observations are reserved for validation data and the rest (708) are reserved for training data. Figure 2



Number of Observations Table



Number of Observations Read



1000



Number of Observations Used



1000



Number of Observations Used for Training



708



Number of Observations Used for Validation



292



Figure 3 shows the ASE of the models on the LASSO solution path separately for the training and validation sets. The LASSO solution path is created on a grid of the tuning parameter value (t ). The X axis shows the normalized tuning values, which are the L1 norm of the regression coefficients divided by the L1 norm of the ordinary least squares solution. Figure 3 Training versus Validation Set Errors



As you move from left to right on the X axis in Figure 3, the amount of shrinkage that is imposed on the regression coefficients decreases. Hence, the model complexity increases from the null model to the full OLS model, with all 106 regression parameters. As the model complexity increases, the ASE on the training data consistently decreases, typically dropping to 0 if you increase the model complexity enough. However, a model that has a training error of 0 is overfit to the training data and will typically generalize poorly on a new data set. Thus, training error is not a good estimate of the prediction error. On the other hand, the prediction error on the validation data first decreases, but then increases; the point of minimum ASE is marked by the vertical line on the plot, at a tuning value of about 0.44. The 6



decrease in the validation error indicates that the effects that join the model before the vertical line are probably the important effects in explaining the variation in the response variable. The subsequent increase indicates that the later effects describe the random noise in the training data, which is not reproducible in the validation data. The model that yields the smallest ASE for the validation data is the selected model that is shown by the vertical line. Figure 4



Coefficient Progression Plot



Figure 4 shows the standardized coefficient estimates as a function of tuning parameter values. It shows that the first variable that joins the model is the interaction effect between x1 and x2 (shown by the dashed yellow line), the second variable is level 2 of the classification variable c1 (shown by the solid red line), and so on. The Y axis shows the standardized coefficient estimates. The vertical line in Figure 4 again indicates the LASSO fit for which the prediction error on the validation data is the smallest. The SAS output (not shown here) shows that the selected model includes 33 effects when the normalized tuning value is 0.5. However, a careful eye would notice that the validation error in Figure 4 does not change much after 0.4. Hence, if your goal is to find a simpler model that has fewer predictor variables, you can use the following statements to request the model that corresponds to the tuning value of 0.4 : proc glmselect data=Simdata; partition fraction(validate=.3); class c1 c2; model y = c1|c2|x1|x2|x3|x4|x5 @2 / selection=lasso(stop=L1 L1choice=ratio L1=.4); run;
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Figure 5 Selected Model LASSO Selection Summary Step
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3
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3



c1_2



4



10.8155



12.1724



4



c1_5



5



5.5538



6.3239*



* Optimal Value of Criterion



Notice that the model at t=0.4 correctly identifies all the true effects (x2, x1*x2, and levels 2 and 5 of c2) that generate the response variable y.



Adaptive LASSO In model selection, the Oracle property (Zou 2006) of statistical estimation method is desirable because it assures two important asymptotic properties: First, it assures that as the sample size approaches infinity, the selected set of predictor variables approaches the true set of predictor variables with probability 1 (selection consistency). Second, it assures that the estimators are asymptotically normal with the same means and covariance that they would have by maximum likelihood estimation, when the zero coefficients were known in advance (estimation consistency). Asymptotically, LASSO has a non-ignorable bias when it estimates the nonzero coefficients; hence LASSO might not have the Oracle property (Fan and Li 2001). Adaptive LASSO, on the other hand, enjoys the Oracle property by allowing a relatively higher penalty for zero coefficients and a lower penalty for nonzero coefficients (Zou 2006). Adaptive LASSO modifies the LASSO penalty by applying weights to each parameter that forms the LASSO constraint. These weights control shrinking the zero coefficients more than they control shrinking the nonzero coefficients:
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By default, the GLMSELECT procedure uses the OLS estimates of the regression coefficients in forming the adaptive weights (wj D 1= j ˇO j). However, the procedure also provides options so that you can supply your own weights. For example, when there are correlated variables or when the number of predictor variables exceeds the sample size, you might prefer using more stable ridge regression coefficients as adaptive weights instead of using OLS coefficients. Similar to LASSO, adaptive LASSO can be solved efficiently by using the LARS algorithm. Analyzing Prostate Data by Using LASSO and Adaptive LASSO An often-analyzed data, Prostate, contains observations from 97 prostate cancer patients (Stamey et al. 1989). Suppose you are interested in building a model that identifies the important predictors of the level of prostate-specific antigen and provides accurate predictions. The following SAS statements create the Prostate data set: data Prostate; input lpsa lcavol lweight age lbph svi lcp gleason pgg45; datalines; -0.43 -0.58 2.769 50 -1.39 0 -1.39 6 0 -0.16 -0.99 3.32 58 -1.39 0 -1.39 6 0 ... more lines ...
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5.583 3.472 3.975 68 0.438 1 2.904 7 20 ;



This data set includes the response variable as the level of prostate-specific antigen (lspa) and the following clinical predictors: logarithm of the cancer volume (lcavol), logarithm of prostate weight (lweight), age (age), logarithm of the amount of benign prostatic hyperplasia (lbph), seminal vasicle invasion (svi), logarithm of capsular penetration (lcp), Gleason score (gleason), and percentage of Gleason scores of 4 or 5 (pgg45). The following statements randomly reserve one third of the data as the test data (TestData) and the remaining two thirds as the training data (TrainData.) Unlike validation data, test data are not used to choose the final model for a particular technique such as LASSO. Instead test data are used in assessing the generalization of the final chosen model. data TrainData TestData; set prostate; if ranuni(1)


The following calls to the GLMSELECT procedure request that a linear model be built for the Prostate data (by using all eight predictor variables) to predict the level of prostate-specific antigen. The first PROC GLMSELECT call requests the LASSO method, and the second PROC GLMSELECT call requests the adaptive LASSO method. In both calls, the test data are specified by the TESTDATA= option in the PROC GLMSELECT statement, and the CHOOSE= suboption in the MODEL statement specifies the SBC criterion for model selection. proc glmselect data=TrainData testdata=TestData plots=all; model lpsa=lcavol lweight age lbph svi lcp gleason pgg45 / selection=lasso( stop=none choose=sbc); run; proc glmselect data=TrainData testdata=TestData plots=all; model lpsa=lcavol lweight age lbph svi lcp gleason pgg45 / selection=lasso(adaptive stop=none choose=sbc); run;



Figure 6 shows that, although the solution paths are slightly different, LASSO and adaptive LASSO select the same set of predictor variables (lcvol, svi, lweight) when they use SBC as a tuning method, and the estimated coefficient values are similar. Figure 6 Coefficient Progression Plots LASSO



Adaptive LASSO



Figure 7 shows the fit statistics of the selected models by using LASSO and adaptive LASSO. Notice that the ASE of the test data for adaptive LASSO (0.58521) is slightly less than the one for LASSO (0.59053).
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Figure 7 Fit Statistics Tables LASSO
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The main advantage of adaptive LASSO over LASSO is its asymptotic consistency, which can make a difference for very large data sets. However, asymptotic consistency does not automatically result in optimal prediction performance, especially for finite samples. Hence, LASSO can still be advantageous in difficult prediction problems (Zou 2006).



Elastic Net Although LASSO selection performs well for a wide range of variable selection problems, it has some limitations when the number of predictor variables (p ) is much larger than the sample size (n), p >> n. Examples of a “large p, small n” problem occur in text processing of Internet documents, microarray analysis, and combinatorial chemistry. For example, in a microarrays analysis p can be around 10,000s, whereas n is often less than 100. One limitation of LASSO selection is that the number of predictor variables it selects cannot exceed the sample size. The other limitation of LASSO occurs when there are groups of correlated variables. LASSO fails to do a group selection by selecting only one variable from a group and ignoring the others. For example, genes that share the same biological pathway can be thought as forming a group, and you would want to identify these genes as a group. Elastic net removes the limitation on the number of selected variables and performs group selection by selecting all the variables that form the group (Zou and Hastie 2005). Elastic net solves the following optimization problem:
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where the penalty is placed on both the L1 norm ( j D1 j ˇj j) and the L2 norm ( j D1 ˇj2 ) of the regression coefficients. The L1 part of the penalty performs variable selection by setting some coefficients to exactly 0, and the L2 part of the penalty encourages the group selection by shrinking the coefficients of correlated variables toward each other. The same problem can be rewritten in the following Lagrangian form, where 1 and 2 are the tuning parameters:
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Simple Simulation Example The following simple simulation example is taken from the original elastic net paper (Zou and Hastie 2005), which shows how elastic net performs group selection as opposed to LASSO. Suppose there are two independent “hidden” factors (z1 and z2 ) that are generated from a uniform distribution for the range of 0 to 20:



z1 ; z2  unif orm.0; 20/ The response vector is generated by:



y D z1 C 0:1z2 C N.0; 1/ Suppose the observed predictors ( x1 ; x2 ; : : : ; x6 ) are generated from the “hidden” factors (z1 , z2 ) in the following way:



x1 D z1 C 1 ; x2 D



z1 C 2 ; x3 D z1 C 3



x4 D z2 C 4 ; x5 D



z2 C 5 ; x6 D z2 C 6



Based on the simulation setup, for a linear model where y is the response variable and x1 ; : : : ; x6 are the explanatory variables, a good selection procedure would identify x1 , x2 , and x3 (the z1 group) together as the most important variables. Figure 10 shows coefficient progression plots that are generated by LASSO and elastic net selection. Figure 8 Coefficient Progression Plots LASSO



Elastic Net



Figure 10 shows that, in elastic net selection, x1 , x2 , and x3 variables join the model as a group long before the other group members x4 , x5 and x6 , whereas in LASSO selection the group selection is not clear. Also the elastic net solution path is more stable and smoother than the LASSO path. Cross Validation and External Cross Validation When you have many predictor variables and data are scarce, setting aside validation or test data is often not possible. Cross validation uses part of the training data to fit the model and a different part to estimate the prediction error. For a k -fold cross validation, you split the data into k approximately equal-sized disjoint parts. You reserve one part of the data for validation, and you fit the model to the remaining k 1 parts of the data. Then you use this fitted model to calculate the prediction error for the reserved part of the data. You do this for all k parts, and summation of k estimates of the prediction error divided by the total training sample size yields the k -fold cross validation error. Because calculation of cross validation error for k -fold requires fitting k models, using cross validation can become computationally demanding as you increase the number of folds. The regular cross validation method (CV) that is available in the GLMSELECT procedure uses the OLS estimation to obtain the prediction error for each of the k 1 parts of the data, regardless of which estimation method is specified in the MODEL statement. The external cross validation method (CVEX), on the other hand, uses the selection method specified in the MODEL statement to estimate the cross validation error. Therefore, for penalized regression problems, you should specify CVEX instead of CV in the CHOOSE= option. For more information about external cross validation see the “Details” section of the PROC GLMSELECT documentation in the SAS/STAT Users’ Guide. 11



Choosing the Tuning Values for Elastic Net Because elastic net handles “large p, small n” problems nicely, you do not want to decrease your sample size even more by setting aside validation or test data sets. Therefore, cross validation is the recommended method for choosing the tuning parameters. In elastic net, the penalty is placed on both the L1 norm and the L2 norm of the regression coefficients; hence you must specify methods to choose both tuning parameters, 1 and 2 . A typical approach for choosing the tuning values is to first run the analysis on a grid of 2 values, such as (0, 0.01, 0.1, 1, 10, and 100). For each 2 value, the GLMSELECT procedure uses the efficient LARS-EN algorithm to produce the whole solution path that depend on 1 . Then for each 2 value, you can choose the 1 value that yields the smallest k -fold cross validation error. After this step, you can choose the 2 value that yields the minimum k -fold cross validation error. Analyzing Prostate Data by Using Elastic Net Figure 9 displays the correlation matrix for the eight predictors of the Prostate data. You can see that there is some significant correlation between the predictor variables, where the highest is 0.75 (between gleason and pgg45). Because of this correlation between the predictor variables, elastic net selection might be more suitable for analyzing the prostate data. Figure 9



Correlation Matrix for the Prostate Data



Pearson Correlation Coefficients, N = 97 Prob > |r| under H0: Rho=0 lcavol



lweight



age



lbph



svi



lcp



gleason



pgg45



lcavol



1.00000



0.28052 0.0054



0.22500 0.0267



0.02735 0.7903



0.53885 


0.67531 


0.43242 


0.43365 


lweight



0.28052 0.0054



1.00000



0.34797 0.0005



0.44226 


0.15538 0.1286



0.16454 0.1073



0.05688 0.5800



0.10735 0.2953



age



0.22500 0.0267



0.34797 0.0005



1.00000



0.35019 0.0004



0.11766 0.2511



0.12767 0.2127



0.26889 0.0077



0.27611 0.0062



lbph



0.02735 0.7903



0.44226 


0.35019 0.0004



1.00000



-0.08584 0.4031



-0.00700 0.9458



0.07782 0.4487



0.07846 0.4449



svi



0.53885 


0.15538 0.1286



0.11766 0.2511



-0.08584 0.4031



1.00000



0.67311 


0.32041 0.0014



0.45765 


lcp



0.67531 


0.16454 0.1073



0.12767 0.2127



-0.00700 0.9458



0.67311 


1.00000



0.51483 


0.63153 


gleason



0.43242 


0.05688 0.5800



0.26889 0.0077



0.07782 0.4487



0.32041 0.0014



0.51483 


1.00000



0.75190 


pgg45



0.43365 


0.10735 0.2953



0.27611 0.0062



0.07846 0.4449



0.45765 


0.63153 


0.75190 


1.00000



The following statements requests to build a model for Prostate using elastic net. The L2= suboption of the SELECTION= option in the MODEL statement specifies the tuning value of 2 as 0.1, and the CHOOSE= suboption requests that external cross validation be used for determining the tuning value 1 . The CVMETHOD=requests that tenfold cross validation be used. proc glmselect data=TrainData testdata=TestData plots(stepaxis=normb)=all; model lpsa = lcavol lweight age lbph svi lcp gleason pgg45 /selection=elasticnet(L2=0.1 stop=none choose=cvex) cvmethod=split(10); run;



Figure 10 shows the parameter estimates and the fit statistics of the model that is selected by elastic net. In addition to the three predictors (lcavol, lweight, and svi) selected by both LASSO and adaptive LASSO, elastic net chooses two more variables (lcp and pgg45). However, notice that the coefficient estimates of these two parameters are very close to 0 (0.0303 and 0.0015). The ASE of the test data is 0.58317, which is slightly less than the ASE of the models that are selected by LASSO (0.59053) and adaptive LASSO (0.58521).
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Figure 10 Parameter Estimates and Fit Statistics Table



Selected Model



Selected Model Parameter Estimates Parameter



DF



Estimate



Intercept



1



-0.218325



lcavol



1



lweight



Root MSE



0.70663



Dependent Mean



2.58256



R-Square



0.6682



Adj R-Sq



0.6423



AIC



29.11264



0.444499



AICC



30.91909



1



0.551577



SBC



-29.39639



svi



1



0.579602



ASE (Train)



0.45653



lcp



1



0.030312



ASE (Test)



0.58317



pgg45



1



0.001500



CVEX PRESS



0.52444



SUMMARY This paper summarizes penalized regression methods and demonstrates how you can use the GLMSELECT procedure to perform model selection by using LASSO, adaptive LASSO and elastic net methods. Because of its stability, higher prediction accuracy, and computational efficiency, penalized regression has become an attractive alternative to traditional selection for correlated data or data that have large number of predictor variables. Several simulated data examples show the strengths of each method. The GLMSELECT procedure is a powerful model selection procedure for linear models; it offers extensive customization options and effective graphs to control selection. It supports partitioning the data into training, validation, and test sets;a variety of fit criteria, such as AIC and SBC; and k -fold cross validation to estimate prediction error. It also enables you to define spline effects for continuous variables, and it supports selecting individual levels of classification effects. In addition to providing penalized regression methods and traditional selection methods, the procedure offers specialized methods for model selection, such as bootstrap based model averaging (Cohen 2009). For more information about the GLMSELECT procedure, see the chapter “The GLMSELECT Procedure” in the SAS/STAT Users’ Guide.
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