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Review of Perceptual Computing: Aiding People in Making Subjective Judgments, Jer r y Mendel and Dongrui Wu (IEEE Press, John Wiley & Sons, Hoboken, N.J., 2010)



T



he NAFIPS 2008 conference in Manhattan featured a plenary lecture by Professor Lotfi Zadeh. Walking up to the white board, Prof. Zadeh drew a large “T ”, then turned to the audience and said, “If T is a theory, then T can be fuzzified.” In their new book Perceptual Computing: Aiding People in Making Subjective Judgments, Jerry Mendel and Dongrui Wu have taken a major step in advancing this notion to: “If T is a type-1 fuzzified theory, then T can be interval type-2 fuzzified.” The specific theories addressed in this book are concerned with fuzzy rule-based systems and fuzzy weighted averages, in which the fuzzy membership functions (MF) of the input, output and internal variables take interval values, reflecting imprecision in one’s knowledge of the MF itself. This imprecision is routinely encountered in dealing with human perceptions of the meanings of descriptive words (e.g., small, long, fast, etc.) associated with such variables, where different individuals typically have different notions regarding the disposition of the degrees of membership in a particular fuzzy set. The familiar type-1 fuzzy set fails to capture this Digital Object Identifier 10.1109/MCI.2011.940629 Date of publication: 13 April 2011



ambiguity in membership values, thus motivating the extensions described in this book. Zadeh [1] coined the phrase “computing with words” (CWW) to describe methods in which the objects of computation are words and propositions drawn from a natural language. “Perceptual computers” (Per-C) is the ter m assigned by Mendel and Wu to describe classes of mathematical devices that operate upon data described imprecisely as fuzzy sets having imprecise MFs. Interval type-2 (IT2) fuzzy sets (aka “ i n t e r va l - va l u e d ” fuzzy sets) represent the simplest generalization of type-1 fuzzy sets that allow such imprecision in the MF to be modeled explicitly, and their computational simplicity provides a straightforward, feasible approach to implementing Per-C’s using these sets. We should note recent advances [2] in general type-2 fuzzy set operations that enable more sophisticated approaches to Per-C computations. However, the greater difficulty of eliciting realistic descriptions of general type-2 MF representation from human subjects remains a challenge. This book deals with the three basic operations that are required to construct a



Per-C: 1) the encoding problem of translating perceptual inputs in the form of words (typically supplied by humans) into IT2 fuzzy sets; 2) the computational engine problem of operating upon these inputs in a mathematically principled manner to produce the corresponding output IT2 fuzzy sets; and 3) the decoding problem of assigning the outputs to words or classes, or ranking the outputs so that the best one(s) can be chosen. The first six chapters of the book lay out the author’s general theoretical approaches to these problems using IT2 fuzzy rule-based systems and weighted averages. These are followed by four chapters illustrating their methods on practical example problems in finance, social judgments, procurement and journal publication evaluation. The breadth of these applications is indicative of the wide appeal of their approaches, as the reviewer can also testify from personal experience in applying these approaches to problems in the financial, mining and cyber-security industries. The first chapter introduces the authors’ notions of a Per-C and presents a brief summary of the historical and philosophical foundation of their architecture. It also outlines the example problems that are developed in greater detail in later chapters. Their basic
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premise for using IT2 fuzzy sets to represent words is the adage, “words can mean different things to different people”. From this, the authors conclude that a type-1 fuzzy set is inadequate for modeling words, since its associated certainty of membership values at each element of the set violates the implicit ambiguity demanded by this adage. Chapter 2 of the book provides a brief but eminently readable tutorial on IT2 fuzzy sets, focusing on the KarnikMendel (KM) algorithm as the means of type-reducing an IT2 fuzzy MF to an interval type-1 MF via the computation of its centroid, whereupon defuzzification results simply from taking the midpoint of this interval. This chapter also introduces some of the peculiar notation that has evolved with the development of type-2 fuzzy sets. More mathematically inclined readers, who may be frustrated by some of the notation and conventions used in this chapter, may consult a recent short paper by Aisbett, et. al., [3] for a mapping of these terms to standard mathematical notation. Additional background material in this chapter include the type-2 fuzzy set Representation Theorem of Mendel and John [4], IT2 set theoretic operations such as union and intersection, properties of the centroid of IT2 fuzzy sets and the cardinality of an IT2 fuzzy set. Also included in this chapter is an appendix presenting the author’s enhanced version of the KM algorithm, which demonstrates in their simulations a 39% reduction in computation time over the standard version of the KM algorithm. The encoding problem is the subject of Chapter 3. This material is based largely upon the developments of Liu and Mendel [5]. The problem addressed is the gathering and conversion of data from human subjects regarding their perception of words into (IT2) fuzzy membership functions, thereby establishing a mathematically expressible vocabulary of descriptive inputs upon which a Per-C can operate. The combination of fuzzy and statistical approaches to this problem is denoted as fuzzistics, a term coined previously by Mendel. The authors first describe two earlier approaches to this
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problem: the “person footprint of uncertainty (FOU)” approach, and the “interval endpoint” approach. The first of these involves collecting full individual IT2 MFs from a multiplicity of individuals, taking their union to arrive at a consensus IT2 MF, and then approximating the latter MF by a simple mathematical representation (e.g., one with trapezoidal upper and lower MFs, denoted respectively UMF and LMF). The disadvantage of this approach is that it presumes detailed understanding of the meaning of an IT2 fuzzy MF on the part of the human subjects, which is unrealistic for most applications. The second approach solicits interval data on a continuous scale (e.g., 0-10) from individuals to describe their perception of the range encompassed by individual descriptive words, which is a more feasible task for non-experts in fuzzy systems. A composite interval is then estimated using sample statistics, and this interval is then mapped into a symmetric IT2 MF model chosen ahead of time. The finale to this latter process has obvious shortcomings in overly constraining the final MF shape. An additional but more subtle problem is that if all subjects provide identical intervals, the resulting IT2 MF does not collapse to a type-1 MF. This leads to a presentation of the “interval” approach, which is an eclectic combination of the earlier approaches. The interval data collected from human subjects are first preprocessed to eliminate bad data points and outliers. Based on the surviving intervals, a decision is made as to the general shape of the ultimate IT2 MF, with the choices being an interior (mid-range), or a left- or rightshoulder MF. Each surviving interval is mapped into a corresponding type-1 symmetric triangular or left- or rightshoulder MF. The union of these type-1 MFs then produces the final IT2 MF. The interval approach to fuzzistics eliminates the undesirable features of both the person FOU and the interval endpoint approaches. One of the useful elements of this chapter is a 32-word vocabulary of terms describing fuzzy amounts ranging from “none to very little” up to “maximum amount”, with the
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corresponding trapezoidal UMF and LMF parameters for their IT2 MFs, along with the centroid intervals and the (defuzzified) centers of these intervals. These MFs were extracted from a group of 28 subjects. Subsets of this vocabulary can be used universally in many applications. Chapter 4 considers the decoding problem of mapping the output of a Per-C computational engine into a recommendation, which can take the form of a word, a rank among various alternatives, or a class selection. The authors present three general approaches to facilitating this mapping, respectively: 1) IT2 similarity measures for comparing two IT2 fuzzy MFs; 2) IT2 ranking methods for rank ordering a collection of IT2 fuzzy sets; and 3) fuzzy subsethood measures for calculating the degree to which one IT2 fuzzy set is a subset of another. After very brief surveys of alternative formulations of this mapping, the authors settle upon the Jaccard similarity measure, a centroid-based ranking method of their own design, and the subsethood measure of Vlachos and Sergiadis [6], respectively. While this reviewer is not in complete agreement with the authors’ premise regarding the criteria that lead to the selection of these measures, they certainly constitute a reasonable choice among other legitimate alternatives. The balance of this chapter presents simulation results for the chosen measures using the vocabulary introduced in Chapter 3, along with appendices containing proofs of various features of these measures. Chapters 5 and 6 address the design of the Per-C computational engine, which lies at the heart of the CWW paradigm. There are of course many possible approaches to the manipulation of words to draw inferences, something humans do routinely throughout our waking hours every day. Indeed, the machine implementation of this type of processing, which falls under the general rubric of “computational intelligence”, gives this magazine its name, and has been the particular focus of Professor Zadeh, the founder of fuzzy theory, in recent years.



One of the most significant accomplishments of Mendel and Wu has been to select, from among the large space of possible approaches, two of the simplest and most familiar methods to practitioners, and provide a full development of these cases. The first of these—the weighted average—is perhaps the earliest and most common form of aggregation of multiple variables. The second—a set of IF-THEN rules—is the basis for most engineering applications of fuzzy logic. In these two chapters, the authors present the underlying mathematics for Per-C implementations of these processes, which operate upon IT2 fuzzy input variables to produce corresponding IT2 fuzzy output variables, which are then decoded into recommendations. As with other approaches to Per-C computations, Zadeh’s Extension Principle and the a-cut Decomposition Theorem play fundamental theoretical roles in these developments. Chapter 5 is devoted to “novel weighted averages”, which is the authors’ term for fuzzy extensions of the traditional “crisp” weighted average in which both the variables and weights have singleton values, and the numerator sum of the products of variables and weights is normalized by a denominator sum of the weights. This case is first extended to “interval weighted averages” where the variables and/or weights take crisp interval fuzzy MFs, reflecting the simplest form of imprecision in their values. When the weights in particular have interval values, their presence in both the numerator and denominator make it invalid to calculate the weighted average using straightforward interval arithmetic, as the latter demands independent values of all variables involved. Instead one must use the KM algorithm for this calculation, resulting in an interval value for the average. The interval results are then extended to the case of type-1 “fuzzy weighted averages” with convex fuzzy MFs of the variables and/or weights by invoking the Decomposition Theorem. This in turn leads to “linguistic weighted averages”, where the weights and variables take IT2 fuzzy MFs, and the IT2 MF of the average is uniquely determined by



calculating its corresponding type-1 UMF and LMF. The development concludes with a brief discussion of ordered linguistic weighted averages (OLWA), which are a weighted average computed upon a rank-ordered set of variables where both weights and variables take IT2 MFs, and the rank ordering of the variables is performed on their defuzzified centroids. This chapter also includes brief appendices on the Extension Principle and the Decomposition Theorem. The second approach to a Per-C implementation, i.e., a set of IF-THEN rules operating upon IT2 antecedent variables, is covered in Chapter 6. The authors begin with a brief overview of singleton-input IT2 fuzzy logic systems, describing how the firing interval of each rule is mapped via the “sup-star” composition into a corresponding IT2 output MF, after which these MFs are aggregated (e.g., using the union operator) into an overall output IT2 MF, which can be type-reduced and defuzzified to yield a singleton output value. This leads into the presentation of “perceptual reasoning”, their term for an IT2 fuzzy logic system in which the aggregation of fired rules must result in an output IT2 MF that resembles (has a similar shape to) one of the MFs used in the encoding of words, i.e., either a leftor right-shoulder or an interior IT2 MF. The net result is a mapping of input words to output words (and then possibly to a resulting recommendation such as a rank or class), thus yielding a true CWW inference engine. The constraint on the output MF of each rule is accommodated by calculating a “firing level” for each rule, which is the t-norm conjunction of the Jaccard similarity between the input IT2 MF with the antecedent IT2 MFs, all of which are word-type MFs. Using these firing levels as the weights in a weighted average of the consequent MFs (which also are word-type MFs) produces an overall output IT2 MF having a left- or right-shoulder or interior shape, similar to those used for word vocabularies. The authors illustrate this with a couple of examples, and then conclude with proofs of the essential results in an appendix.



Chapters 7-10 are devoted to detailed examples of how the two Per-C implementations can be applied to practical problems. These chapters consume a good fraction of the book, and provide valuable, comprehensive illustrations of the authors’ design approach to CWW problems. Chapter 7 presents an investment judgment advisor, which is directed toward the evaluation of different investment alternatives (e.g., commodities, stocks, gold, etc.) subject to different investment criteria (e.g., capital risk, inflation risk, return, liquidity, etc.) associated with each alternative. Each alternative is encoded into a word-based description of its degree of satisfaction of each criterion. The criteria themselves are encoded into word-based descriptions of their importance in the investors’ decision. All of these words have corresponding IT2 MFs defined on a 0-10 domain. A linguistic weighted average is computed for each alternative, with the criteria as weights. The output IT2 MFs of the alternatives are then ranked and compared both by rank and by risk band (which is related to their centroid width) to determine an appropriate allocation of the investors’ capital. A light-hearted example having to do with judgment of flirtation by various cues (e.g., smiling, touching, eye contact) is the subject of Chapter 8. Single- and two-antecedent rules are used to map word-based representations of the degree to which these cues are observed into corresponding degrees of flirtation. Social judgments of this sort illustrate the degree to which perceptual computing can accommodate subjective, human-centric situations. The example in Chapter 9 concerns hierarchical judgments in a procurement problem. In this example, there are multiple levels of linguistic weighted averages concerning the performance characteristics, maintenance requirements, costs and advancement capabilities of various missile systems, along with importance judgments of each criterion. Each system is evaluated with respect to this hierarchy of linguistic weighted averages, and the systems are then ranked for selection of the best system.



MAY 2011 | IEEE COMPUTATIONAL INTELLIGENCE MAGAZINE



61



The final example in Chapter 10 is apropos to the editors of IEEE journals— a journal publication judgment advisor. This again takes the form a of hierarchical linguistic weighted average, where the lower level of the hierarchy represents the word-based judgments of individual papers with respect to various criteria (e.g., technical merit, depth, clarity, etc.) by different reviewers, along with the reviewers’ self-assessment of their expertise in the papers’ field. The mid- and upper levels of the hierarchy represent the word-based judgments of associate editors and/or editors in chief. The final output MF of the linguistic average is then classified into one of three classes: accept, rewrite or reject, on the basis of its similarity to three specified class MFs that span the range of judgment scores. This book is appropriate for use in engineering and computer science curricula at the advanced undergraduate or graduate level. The first six chapters can be used in courses devoted primarily to
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inherent ambiguities in the meanings of words, if one wishes to compute with words exclusively from the input to the output of a system, the methods and techniques described in this book provide an essential foundation for the implementation of this process. I highly recommend this book to anyone having an interest in computational intelligence using fuzzy systems. References [1] L. A. Zadeh, “Fuzzy logic = computing with words,” IEEE Trans. Fuzzy Syst., vol. 4, pp. 103–111, 1996. [2] C. Wagner and H. Hagras, “Toward general type-2 fuzzy logic systems based on zSlices,” IEEE Trans. Fuzzy Syst., vol. 18, no. 4, pp. 637–660, 2010. [3] J. Aisbett, J. T. Rickard, and D. Morgenthaler, “Type2 fuzzy sets as functions on spaces,” IEEE Trans. Fuzzy Syst., vol. 18, no. 4, pp. 841–844, 2010. [4] J. M. Mendel, R. I. John, and F. Liu, “Interval type2 fuzzy logic systems made simple,” IEEE Trans. Fuzzy Syst., vol. 14, no. 6, pp. 808–821, 2006. [5] F. Liu and J. M. Mendel, “Encoding words into interval type-2 fuzzy sets using an interval approach,” IEEE Trans. Fuzzy Syst., vol. 16, no. 4, pp. 1503–1521, 2008. [6] I. Vlachos and G. Sergiadis, “Subsethood, entropy, and cardinality for interval-valued fuzzy sets—An algebraic derivation,” Fuzzy Sets Syst., vol. 158, pp. 1384– 1396, 2007.
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generated a design solution with a user prescribed probability of success in meeting all design specifications in the presence of uncertainties. The evolutionary design of an electromagnet is used to illustrate the proposed approach.” Diversity Improvement by Non-Geometric Binary Crossover in Evolutionary Multiobjective Optimization, by H. Ishibuchi, N. Tsukamoto and Y. Nojima, IEEE Transactions on Evolutionary Computation, Vol. 14, No. 6, December 2010, pp. 985-998. Digital Object Identifier: 10.1109/ TEVC.2010.2043365 “Conventional crossover operators for binary strings can reduce the spread of solutions along the Pareto front of an evolutionary multiobjective optimization problem. The others propose a non-geometric crossover operator that does not lie on a segment between the two parents in genotype space. Their new operator is tested on different size multiobjective knapsack problems.” 62



the theory of perceptual computing. The examples in chapters 7-10 can be used as illustrations for such a class, or more extensively in application-oriented courses, or better yet, as references when assigning a perceptual computing problem to be addressed as a term project or perhaps a masters’ thesis. They also provide panoply of design approaches for practitioners looking to incorporate this technology into their own applications. In summary, Mendel and Wu have provided an extraordinarily useful collection and exposition of both theoretical and practical results in the use of IT2 fuzzy systems to address perceptual computing problems. Some may argue whether IT2 MFs (with their abrupt changes from unity to zero membership) are adequate representations of the imprecision in a fuzzy MF. Others may be skeptical as to whether the additional computations involved over type-1 fuzzy systems are justified in some applications. However, given the
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Current Frontiers in Computer Go, by A. Rimmel et al., IEEE Transactions on Computational Intelligence and AI in Games, Vol. 2, No. 4, December 2010, pp. 229-238. Digital Object Identifier: 10.1109/ TCIAIG.2010.2098876 “Go offers a grand challenge for AI and CI, and has proved to be a much tougher challenge than Chess, for example. Monte Carlo Tree Search (MCTS) has revolutionized the world of Computer Go, leading to performance that seemed unthinkable until the last few years. This paper reviews the current state of the art and explains the common features of the current leading computer players and where they differ. The paper also provides some insight into the engineering effort required to take a simple and elegant idea (MCTS) and tune it with algorithm modifications and heuristics
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in the pur suit of world-leading performance.” IEEE Transactions on Autonomous Mental Development



Body Schema in Robotics: A Review, by Hoffmann, M. et al., IEEE Transactions on Autonomous Mental Development, Vol. 2, No. 4, December 2010, pp. 304−324. Digital Object Identifier: 10.1109/ TAMD.2010.2086454 “The authors review the body representations in biology from a functional or computational perspective to set ground for a review of the concept of body schema in robotics. Starting from the question of how a robot can improve its capabilities by being able to automatically synthesize, extend, or adapt a model of its body, the authors summarize the research area in which robots are used as tools to verify hypotheses on the mechanisms underlying biological body representations.”
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