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Abstract Low Extra Delay Background Transport (LEDBAT) congestion control algorithm is designed to address the unfairness caused by applications that use multiple TCP connections for data transfer. To allow efficient data transfer when no other traffic exists, a LEDBAT source saturates a bottleneck link while maintaining the access router queue delay at or below a pre-defined target. The source rapidly reduces its sending rate upon the arrival of a new traffic. This thesis analyses the impacts of TCP New reno, congestion window gain, and delay variability on the throughput and fairness objectives of LEDBAT. Our analysis shows several shortcomings of LEDBAT in terms of performance. In particular, the analysis shows that LEDBAT throughput may be too low for some applications in the presence of TCP and illustrates that throughput and fairness of LEDBAT can be poor if low gain is used in LEDBAT startup phase and high gain in LEDBAT steady state or route changes occur during a connection. Based on the analysis, we propose two extensions: Dynamic Minimum Congestion Window for LEDBAT (DW-LEDBAT) which improves the performance of LEDBAT in the presence of TCP by estimating a dynamic minimum congestion window; and Dynamic Gain for LEDBAT (DG-LEDBAT) which enhances LEDBAT performance by using different values of gain during a connection useful especially in high speed networks. Performance evaluation of DW-LEDBAT shows that DW-LEDBAT’s throughput is not only higher than LEDBAT’s in the presence of TCP but also grows as the bottleneck capacity increases unlike the original LEDBAT. Analysis of DG-LEDBAT shows that a better trade-off is achieved between throughput for the LEDBAT source and fairness with other sources. DG-LEDBAT also provides the ability to tune LEDBAT depending on requirements, throughput or fairness. Additionally, we show that LEDBAT performance is severely affected by delay variability due to route changes necessitating the need for a more robust and efficient LEDBAT when route changes.
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Chapter 1 Introduction



1.1



Motivation



Modern applications, such as Peer-to-Peer (P2P) file sharing and other similar applications, are becoming increasingly popular among users in the Internet. A common feature of most of these applications is that they use multiple transport connections for data transfer. This reduces data transfer time, resulting in an increased application throughput, a desirable performance metric for end-users. However, by using multiple connections, these applications aggravate the problems of: 1) unfairness among users and applications; 2) large delay for low-latency tolerant applications; caused by Transmission Control Protocol (TCP) widely deployed congestion control algorithm. In TCP congestion control, a source increases its sending rate until a packet loss is detected. As uplinks of most access networks of Internet Service Provider (ISP) are bottlenecks with relatively large buffer size [2, 63], the applications can quickly drive queue delay to hundreds of milliseconds. Such delays significantly degrade the performance of real-time applications such as voice, video, and game, especially when the access router queue uses First In First Out (FIFO) queue discipline. To remedy the unfairness and large delay problems caused by TCP, a working group in Internet Engineering Task Force (IETF) [28] proposed the Low Extra Delay Background Transport (LEDBAT) as an alternative for Internet applications that use multiple TCP connections [63] for data transfer. In order to ascertain if LEDBAT is a suitable congestion control algorithm for this purpose, there is need to carry out an extensive performance analysis of the algorithm for predicting the user acceptability.



1.2



Problem Statement



LEDBAT reacts to congestion in a network earlier than the TCP loss based congestion control algorithm. No work has reported the threshold of the bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window in the presence of TCP. Considering this case is important as different cases of the bottleneck buffer size could exist when LEDBAT share a bottleneck link with TCP. In addition to knowing how LEDBAT performs in the presence of TCP, there is still a gap in the knowledge of the performance impact of gain on LEDBAT. The gain is a multiplier constant parameter in the novel algorithm. As assumed in the LEDBAT algorithm, the only variable component of round trip time (RTT) is the queue delay at the bottleneck router. Insights into the impact of other variable components of delay (e.g. due to rerouting, variable link delay) will help in considering LEDBAT as a suitable congestion control algorithm in the Internet. 1



1.3



Aims of the Thesis



This thesis aims at achieving the following goals: • To quantify the performance impact of TCP traffic, in particular using New Reno congestion control, on LEDBAT. • To identify the design trade-offs in the LEDBAT algorithm, focusing on its response to varying congestion window gain, delay, and minimum congestion window size. • To develop a dynamic minimum congestion window estimation algorithm for LEDBAT in order to improve LEDBAT throughput. • To develop a dynamic gain selection framework and optimize the value of gain for improved LEDBAT throughput and fairness. 1.4



Contributions of the Thesis



The contributions of this thesis are based on theoretical and simulation analysis, algorithm design and implementation, and validation via simulations. The following points summarize the contributions: 1. Shows the threshold of the bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window in the presence of TCP, resulting in fixed and limited throughput. For some applications, the throughput may be too low thus reducing the usage of LEDBAT. 2. Shows through simulation and theoretical analysis that high gain is necessary for LEDBAT otherwise a LEDBAT source will take a long time to reach optimal sending rate (steady state), underutilizing the bottleneck link. Shows however that, once in steady state, with a high gain a LEDBAT source can induce jitter into real-time applications and also achieve sub-optimal sending rate. 3. Develops a mathematical model of the time LEDBAT takes to reach steady state for predicting the LEDBAT start-up phase throughput. 4. Develops a mathematical model of LEDBAT congestion window when route changes. The model is used to support the discussion of the impact of delay variability on LEDBAT throughput and fairness. 5. Provides evidence of the reduction in throughput and fairness of LEDBAT when path delay varies, especially due to route changes. 6. Proposes a dynamic minimum congestion window estimation algorithm for LEDBAT such that LEDBAT adds no more than its target queue delay to the queue delay caused by TCP at the access router. Using this algorithm LEDBAT will increase its throughput with no sacrifice of fairness. 7. Develops a mathematical model of average maximum sending rate for predicting the upper limit throughput of LEDBAT in the presence of TCP. 2



8. Proposes a novel framework for dynamically selecting gain during a LEDBAT connection. Using this framework, as opposed to a fixed gain, LEDBAT will achieve a better trade-off between throughput for a LEDBAT source and fairness with other sources. The framework also provides the ability to tune LEDBAT depending on requirements (throughput or fairness). 9. Provides an implementation of LEDBAT in ns-2 [52]. Contribution 1 on the performance analysis of LEDBAT in the presence of TCP has been published in the proceedings of an international conference: • A. J. Abu and S. Gordon, “Performance analysis of LEDBAT in the presence of TCP New Reno,” in Proceedings of the International Conference on Network Technologies and Communications, Phuket, Thailand, Nov. 2010, pp. 65–70.



A preliminary version of the contributions 2, 3, and 8 on dynamic gain has been published in the proceedings of an international conference while an extended version of the contributions has been published in an international journal: • A. J. Abu and S. Gordon, “A dynamic algorithm for stabilising LEDBAT congestion window,” in Proceedings of the Second International Conference on Computer and Network Technology, Bangkok, Thailand, Apr. 2010, pp. 157–161. • A. J. Abu and S. Gordon, “A framework for dynamically selecting gain in LEDBAT algorithm for high speed networks,” Information Technology Journal,vol. 10, no. 2, pp. 358–366, 2011.



Contributions 4 and 5 on the impact of delay variability on LEDBAT throughput and fairness have been accepted for publication in the proceedings of an international conference: • A. J. Abu and S. Gordon, “Impact of delay variability on LEDBAT performance,” in Proceedings of the 25th IEEE International Conference on Advanced Information Networking and Applications, Singapore, Mar. 2011.



During the M.Sc. candidature, an additional contribution by the author is the work on the “Performance Analysis of BitTorrent and Its Impacts on Real-time Video Applications” published in the proceedings of an international conference. Although this research motivated the study of LEDBAT, it is outside the scope of the thesis aims and therefore not reported in this thesis. For details see: • A. J. Abu and S. Gordon, “Performance analysis of BitTorrent and its impact on real-time video applications,” in Proceedings of the Third International Conference on Advances in Information Technology, Bangkok, Thailand, 1–5 Dec. 2009, pp. 1–10.



1.5



Structure of the Thesis



The structure of the rest of this thesis is as follows. Chapter 2 presents background knowledge on congestion control, transport protocols, and specifically LEDBAT congestion control algorithm. In Chapter 3, a literature review of related works on congestion control algorithms under the categories of delay-based and low-priority is given. The chapter also entails a review of previous works on LEDBAT with a summary of 3



unsolved problems which are addressed in this thesis. In Chapter 4, we analyse the performance impact of TCP using New Reno congestion control, LEDBAT congestion window gain, and delay variability on LEDBAT. Although our analysis indicates that LEDBAT meets some of its design objectives, we present results showing the need for performance enhancement of the LEDBAT algorithm. Chapter 5 presents our proposed dynamic minimum congestion window algorithm for LEDBAT in the presence of TCP. The chapter also entails analysis results of the proposed algorithm showing how LEDBAT with the dynamic minimum congestion window achieves a higher throughput in the presence of TCP while still meeting the fairness objective of the original LEDBAT. In Chapter 6, we propose a dynamic gain framework for LEDBAT especially in high speed networks. Results show that a better trade-off is achieved between throughput for a LEDBAT source and fairness with other sources than LEDBAT with fixed gain. Chapter 7 summarizes the conclusions of this thesis and presents ideas for future work.



4



Chapter 2 Background



This chapter gives the background knowledge of this thesis. First a discussion on congestion control in the Internet with focus on end-system based congestion control mechanisms is presented in Section 2.1. Secondly descriptions of important transport protocols such as TCP, User Datagram Protocol (UDP), and LEDBAT are given respectively in Sections 2.2, 2.3, and 2.4. 2.1



Internet Congestion Control Mechanisms



The Internet can be described as a network connecting hundreds of thousands of constituent networks. Internet technologies were originally based on the Advanced Research Projects Agency Network (ARPANET) by the Advanced Research Projects Agency (ARPA) of the United States Department of Defence [8]. However, the technologies have advanced over the years such that the Internet now consists of a worldwide interconnection of governmental, academic, public, and private networks. The set of applications and protocols used in the Internet have experienced an explosive growth in terms of complexity and traffic characteristics over the last decade with increasing number of Internet users and constituent networks [5, 48, 60]. The rapid growth in the number of users and applications exceeds the growth in the capacity and capability of the Internet [5, 48]. As a result, congestion is often experienced in the Internet such that the amount of data to be sent exceeds the data carrying capacity of the network [60]. Congestion in the Internet can occur when one or more of the following conditions are true: • When traffic sources are sending data at a higher rate than the intermediate nodes (mainly routers) can handle; • When a traffic source is sending data at a higher rate than the capacity of the receiver or when an application running on a host sends packets at a rate greater than the rate at which another application running on a receiving host retrieves the packets; • When the buffer of a queue is full (mostly at the router); • Mismatch in link speeds caused by intermixing of old and new technologies. The most significant effect of congestion in the Internet is that packets experience increased queuing delays at routers, and eventually may be dropped. The dropped 5



packets are sometimes retransmitted by the sending host (usually a TCP host) in order to compensate for the lost packets. These re-transmitted packets may further contribute towards increasing congestion. The result (for end-users) is reduced throughput and increased delay, sometimes making applications (especially real-time) unusable. Congestion control mechanisms can be classified into three approaches [3]: • Congestion Prevention: This mechanism protects against congestion at all times, that is congestion never occurs. For example, control the sending hosts so that they never send more than the network capacity. • Congestion Avoidance: This mechanism detects events leading to congestion and responds accordingly. For example, lost packets may indicate congestion is about to, or has started to occur, and hence reducing the sending rates of hosts may avoid congestion. • Congestion Recovery: This mechanism is implemented when congestion occurs and the transmission is brought back to its operating state. Without congestion recovery, the network may cease to operate entirely (zero throughput and a large network delay for a congested network). The type of mechanism employed depends on where congestion is controlled. Congestion can either be controlled at routers or hosts. Router-based congestion control is described as Network-assisted Congestion Control (and more specifically, Active Queue Management (AQM)), while host-based congestion control as End-System based Congestion Control which is the focus of this thesis. 2.1.1



Network Assisted Congestion Control Algorithms



Network-assisted congestion control involves intermediate nodes (routers) participating in the detection and response to congestion. Both detection and response usually involve actively monitoring and adjusting the queues in routers, hence AQM is commonly used for congestion control. AQM is a technique used for congestion control in advanced routers. The approach involves the dropping of packets at the router before a queue becomes full so that a source can respond quickly to congestion before bottleneck buffers overflow. There have been a significant number of AQM algorithms which have been proposed including Random drop, Early Packet Discard, and Early Random Drop. However, the most prominent and widely studied AQM scheme is Random Early Detection (RED) [22]. In this approach, network-layer devices (such as routers) provide explicit or implicit feedback to the sender with respect to the state of congestion in the network. 2.1.2



End-System Based Congestion Control Algorithms



Congestion can also be controlled at the end-hosts of a network. This is usually done at the sending host with or without the involvement of the receiving host, and involves the sender reducing the number of packets injected into the network (router). How does a host know when to start reducing its sending rate? Congestion is signaled to the host by different techniques as proposed by various authors, including packet loss, packet loss rate, queue delay, etc. 6



One technique is for a receiving host to send congestion implying messages to the sending host when the host does not receive expected packets from the sender. In the absence of such messages, the sender assumes no congestion in the network and increases its sending rate otherwise it reduces its sending rate. Another way of notifying an end-host of congestion in the network is by sending an explicit feedback to the sender or to the preceding routers to slow down their sending rates. The router or destination host may send special packets to the sender to indicate congestion. Our focus is on end-system based congestion control mechanisms because LEDBAT is an end-system based congestion control. Therefore Section 2.2 explains how endsystem based congestion control is provided in the most widely used transport protocol TCP.



2.2



Transmission Control Protocol



This section describes the congestion control and unfairness issues of TCP. Descriptions of other components such as flow control, packet formats, etc are not considered (see for example [55] for details). Transmission Control Protocol [55] is found at the transport layer of the five-layer Transmission Control Protocol/Internet Protocol (TCP/IP) suite, a protocol suite used in the Internet today, as shown in Figure 2.1. Two key features of TCP are that it is connection-oriented and reliable transport protocol. To establish connection between two end-host processes, TCP sends and receives special packets before data packets are exchanged. TCP achieves reliability by waiting for acknowledgement (ACK) from the receiver for every data packet sent. Other services provided by TCP are congestion control, flow control, and fairness in the sharing of link bandwidth among TCP connections.
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2.2.1



TCP Congestion Control Mechanisms



TCP congestion control variants are the most prominent example of end-system based congestion control algorithms. Other transport protocols using end-system based congestion control algorithm are LEDBAT [63], Stream Control Transport Protocol (SCTP) [34], and Datagram Congestion Control Protocol (DCCP) [38]. A TCP sender perceives congestion in a network when the sender does not receive an ACK from the receiver for every data packet sent, or when the sender receives duplicate ACKs. This indicates that the segment with no ACK may have been dropped or experienced long delay at any of the intermediate nodes (routers) in the network. This may not always be true because link failure and data being corrupted in transit can cause packets to fail in arriving at the receiver. When a TCP sender perceives a congested network, it slows down its sending rate. TCP regulates the rate at which a sending host injects data into the network. This is achieved by making the source sending rate as a function of the receiver advertised window, congestion window, and RTT. The receiver advertised window is the total number of packets that a source can send without overloading the receiver with its value always returned in the ACK packet to the sending host. The congestion window is the total number of unacknowledged packets that a source can send into a network without overloading the network or intermediate routers. The RTT is the time it takes to send a data packet and receive an ACK for the data. The receiver advertised window is limited by the receiver while congestion window is limited by the network resources such as bottleneck capacity, bottleneck buffer size, and path base RTT. The sending rate of a TCP source can be expressed as [35]: min (Advertised Window, Congestion Window) (2.1) RTT Equation 2.1 shows that if the advertised window is less than the congestion window then TCP sending rate will not depend on the congestion window, otherwise the reverse is the case. However, typical sizes of the receiver advertised window are large enough that most of the time in a TCP connection, the sending rate depends on the congestion window. In such cases, it follows that the larger the size of the congestion window the faster the sending rate, and the larger the RTT the slower the sending rate. The following are the algorithms widely used by TCP for congestion control [4]: Sending Rate ≈



• Additive-Increase, Multiplicative-Decrease (AIMD): This is used in the congestion avoidance phase. Additive-Increase enables a TCP sender to increase its sending rate by 1 packet per RTT when no congestion is perceived in the endto-end path, while Multiplicative-Decrease enables a TCP sender to decrease its sending rate by halving its congestion window when it perceives congestion in the path due to packet loss. • Slow Start: This is used to initialize a TCP connection and after a timeout event. This algorithm enables a TCP sender to rapidly increase its rate by doubling its congestion window (initially set to 1 maximum segment size (MSS)) every RTT. When the sender has reached a slow start threshold (ssthresh), it grows linearly (additive-increase) entering the congestion avoidance phase. • Reaction to Timeout Events: When a loss event is detected via a timeout event, the TCP sender enters a slow start phase to set the congestion window to 8



1 MSS and then grows exponentially. The increase continues exponentially until the congestion window attains one half of the value it had prior to the timeout event, it then starts to grow linearly (additive-increase). There are several variations of the above basic TCP congestion control mechanisms. A common variation used today, TCP New Reno [21], improves TCP Reno to avoid multiple losses in a window and remains in fast recovery phase until all sent data packets have been acknowledged. It sets the congestion window to the slow start threshold upon receiving complete acknowledgement. In the remainder of this thesis, when referring to TCP, we imply TCP New Reno. Other TCP congestion control algorithms are described in [11, 29, 31, 50] 2.2.2



TCP Unfairness Issues



One of the design goals of TCP congestion control is to avoid the case of a TCP connection being starved of network resources by another TCP connection. As a result, TCP aims at achieving fairness among connections. We now describe how TCP fairness among connections has resulted in unfairness issues among users and applications as a significant number of Internet applications make use of multiple TCP connections for exchanging data. An example of such applications is BitTorrent P2P file sharing described in [1]. Although using multiple TCP connections can increase throughput for the applications, it can also impact on how link bandwidth is shared among applications and users. Ideally TCP will share the bandwidth of a link equally among connections. Application X with M TCP connections sharing a link with an application Y with one TCP connection will obtain M times the bandwidth as application Y . Consider the end-user running multiple applications with each using different number of TCP connections for data transfer. The user may experience unfairness between applications because of the multiple competing TCP connections. However, the enduser has control over this unfairness as they can manually choose the applications to run, or configure their host to give priority to desired applications. However, let us consider multiple end-users sharing the same bottleneck link. Unfairness may arise, this time outside the control of the end-user. For example, if one user’s application (User A) has U TCP connections and another user’s application (User B) one TCP connection, User A will obtain U/(U + 1) of the bottleneck link bandwidth while 1/(U + 1) for User B resulting in unfairness with User A obtaining majority of the bandwidth. 2.3



User Datagram Protocol



In addition to TCP, the TCP/IP transport layer also includes User Datagram Protocol [54]. UDP is a connectionless transport protocol, providing unreliable end-to-end data delivery and minimal service compared to TCP. Due to its connectionless nature, there is no handshaking in UDP. UDP data transfer is unreliable as it does not guarantee that data sent will reach the destination. Additionally, data that do arrive at the destination may arrive out of order [40]. UDP excludes flow control and congestion control, thus a UDP source sends data into the network at any rate it deems fit. This does not imply that the actual throughput will be equal to this rate due to limited bandwidth of intervening links or congestion in the network. The lack of congestion control mechanism in UDP can lead to unfairness between UDP and TCP flows. This 9



is because UDP does not have a mechanism for regulating its sending rate to avoid overloading the network while such a mechanism is present in TCP. In effect, TCP reduces its sending rate to avoid network overloading while UDP remains unresponsive thus obtaining a larger share of the network resources than TCP. However, many researchers have proposed new mechanisms to force UDP sources to perform adaptive congestion control [38, 61]. 2.4



Low Extra Delay Background Transport Congestion Control



In 2008 the IETF LEDBAT working group [28] reviewed the impacts of P2P file sharing applications (e.g. BitTorrent) and other applications that use multiple connections for data transfer on ISPs and end-users [53]. A qualitative analysis of the advantages and disadvantages of multiple TCP connections was initiated, as well as discussion of transport protocols and congestion control mechanisms suitable for BitTorrent-like applications that can improve fairness with other applications especially real-time voice, video and game applications. A promising technique that was proposed is Low Extra Delay Background Transport (LEDBAT) congestion control algorithm. LEDBAT [63] is a one-way delay and window based congestion control algorithm designed to achieve high throughput in the absence of other traffic while keeping the queue delay low but non-zero. A competing aim is also to yield quickly when other (TCP or UDP) sources start sending over the bottleneck link. 2.4.1



LEDBAT as a Transport Protocol



LEDBAT is a congestion control algorithm designed to be used with existing transport layer protocols such as TCP and UDP [63]. Figure 2.2 shows the possible locations that LEDBAT could be implemented in the TCP/IP protocol suite. The LEDBAT algorithm could be implemented as a new, full-fledged transport protocol using its own packet formats and transmission scheme. Alternatively, the LEDBAT algorithm could be applied with an existing transport protocol (e.g. TCP, UDP). The packet format of TCP (or UDP) would be used, with small modifications. This approach has the potential for faster deployment in the Internet. Although the performance of LEDBAT is largely independent of the approach used, in this thesis we assume the LEDBAT algorithm makes use of TCP. 2.4.2



Objectives and Assumptions of LEDBAT



LEDBAT is designed for non-interactive applications to provide lower-than-best-effort service for end-users. The key objectives are [63]: 1. To maximally utilize the bottleneck link capacity while keeping queue delay low when no other traffic is present in the network. 2. To quickly yield to traffic sharing the same bottleneck queue that uses standard TCP congestion control or UDP (used by some real-time traffic). 3. To contribute little to the queue delays induced by TCP traffic. 4. To operate well in networks with FIFO queue with drop-tail queue discipline and to be deployable for common applications that currently dominate large portion of the Internet traffic. 10
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Figure 2.2 Possible locations of LEDBAT in the TCP/IP protocol suite LEDBAT operates under the following assumptions: 1. The queue delay at the access router of the bottleneck link will be the primary varying contributor to end-to-end one way delay, and the access router does not employ AQM. This is typical in numerous ISP networks [2]. 2. The access router queue delay is the difference between the current one-way delay measurements and a base or minimum one-way delay measurements. For the remainder of this thesis, unless otherwise stated, when referring to queue delay, we imply access router queue delay 2.4.3



LEDBAT Congestion Control Algorithm



In the absence of other traffic, Figure 2.3 illustrates a scenario where a LEDBAT source has fully saturated the bottleneck link in its path. This is indicated by the access router queue delay maintained at a pre-defined non-zero delay. The source sending rate is such that every LEDBAT data packet, on the average, experiences a one-way delay that can be expressed as the base one-way delay (OWD) plus the target delay. That is, OWD = BaseOWD + TargetDelay. The base one-way delay is taken as the minimum one-way delay from a list of previous one-way delay observations over a given period of time and not from the start of the LEDBAT connection. This is used to deal with route changes during a LEDBAT connection. Analysis of how LEDBAT performs when route changes is given in Section 4.4. Estimating Delay Figure 2.4 illustrates the LEDBAT congestion control algorithm. The algorithm involves the source estimating the delay to the destination by placing a time stamp in data packets. The destination sends the measured one-way 11
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Figure 2.3: LEDBAT source maintaining the access router queue delay at a target delay delay of the data packet in a delay field in the acknowledgement packet. Upon receiving the acknowledgement, the source uses the measured one-way delay to estimate the queue delay in the path. The two functions, UpdateBaseOWD(OWD) and UpdateCurrentOWD(OWD), in Figure 2.4 ensure accurate measurements of the one-way delay in the LEDBAT algorithm. LEDBAT Sender Step 1. Initialization: BaseOWD = CurrentOWD =
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Figure 2.4 LEDBAT congestion control algorithm at the sender and receiver The UpdateCurrentOWD(OWD) function helps to filter any noise in the one-way delay measurements due to an additional non-constant processing delay inside the sending or receiving machines. It does this by maintaining a list of previous one-way delay observations. The list is updated every time an ACK is received. The minimum number of one-way delays in the list is 1, while the maximum is half of the current congestion window size. If the number of delays in the list is equal to the maximum size, the earliest one-way delay in the list is discarded to allow subsequent update. The function returns the minimum value in the list as currentOWD because the measured one-way delays are always non-negative. 12



The function UpdateBaseOWD(OWD) helps to deal with route changes in the path of LEDBAT. Like UpdateCurrentOWD(OWD), it also maintains a list of one-way delays updated every 60 seconds. However, the last one-way delay in the list can be replaced upon receiving an ACK if the last one-way delay is greater than the most recent one-way delay measured. The interval of every 60 seconds is not without a trade-off such that [63]: “for longer intervals, base is more accurate; for shorter intervals, reaction to route changes is faster”. In the case of UpdateBaseOWD(OWD), the minimum size of the list is 2 while the maximum is 10. When the size of the list is equal to the maximum value, the earliest one-way delay is discarded to allow subsequent update. Similar to UpdateCurrentOWD(OWD), it returns the minimum one-way delay in the list as BaseOWD. A formal description of UpdateCurrentOWD(OWD) and UpdateBaseOWD(OWD) are given in Section 4.4.2. Updating Congestion Window LEDBAT uses a linear controller in its design to proportionally modulate the congestion window with the estimated queue delay. Equation (2.2) describes the controller where w is the LEDBAT source congestion window, wmin is the minimum congestion window, dˆque is the queue delay estimated by the LEDBAT source, G0 is a constant gain and dtar is the target queue delay. dtar and G0 (both constants) are two key parameters that influence how well LEDBAT achieves its aims of saturating the bottleneck and yielding quickly to other traffic [12] (see Section 4.3).  1 w(t) if packet loss (i)  2    dˆque (t) wmin if w(t) + G0 dtar −w(t) ≤ wmin (ii) w(t + 1) =     w(t) + G dtar −dˆque (t) otherwise (iii) 0 w(t)



(2.2)



Design Parameters The LEDBAT source aims not to increase the queue delay above the LEDBAT target delay. The sender increases its sending rate as long as the estimated queue delay is less than the target delay. Otherwise, it reduces its sending rate before the access router buffer is full, in order to allow other applications to obtain a fair share of network resources and experience low queue delay. Although the value of the target delay depends on the delay tolerance of real-time applications and the operating systems’ accuracy in timestamping packet, [63] requires the target delay to be 25ms. This is because [63] observes that the performance of most real-time applications (e.g. voice, video) degrades as they experience queue delay greater than 25ms in most access networks of an ISP. A LEDBAT source needs to rely on external measurement to estimate the queue delay in its path. The external measurements are not without an error of at least on the order of best case scheduling delays in the operating systems. This requires the target delay to be greater than this error. As specified in [63], the value of the target delay used in this thesis is 25ms. The gain, G0 , is another design parameter in LEDBAT. It determines the magnitude of increase or decrease of LEDBAT congestion window. In the case of when LEDBAT source estimates the queue delay to be 0, the gain is the number of packets per RTT that is added to or subtracted from LEDBAT congestion window. A gain of 1 packet per round trip time (RTT) has been suggested in [59,62] while 10 packets per RTT in [62]. 13



Friendliness with TCP When a LEDBAT source and a TCP source co-exist in the same access network, the LEDBAT source will be TCP-friendly if it: 1. Does not increase its sending rate faster than the TCP source; 2. Halves its congestion window when a packet loss is detected as TCP; 3. Reduces its sending rate at the same rate at which the TCP source increases its sending rate. The LEDBAT source achieves item 1 by using a congestion window gain of 1 packet per RTT when it estimates the queue delay to be 0 while item 2 is achieved by using the same mechanism as TCP responds to packet loss. It achieves item 3 by proportionally modulating its congestion window to the estimated queue delay because the more the estimated queue delay is greater than the target delay the faster the LEDBAT source reduces its sending rate. 2.4.4



Illustration of LEDBAT Operation



Congestion Window (pkts)



The initial and steady state phases of LEDBAT operation are used in subsequent sections and chapters to describe the case of when a LEDBAT source saturates the bottleneck in its path and the queue delay is at the target delay. Therefore, an illustration of the basic operation of LEDBAT is given in Figure 2.5 with results showing congestion window, access router queue delay, and sending rate. The sending rate here is simply the congestion window per RTT. The results are obtained from an ns2 simulation with a single LEDBAT flow traversing a bottleneck link with capacity 1.5Mb/s. Further details of the simulation environment including the implementation of LEDBAT are presented in Section 4.1. 12 10 8 6 4 2
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Figure 2.5 Steady state and bottleneck saturation point of LEDBAT The operation of LEDBAT changes at different points. Initially, while the queue is mostly empty, LEDBAT increases its congestion window (and sending rate) in a linear 14



fashion from time 0 to approximately time 0.8s as shown in Figure 2.5. Then LEDBAT reaches a saturation point. This occurs when the sending rate is approximately equal to the bottleneck link output capacity. Although the congestion window increases after saturation at approximately time 0.8s in Figure 2.5, the queue delay is always non-zero from this point onward . Finally, LEDBAT reaches steady state where the estimated queue delay is approximately equal to the target queue delay of 25ms at approximately time 1.2s in Figure 2.5. Assuming no other traffic is present, the LEDBAT flow will maintain its congestion window so that the target is not exceeded for the remainder of the session.



15



Chapter 3 Literature Review



Numerous congestion control algorithms have been proposed for the Internet starting from the work of Jacobson in [31] which was motivated by the first congestion collapse that hit the early Internet over two decades ago. Some of the widely used TCP standard congestion control protocols in the Internet have been surveyed in [20, 27], with more recent developments including [15, 16, 26, 43, 45–47]. Of the existing transport layer congestion control protocols, those that are delay-based or low-priority protocols have similar aims and mechanisms to LEDBAT. A review of these two groups of protocols is given in Sections 3.1 and 3.2, respectively. Although LEDBAT is relatively new, research and experimentation of its operation have begun. Section 3.3 reviews the recent works on LEDBAT. This chapter closes with a statement of the problems that will be addressed in subsequent chapters. 3.1



Delay-Based Congestion Control



LEDBAT uses information about the one-way delay in a network to infer congestion or the presence of other traffic in the same access network. This is similar to other protocols that also use RTT to infer congestion or the presence of other traffic. These protocols are classified as delay-based congestion control, starting from the work of Jain in [33] which uses round-trip delay variation as an implicit feedback of congestion in a network. TCP Vegas [11] detects incipient congestion in a network with increasing roundtrip delay. A TCP Vegas source maintains the expected and the actual (i.e. measured) throughputs. Every RTT, the expected throughput is calculated as the ratio of the current window size and the minimum of the previously measured RTTs. The source linearly increases its sending rate if the actual throughput is less than the expected throughput minus a threshold. On the other hand, it linearly decreases its sending rate if the actual throughput is greater than the expected throughput plus a threshold. Studies [6, 15, 39] have shown that when any delay-based congestion control protocol share the same bottleneck link with a high-priority loss-based protocol, the delay-based protocols obtain less portion of the bottleneck capacity than the loss based protocols. This occurs especially when the bottleneck buffer is greater than the bandwidth-delay product (BDP) and also the queue lacks AQM . For TCP Vegas, this motivates the various enhancements proposed in the literature. The performance of TCP Vegas has been extensively analysed and improved over the last one decade under different network scenarios. For instance, CODE-TCP [15] improves TCP Vegas to be TCP-Reno compatible while Enhanced Vegas [14] improves the throughput of Vegas when congestion occurs in the reverse path. TCP New Vegas proposed in [6] and [64] is aimed at improving the performance of the legacy TCP 16



Vegas when co-existing with TCP-Reno and over high delay links network respectively. Quick Vegas [16] improves the performance of TCP Vegas in networks with high BDP while Stabilized Vegas [17] improves the stability of TCP Vegas in the presence of delay fluctuation in a network. TCP Vegas-A [65] adapts the values of the α and β thresholds in the original Vegas algorithm to the network conditions. The authors of [42] showed via packet level simulations that route changes resulting in an increasing path delay severely affect TCP Vegas throughput. To solve the problem, they proposed the use of any lasting increase in the RTT as an indication of route changes. Compared to the solution proposed in [42], the solution in [65] does not require any critical parameter value. An important difference between LEDBAT and the above delay-based congestion control algorithms is that LEDBAT is designed to minimize queue delay to a defined value. This value is chosen such that it can be tolerated by delay sensitive applications. 3.2



Low Priority Congestion Control



Similar to protocols that yield most of the bottleneck capacity to high priority protocols, LEDBAT also provides lower-than best effort service in the presence of a high priority protocol. These similar protocols to LEDBAT are classified as low priority. Due to the recent dominance of the Internet by non-interactive bulk data carrying traffic, several low-priority congestion control protocols have been developed [36,41,47,68], some of which are surveyed in [69]. Traffic sources exploiting these protocols experience lower sending rate than traffic sources with high priority protocols when such different priority protocols co-exist in the same access network. This is because low-priority congestion control protocols are designed to react to incipient congestion before queue overflows. TCP Nice [68] is designed in a similar approach to TCP Vegas in detecting congestion in a network. It is similar in the sense that it measures round-trip delays of packets and signals early congestion as the round-trip delays increase. However, TCP Nice differs from Vegas as its algorithm includes: • A more sensitive congestion detector, • halving its congestion window at most once per RTT (instead of linearly reducing it like TCP Vegas) as a reaction to increasing round-trip delays, • and the ability to decrease its congestion window below 1 packet by sending 1 packet in more than one RTT. The authors in [68] showed via simulation and real-life experiment that TCP Nice achieves its set goals, especially of non-intrusion to standard TCP. Interference of cross traffic in the ACK direction can lead to a TCP Nice source to unduly reduce its sending rate due to an increased round-trip delay of packet. TCP-Low Priority (TCP-LP) [41] is another distributed low-priority delay-based congestion control algorithms designed to utilize the excess bandwidth of a network. Like LEDBAT, TCP-LP measures and uses OWD estimation of packets to infer early congestion. With this, the potential impact of cross traffic on delay in the ACK direction is averted. However, in TCP-LP, a threshold is set which is in the range of the minimum and maximum OWDs (whose values are initialized during the slow-start 17



phase of TCP-LP) that were observed during the time the connection is active. The algorithm compares a computed Exponentially Weighted Moving Average (EWMA) of the estimated OWD with the threshold. An incipient congestion is inferred if the computed value is greater than the threshold. TCP-LP reacts to early congestion by halving its congestion window and the window is set to 1 packet if another early congestion is signalled during a timed interference phase. Otherwise, the congestion window is linearly increased. Results shown in [41] are indications that TCP-LP meet its design objectives. Unlike LEDBAT, only the operations on the TCP-LP congestion window depend on the measured OWD and not its value. Competitive and Considerate Congestion Control Protocol (4CP) [47], a non-delay based low-priority congestion control algorithm, adjusts its sending rate based on packet loss rate in a network. The algorithm uses a virtual window which is reduced below a pre-defined minimum value of the actual congestion window during a bad congestion phase. Other low-priority protocols are the works of: Peter et al in [36] implemented at the application layer by adjusting the receiver advertised window to limit the sending rate of an application and Tomoaki et al in [66] to propose ImTCP-bg that is based on an inline network measurement (available bandwidth between a sender and destination hosts and an enhanced RTT-based algorithm for detecting and remedying network congestion). LEDBAT is different from the above low-priority congestion control algorithms in the sense that the magnitude of LEDBAT congestion window size is dependent of the queue delay in the forward path of a network. In addition, the threshold, minimum, and maximum OWDs in TCP-LP have not been set to values that can be tolerated by most real-time applications. This is unlike LEDBAT whose target queue delay is chosen such that it can be tolerated by low-latency applications. 3.3



LEDBAT Congestion Control



We have shown in Sections 3.1 and 3.2 that more work is needed to develop new congestion control algorithms to overcome the shortcomings of the existing delay-based and low priority congestion control algorithms. LEDBAT has been designed to overcome these shortcomings. Micro Transport Protocol (UTP) [67] is an application layer congestion control protocol used by µTorrent (a widely UDP-based BitTorrent protocol). Although UTP uses LEDBAT-like algorithm, there are no published results on it. However, several works have recently analysed the performance of LEDBAT in simulation and real-life environments. In [57], the authors evaluated LEDBAT performance in a controlled testbed and Internet experiment. In addition to the findings that LEDBAT achieved its design objectives, they found out that TCP traffic on the “unrelated” backward path is capable of causing LEDBAT to significantly underutilize the link capacity in the forward path. The authors suggested that the clear meaning of lower-than best effort needs to be carefully specified due to a possible significantly different mutual influence of TCP and LEDBAT traffic depending on the TCP variants and configurations. The authors of [58] have also claimed that LEDBAT achieves most of its design objectives. They show that LEDBAT competes fairly with TCP in the worst case (LEDBAT misconfiguration). Potential fairness issues such as late-comer advantage 18



between LEDBAT flows have been identified in the LEDBAT algorithm [58]. This occurs when newly arriving LEDBAT traffic grasps all the network resources causing already present LEDBAT traffic to be starved. This is mostly due to inaccurate estimation of the base OWD. They show that this can be fixed by using slow-start in the LEDBAT algorithm. In addition to the proposed solution for the LEDBAT intra-protocol unfairness, the authors of [13] proposed that random drops of LEDBAT sender window and multiplicative decrease are promising solutions to the problem of LEDBAT latecomer advantage. The proposed solutions are not without a performance trade-off between link utilization and fairness. Comparative analysis of LEDBAT with other low priority protocols (TCP-NICE and TCP-LP) in the presence of TCP showed that LEDBAT achieves the lowest priority [12]. The authors further showed via sensitivity analysis that unfairness exist between two LEDBAT flows with different target delays or different network conditions. From the study, LEDBAT is aggressive with TCP in the case of LEDBAT misconfigurations [12]. Finally, the authors of [7] used Python to implement the LEDBAT algorithm and evaluated the novel algorithm in real and emulated network environments. They show that there exists a large computational overhead with the implementation resulting in underutilizing the available network bandwidth more than TCP [7]. 3.4



Unsolved Problems



Although there are recent works [12, 57] that have analysed the performance of LEDBAT in the presence of TCP, no work has identified the threshold of the bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window in the presence of TCP. The question as to what is a good value of LEDBAT congestion window gain still remains unanswered. This necessitates the need to investigate the impact of gain on LEDBAT performance as well as on real-time UDP application. The LEDBAT congestion control is designed to deal with delay variability in the Internet such as route changes. However, no work has investigated the performance of LEDBAT in a scenario where delay variation is caused by route changes in the path of a LEDBAT connection. In Chapter 4 these unanswered questions are addressed with the goal of identifying LEDBAT’s shortcomings. Promising solutions to improve LEDBAT performance are proposed in Chapters 5 and 6.
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Chapter 4 Analysis of LEDBAT



This chapter presents a detailed analysis of LEDBAT by addressing the problems identified in Chapter 3. A system model of the analysis is presented in Section 4.1. The performance of LEDBAT is analysed in the presence of TCP in Section 4.2, for different values of gain in Section 4.3, and in the presence of delay variability due to route changes in Section 4.4. From the analysis, areas for improving LEDBAT performance are identified in Section 4.5. Chapters 5 and 6 present the design and analysis of two such improvements. 4.1



System Model



In this section a generic system model used for all theoretical and simulation analyses in this thesis is given. The system model describes a generic scenario and assumptions, as well as setup used in all simulations. Additional assumptions and conditions relevant to specific scenarios are given in their corresponding sections. LEDBAT was originally motivated by the problem of large queue delay caused by P2P application users to real-time application users in the access networks of most ISPs. We considered multiple different local users transferring data in the same access network of an ISP to remote users in the Internet. This scenario is illustrated in Figure 4.1. This represents an ISP network with multiple customers representing traffic sources and sending data to various destinations via a shared bottleneck link. The traffic sources may use LEDBAT, UDP, and TCP. Users may run file sharing applications exploiting LEDBAT congestion control algorithm, TCP for file uploading, and UDP for real-time video applications. Applications run by all users start and stop at different times. For the values of LEDBAT, target queue delay and congestion window gain, we use 25ms and 40, respectively. These values are recommended in [63]. Multiple customers
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Figure 4.1 Network topology for LEDBAT analysis The assumptions used in all analyses presented in this thesis are listed below. Figure 4.2 captures the key network topology characteristics that arise from these assumptions. 20
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Figure 4.2 Network Model 1. The uplink from the access router to the next router is the bottleneck link in the path for end users, a typical case in most ISP networks [2, 63]. The uplink has capacity C. Therefore, the capacities of all other links are greater than C. 2. As access routers in most ISP networks lack AQM [63], the router uses a FIFO drop-tail queue with maximum size of B packets. 3. The delay between the access routers is dcore , i.e. “Router—Router” shown in Figure 4.2. Although dcore is assigned to the bottleneck link in Figure 4.2, it in fact represents the delay in the core network. 4. As only small size acknowledgement packets are sent, the queue delay in the reverse direction is 0. 5. Since the LEDBAT congestion control algorithm can be implemented with either TCP or UDP [63], the framing and packet formats of TCP are used for LEDBAT. 6. The TCP and LEDBAT sources always have data to send. This is because we are interested in ensuring that the access router queue is not empty. 7. The sending windows of TCP and LEDBAT sources are not limited by the receiver advertised windows but by the congestion window [40]. This is because our focus is on congestion control. 8. To simplify the exposition, all sources send fixed size packets of P bytes [63]. 9. The RTT for all sources when there is no queue delay is RT Tbase . Simulation analysis is performed using ns-2 [52] (version 2.34). The dumbbell topology of Figure 4.2 is used as it represents ISP’s customers sharing the same access network connected to the Internet via a bottleneck link and sending data to other remote end-users. For TCP and UDP, we used the detailed ns-2 modules of the protocols. However, as at the time the works in this thesis were started, there was no ns-2 module of LEDBAT congestion control algorithm. Therefore, the detailed LEDBAT algorithm in [63] was implemented as a new variant of TCP congestion control algorithm in ns-2. We implemented LEDBAT with TCP because unlike UDP it already includes timestamping, retransmission, and data packet acknowledgement. TCP timestamping [30] is used so that the LEDBAT sender can determine the OWD in its path. Although not explicitly stated in [63], the minimum congestion window is assumed to be 1 packet. 21



Details of the implementation of LEDBAT congestion control algorithm is given in Appendix A. As for the file uploading and sharing applications used by TCP and LEDBAT users, we used the ns-2 File Transfer Protocol (FTP) traffic generation module in order to allow TCP and LEDBAT sources to always have packets to send while TCP and LEDBAT receivers just send acknowledgements for data packets received. As link maximum transmission unit (MTU) used is 1500 byte, the size of packets used for TCP and LEDBAT is 1500 byte. For a module of real-time video application in ns-2, a Constant Bit Rate (CBR) traffic generator is used to simulate real-time traffic. The packet size is fixed at 500 bytes. In this chapter and beyond, one of the key performance metrics for LEDBAT is the congestion window size. This is due to its relationship with sending rate and throughput as there exists an approximately direct proportionality between congestion window and sending rate/throughput [35]. Additional performance metrics used are queue delay and throughput. By queue delay we mean the time spent by packets in the access router queue before they are forwarded to the next router or host. The instantaneous value of the queue delay represents the queue delay for each packet while the average value represents the total queue delay of all packets divided by the total number of packets. Throughput in this thesis means the number of bits or packets that successfully traverse the bottleneck link or that are successfully received by the destination host per second. The average value is the total number of bits or packets divided by the total time taken for the data transfer. Other performance metrics will be stated before being used in subsequent sections and chapters. In TCP, throughput may not always be the same as sending rate because of packet loss at the bottleneck router. However in LEDBAT, throughput and sending rate may be used interchangeably because LEDBAT aims to maintain the queue delay as low as the target delay while fully utilizing the available bottleneck capacity. This avoids incessant packet loss at the bottleneck router. We assume no packet loss due to link errors. Therefore we use LEDBAT sending rate and LEDBAT throughput interchangeably in the remainder of this thesis. 4.2



Impact of TCP on LEDBAT Performance



The analysis of the impact of TCP on LEDBAT performance aims to: • Identify the threshold of a bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window in the presence of TCP; • Quantify the amount of a bottleneck capacity that a LEDBAT flow yields to a newly arriving TCP flow in the same access network; • Show that LEDBAT throughput is approximately fixed when bottleneck capacity is increased unlike TCP throughput. Further description and assumptions of the scenario is given in Section 4.2.1. This is followed by a formal explanation of the impact of different cases of the bottleneck buffer size on LEDBAT congestion window in Section 4.2.2. We present in Section 4.2.3 the setup of our simulations. Results from simulations showing the low and fixed throughput for LEDBAT under different conditions are presented in Section 4.2.4. 22



4.2.1



Scenario Description and Assumptions



In addition to the system model presented in Section 4.1, the following assumptions are used. The case where only TCP and LEDBAT sources are present in the network is considered. This arises when UDP sources have finished their session. We are interested in creating a scenario where the bottleneck buffer is filled. Hence, we consider a single TCP source. As intra-protocol unfairness has been identified with LEDBAT in [12,13, 58], we avoid the case of where interaction between multiple LEDBAT sources could interfere with LEDBAT performance in the presence of TCP. Therefore we assume a single LEDBAT source sharing a common path with a single TCP source. To support the discussion of the performance analysis of the impact of TCP on LEDBAT in Section 4.2.4, we present in Section 4.2.2 a formal explanation for LEDBAT congestion window with different cases of the bottleneck buffer size. Additionally, Section 4.2.2 gives the threshold of the bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window in the presence of TCP. 4.2.2



Modelling LEDBAT Congestion Window for Different Cases of Bottleneck Buffer Size



This section gives a formal explanation of how different cases of the bottleneck buffer size impact LEDBAT performance in the presence of TCP. LEDBAT throughput in the presence of TCP will depend on the bottleneck buffer size. This is because LEDBAT congestion window will only be increased or decreased if the estimated queue delay is less or greater than the target delay, respectively. During an active session of TCP, the TCP source halves its congestion window upon inferring a packet loss, thus reducing the queue delay in the path. When the queue delay is reduced, say to dthreshold , LEDBAT will increase its congestion window if dthreshold is less than the target delay. Otherwise LEDBAT decreases its congestion window. Denoting the bottleneck buffer size that results in a queue delay of dthreshold as Bthreshold : Bthreshold = C × (RT Tbase + 2dtar )



(4.1)



This is because a TCP source keeps C × RT Tbase plus a number of backlogged packets (in the queue) in transit expecting to receive acknowledgements. For the TCP source to maintain C × RT Tbase number of unacknowledged packets (excluding backlogged packets in the queue) in transit after halving its congestion window upon inferring a packet loss, the bottleneck buffer size B must be equal to C × RT Tbase . However, if B has an additional size of twice the product of C and dtar then the TCP source will have C ×(RT Tbase +dtar ) number of unacknowledged packets in transit after halving its congestion window, where C × dtar represents the number of backlogged packets in the queue shortly after TCP halves its congestion window. Therefore, in the presence of TCP, it follows that if B < Bthreshold and TCP halves its congestion window, LEDBAT will estimate the queue delay to be less than the target delay and consequently increase its sending rate. Otherwise, LEDBAT will estimate the queue delay to be greater than the target delay thus decreasing its sending rate to a pre-defined minimum value. We therefore express the congestion window performance of a LEDBAT source in Equation 4.2 where w∗ is LEDBAT congestion window in the ∗ presence of TCP and [wmin , wupper ] represents the oscillation of w∗ between wmin and ∗ some upper bounds wupper of LEDBAT congestion window in the presence of TCP. 23
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Therefore to analyse the scenario shown in Section 4.2.1, we simulate different cases of the bottleneck buffer size in Section 4.2.4 with results supporting our intuition in Equation 4.2. Buffer of these sizes are likely to be present in current access routers [23, 56]. 4.2.3



Simulation Setup



Our simulations aim at showing results to support our intuition described in Equation 4.2. They further show the limited and fixed LEDBAT throughput in the presence of TCP. An additional performance metric used in this analysis is percentage of bottleneck capacity yielded to TCP by LEDBAT. We refer to the percentage of the bottleneck capacity yielded to TCP by LEDBAT to mean the percentage of C allocated to TCP when TCP starts while LEDBAT is in steady state. We use this to quantify the impact of introducing a TCP flow on the LEDBAT throughput. Simulation parameter values are listed in Table 4.1 while other parameters take their default value in ns-2. Table 4.1: Values of parameters used in the simulations for the analysis of the impact of TCP on LEDBAT performance Parameter Value LEDBAT target queue delay, dtar 25ms LEDBAT congestion window gain, G0 40 Bottleneck link capacity, C 2Mb/s Other links capacity 10Mb/s Bottleneck link delay, dcore 25ms Other links delay, daccess 5ms Bottleneck buffer size, B 10, 20 packets Minimum congestion window, wmin 1 packet We consider the impact of different values of B, wmin , and C on the performance of LEDBAT in the presence of TCP. The following scenarios were simulated: Scenario 1. LEDBAT starts at time 0 and last for 60 seconds, TCP arrives at time 10 seconds and stops at time 50 seconds. Scenario 2. TCP starts at time 0 and stops at time 50 seconds, LEDBAT arrives at time 10 seconds and finishes at time 60 seconds. Scenario 3. LEDBAT starts at time 0 while TCP arrives 150 seconds later. Both complete at time 300 seconds 4.2.4



Performance Analysis



This section presents our simulation results for Scenarios 1, 2, and 3. We present the instantaneous and average performance of LEDBAT in the presence of TCP. 24



LEDBAT Starting Earlier Than TCP Figure 4.3 shows LEDBAT congestion window and access router queue delay over time for Scenario 1. We use different values of the bottleneck buffer size, B. Although LEDBAT yields to TCP in both Scenarios 1, and 2, we will show in this section that different amounts of the bottleneck capacity are yielded to TCP for different values of B and TCP arrival times relative to LEDBAT. As shown in Figure 4.3, LEDBAT spends most of the time in steady state in the first 10 seconds before TCP arrives when the bottleneck capacity is already saturated and queue delay is approximately 25ms. Congestion Window (pkts)
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Figure 4.3: LEDBAT congestion window and access router queue delay of packets when LEDBAT starts earlier than TCP for different bottleneck buffer sizes As TCP arrives at 10s for the case where B ≥ Bthreshold (i.e. B = 20 packets), LEDBAT quickly yields by reducing its congestion window. This is because of the large increase in queue delay caused by the arrival of TCP packets during TCP slow start phase. However once the queue size reaches the maximum, packet loss is experienced by TCP which results in halving of the TCP congestion window. During this time, LEDBAT increases its congestion window after about 1s because queue delay is less than the LEDBAT target delay. As TCP enters congestion avoidance phase, the access router queue starts to build up (even beyond the target), leading to LEDBAT decreasing its congestion window until it reaches the pre-defined minimum congestion window of 1 packet (wmin = 1 by default in the simulation). As the queue delay of packets does not go below the target indicated by the non-increasing congestion window of LEDBAT from 1 packet in Figure 4.3, even when TCP reacts to packet loss, LEDBAT congestion window remains at the minimum level for the rest of the TCP session. Thus, the average congestion window and consequently the throughput of LEDBAT during TCP session in this scenario tends to the minimum congestion window of LEDBAT as the duration of the TCP congestion avoidance phase increases. However for the case of B < Bthreshold i.e. B = 10 packets, similar observation to the case where B = 20 is observed before and shortly after the arrival of TCP at 10s. The difference becomes obvious as TCP enters its congestion avoidance phase. In this phase LEDBAT congestion window does reach 1 packet but increases to approximately 25



4 packets as shown in Figure 4.3. Thus, LEDBAT congestion window oscillates between 1 and 4 packets for the entire session of TCP. The end result is a higher throughput (approximately three times higher) than the case where B ≥ Bthreshold . When the TCP session completes at time 25s, the queue delay drops below the target and LEDBAT soon returns to steady state for all values of B. TCP Starting Earlier Than LEDBAT We show in Figure 4.3 LEDBAT congestion window and access router queue delay over time for Scenario 2. We consider a bottleneck buffer size such that B ≥ Bthreshold . After 10s LEDBAT congestion window oscillates between 1 and 2 packets. This is because the LEDBAT source measures a base one-way delay as the actual base oneway delay plus the queue delay currently caused by TCP. The source then increases its sending rate until the target delay is reached. However when TCP halves its congestion window due to packet loss, LEDBAT estimates the queue delay to be less than target and increases its sending rate. Subsequent packet losses by TCP results in this process being repeated until the end of the TCP session as shown in Figure 4.4. The end result is a higher average LEDBAT throughput than when LEDBAT starts earlier than TCP. Congestion Window (pkts)



20 15 10 5 0 10



20



30



40



50



60



Queue Delay (ms)



120 100 80 60 40 20 0 0



10



20



30 Time (s)



40



50



60



Figure 4.4: LEDBAT congestion window and access router queue delay of packets when TCP starts earlier than LEDBAT Therefore, the case of when TCP starts after LEDBAT has reached steady state and when B ≥ Bthreshold represents the worst case scenario for LEDBAT in the presence of TCP. The results in the remainder of this section are obtained from the worst case scenario. Effect of Minimum Congestion Window We run simulations for Scenario 3 with different values of wmin . The results shown in Figure 4.5 are measured only when TCP traffic is present for the last 150 seconds in the 300-second simulation. Figure 4.5 shows how the percentage of the bottleneck capacity obtained by TCP reduces as the minimum LEDBAT congestion window, wmin , increases. The results 26



in Figure 4.5 suggest a potential intra-protocol unfairness among multiple LEDBAT sources sharing the same bottleneck link in the presence of TCP. This could occur if increasing wmin would improve the limited LEDBAT throughput in the presence of TCP, the LEDBAT sources used different values of wmin , and wmin was a configurable parameter. Bottleneck Capacity Yielded to TCP (%)
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Figure 4.5: Percentage of the bottleneck link capacity yielded by LEDBAT to TCP for different minimum congestion windows, wmin



Fixed LEDBAT Throughput with Increasing Bottleneck Capacity Considering Scenario 3, simulations were run for different values of C with the default value of wmin . We set the capacity of all other links to 100Mb/s to ensure that C remains the bottleneck. We set B to 100 packets so that the condition B ≥ Bthreshold still holds for all values of C considered. Results of the average value of LEDBAT throughput in Figure 4.6 show that increasing C has no significant impact on LEDBAT throughput. This is because LEDBAT congestion window reverts to a fixed minimum congestion window of wmin in the presence of TCP, thus limiting the throughput for the LEDBAT source to an approximately constant value. This is opposite to TCP that obtains an increasing absolute portion of the bottleneck capacity with increasing C as shown in Figure 4.6. This may be undesirable for a LEDBAT user, thus necessitating the need for a dynamic minimum congestion window for LEDBAT that increases as the bottleneck capacity increases. 4.2.5



Summary



Section 4.2 has analysed the performance of LEDBAT in the presence of TCP with focus on how different cases of the bottleneck buffer size impact LEDBAT in the presence of TCP. From our analysis, the threshold of the bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window in the presence of TCP has been identified. Although LEDBAT achieves its objectives of yielding to TCP, for 27
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Figure 4.6: Fixed and non-fixed average throughput of LEDBAT and TCP respectively for different bottleneck capacities, C



some applications LEDBAT may yield too much, hence reducing the usage of LEDBAT. The analysis also shows that the minimum congestion window can be used to increase LEDBAT throughput at the expense of reduced TCP throughput. Other disadvantages of LEDBAT’s dependence on a fixed minimum congestion window in the presence of TCP are twofold. Firstly intra-protocol unfairness may occur among multiple LEDBAT sources using different values of the minimum congestion window and sharing the same bottleneck link. Recently, it has been reported that unfairness among multiple LEDBAT sources exists for different configuration settings of LEDBAT parameters [12]. Secondly the average throughput for LEDBAT is approximately fixed when the bottleneck capacity increases as opposed to TCP that proportionally increases its throughput. The latter may be undesirable for LEDBAT users thus necessitating the need for a dynamic minimum congestion window in the LEDBAT algorithm.



4.3



Impact of Gain on LEDBAT Performance



What is an appropriate value of gain for LEDBAT? The answer to this question is given in this section by showing how different values of gain impact LEDBAT throughput. In addition to our system model in Section 4.1, the description and assumptions of our network scenario are given in Section 4.3.1. A model of the relationship between gain and LEDBAT performance is presented in Section 4.3.2. Simulation setup is given in Section 4.3.3. Results validating and showing the benefits of high gain in LEDBAT start-up phase and low gain in LEDBAT steady state phase are presented in Section 4.3.4 . 28



4.3.1



Scenario Description and Assumptions



To analyse the relationship between congestion window gain and LEDBAT performance, the system model described in Section 4.1 is used excluding TCP traffic source. TCP applications are not considered because LEDBAT throughput is low in the presence of TCP as shown in Section 4.2 and confirmed by [12]. At which point the gain has minimal impact on throughput and fairness of LEDBAT. In order to consider the case where the impact of gain on LEDBAT performance will be significant, we assume TCP upload is absent. This is possible if the TCP source finishes the upload earlier than the LEDBAT source as TCP gets a significantly higher throughput than LEDBAT when they co-exist. Section 4.3.2 gives a model of the relationship between gain and LEDBAT performance before we present results in Section 4.3.4 showing the performance analysis of LEDBAT via simulation and the model developed. One of the models developed in Section 4.3.2 is used to predict the time spent by LEDBAT to reach steady state especially in high speed access networks. 4.3.2



Modelling the Relationship Between Gain and LEDBAT Performance



Intuitively, with a high value of gain a LEDBAT source will quickly reach steady state, i.e. increases its sending rate faster than using a low gain. Thus a high gain is beneficial because before steady state is reached the LEDBAT source is not saturating the bottleneck bandwidth. Once in steady state the congestion window oscillates about the target congestion window size, i.e. the size that produces the LEDBAT target queue delay. The oscillations are with a magnitude proportional to the gain as the gain determines the amount of increase or decrease of LEDBAT congestion window. Thus a low gain should be used for two reasons. Firstly, when the congestion window is above the target value, the LEDBAT source will cause brief increases and decreases in delay experienced by other applications. This introduces jitter, which can degrade the performance of real-time applications. Secondly, when the congestion window is below the target value, the LEDBAT source is not making use of the capacity available to it. In summary, there are conflicting requirements on gain: high for quick startup, low during steady state. To formalize the intuition, and evaluate the trade-off in gain we derive in this section the time LEDBAT spends in the startup phase, tstdy , and an equation for ∆w in LEDBAT steady state. Results validating our model and evaluating the trade-off in gain are presented in Section 4.3.4. Figure 4.7 is adapted from simulation and shows the LEDBAT congestion window (w) and queue delay at access router when no other traffic is present. wt , w0 , wsat , and wstdy represent the instantaneous, initial, bottleneck saturated, and steady state congestion windows of LEDBAT respectively. Using Figure 4.7, we derive, in this section, the time LEDBAT spends in the startup phase, tstdy . As the congestion window varies between w(t) − ∆w/2 and w(t) + ∆w/2 in Figure 4.7, minimizing ∆w has two benefits. Firstly, a window of w(t) − ∆w/2 may be less than wstdy , representing significant underutilization of the available bottleneck link capacity. Secondly, a window of w(t) + ∆w/2 means the LEDBAT source will be contributing more than the target delay to the queue delay if w(t) + ∆w/2 > wstdy , resulting in brief increases in delay experienced by other applications. This introduces jitter, which can degrade the performance of real-time applications. Therefore we also 29
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Figure 4.7 Behaviour of LEDBAT congestion window and access router queue delay
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derive, in this section, an expression for ∆w in LEDBAT steady state. Start-up Phase The startup phase can be divided into two periods: from the start (t = 0) until the bottleneck link is fully saturated (tsat ); and then until steady state is reached (tstdy ). In the first period, as the input sending rate is less than the bottleneck link capacity, the average queue delay, dˆave que , is assumed to be 0. Therefore w(t) is increased by G0 × dtar /w(t) every ACK received, or approximately G0 × dtar every RT T . As the queue delay is 0, RT T = RT Tbase . The rate of increase in this period is therefore G0 × dtar /RT Tbase . Alternatively, from Figure 4.7, the rate of increase in the first period is (wsat − w0 )/tsat . That is: wsat − w0 G0 × dtar = (4.3) RT Tbase tsat During the second period, dˆque linearly increases from 0 to dtar . Therefore dˆave que = ˆ dtar /2. From Equation 2.2, w(t) is increased by G0 ×(dtar − dque ) every RT T . Assuming the average values of dˆque and RT T , RT Tave = RT Tbase +dtar /2 and the rate of increase in this period is G0 × (dtar − dtar /2)/(RT Tbase + dtar /2). Similar to the derivation of Equation 4.3 and considering the congestion window size from Figure 4.7, it can be shown that: G0 ( 21 dtar ) wstdy − wsat = 1 tstdy − tsat RT Tbase + 2 dtar



(4.4)



The available bottleneck bandwidth for LEDBAT is represented as µled while for UDP is µudp . The relationship between µled and µudp when LEDBAT and UDP co-exist is such that µled = C − µudp . The LEDBAT steady state congestion window size, wstdy , is proportional to the available bandwidth-delay product where the delay component includes RT Tbase and dtar . That is, wstdy = µled (RTTbase + dtar ). However for the LEDBAT congestion window size when the bottleneck is saturated, wsat , the delay component of the bandwidth-delay product includes only RT Tbase . That is, wsat = µled × RTTbase . Substituting for tsat , wstdy and wsat and re-arranging Equation 4.4, we have the following equation from Equations 4.3 and 4.4: RTTbase dtar



(µled · RTTbase − w0 ) + µled (2RTTbase + dtar )



(4.5) G0 Take for example, a LEDBAT flow obtaining 100Mb/s, with RTTbase = 200ms, w0 = 2pkts, dtar = 25ms, and G0 = 40, would take 7 minutes to reach steady state. Even for a long connection (1 hour), this represents a significant time at which the LEDBAT source is not sending at the optimal rate. Setting G0 = 400 would reduce the time to reach steady state to 42 seconds. tstdy =



Steady State Phase In Figure 4.7, we represent ∆w as the change in LEDBAT congestion window every RTT in steady state. From Equation 2.2(iii), ∆w = G0 × max ˆ (dmax que − dtar ) because dque = dque > dtar . ∆w is given by Equation 4.6 because 1 dmax que = dtar + 2 ∆dque , where ∆dque is the variation in the access router queue delay (see Figure 4.7). 1 ∆w = G0 · ∆dque 2 31



(4.6)



max where ∆dque = 2(dmax que − dtar ). dque depends only on ∆w when no other non-LEDBAT traffic exists otherwise it depends also on other factors such as the arrival rate of other traffic. We now present two practical cases where G0 will and will not have significant impact on ∆w. The change in LEDBAT congestion window every ACK received is simply ∆w/w(t) where w(t) = µled (RTTbase +dque (t)). Therefore the fraction ∆w/w(t) decreases as µled and RTTbase increase, and vice versa. This means when little or no other traffic co-exists with LEDBAT in the same high speed access network, there will be little or no impact of G0 on ∆w in LEDBAT steady state. On the other hand, when there is an increasing arrival rate of UDP traffic in the high speed access network, low gain becomes desirable as µled decreases and consequently decreasing w(t).



4.3.3



Simulation Setup



This section presents the setup for all simulations in the analysis of the performance impact of gain on LEDBAT. We aim at showing results in Section 4.3.4 validating our model of the impact of gain on LEDBAT performance given in Section 4.3.2. Using a base RTT of 120ms, the values of parameters used in the simulations are given in Table 4.2 while other parameters assume their default values in ns-2. As given in Table 4.2, we use a bottleneck buffer size as large as 2000 packets. This is because we are interested in investigating different large bandwidth-delay products networks and the bottleneck buffer size needs to be greater than the bandwidth-delay product of the network [23, 56]. Table 4.2: Values of parameters used in the simulations of gain on LEDBAT performance Parameter LEDBAT target queue delay, dtar LEDBAT congestion window gain, G0 Bottleneck link capacity, C Other links capacity Bottleneck link delay, dcore Other links delay, daccess Bottleneck buffer size, B UDP source sending rate, µudp



for the analysis of the impact Value 25ms 40 1250pkts/s 12,500pkts/s 50ms 5ms 2000 packets 625pkt/s



In this analysis results from four simulation scenarios are presented: Scenario 4. LEDBAT source starts at 0s and runs until the end of simulation at 120s. A UDP source starts at 10s, runs for 30s, then after a 5s break the next UDP source starts with the same timing, and so on. Scenario 5. LEDBAT source starts at 0s and finishes at 100s. No UDP sources. Scenario 6. LEDBAT source starts at 0s and finishes at 30s. No UDP sources. Scenario 7. LEDBAT sources starts at 0s and finishes at 600s. A UDP source starts at 100s and finishes at 600s. 32



4.3.4



Validation and Performance Analysis



In this section, we present theoretical and simulation results. Results showing LEDBAT performance over time, the impact of bottleneck link capacity, and the impact of UDP arrival rate in steady state with different values of gain are also given.
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Congestion Window and Queue Delay Over Time In Scenario 4 all UDP traffic sources sends packets at different rates such that µled takes different values in the presence of each UDP session. That is, µled = 750, 500 and 250 packets per second in addition to the values of parameters given in Table 4.2. Figure 4.8 shows the time evolution of the congestion window and access router queue delay of LEDBAT with fixed gain for Scenario 4. The results show that with G0 = 600 LEDBAT has reached the steady state congestion window in the first 5 seconds while with G0 = 40 the steady state congestion window is yet to be reached. As UDP traffic arrives at different times and rates at the shared bottleneck link, high value of gain results in an increasing variation of the congestion window and queue delay with increasing UDP arrival rate, unlike low value of gain. The increasing variations can lead to high jitter for real-time UDP applications and underutilization of the available bottleneck capacity for LEDBAT. 180 160 140 120 100 80 60 40 20 0 0
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Figure 4.8: Congestion window of LEDBAT with fixed gain and access router queue delay In the remainder of this section, we present additional results of the impact of gain and available bottleneck capacity (for LEDBAT) on the start-up and steady state throughput of LEDBAT. Effect of Bottleneck Link Capacity in Start-up Phase Figure 4.9 presents theoretical results from Equation 4.5 and from simulation of Scenario 5, showing how high gain takes less time to reach steady state (tstdy ) with increasing C than low gain (where µled = C in this case). The larger discrepancy between theoretical and simulation results for lower G0 is because more time is spent during the period when 33



0 < dˆque ≤ dtar with G0 = 40 than other values of G0 , as we assume dˆave que = dtar /2 in the analytical model. 90 80 70 tstdy (s)
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Figure 4.9: Time taken by LEDBAT to reach steady state in the absence of UDP for different bottleneck capacities Considering Scenario 6, Figure 4.10 shows the normalized throughput (ηstartup ) of a simulated LEDBAT source running a 30-second active session application with different values of gain and bottleneck capacity. The decreasing throughput especially for G0 = 40 and 200 as C increases is due to LEDBAT not reaching steady state long before 30s. This illustrates the need for high values of gain (G0 ) in LEDBAT, especially for high-speed access networks and short-session applications. Effect of UDP Arrival Rate in Steady State Having shown the benefit of using high gain in LEDBAT startup phase, we now present results for Scenario 7 showing how low gain can minimize the variation of LEDBAT congestion window (∆w) during the steady state phase, thus saturating the bottleneck link capacity. In the scenario under consideration, we have no solution for dmax que and hence ∆dque in Equation 4.6 at the moment. This is because their values are not only determined by LEDBAT but also by UDP. Therefore only simulation results are presented to show the impact of gain on ∆w and consequently on throughput. Figure 4.11 shows simulation results from Scenario 7. µled is varied by increasing the arrival rate of UDP traffic at the bottleneck for each value of G0 . The benefit of using low gain in steady state is shown in Figure 4.11 as higher normalized steady state throughput (ηstdy ) of LEDBAT is observed with low gain than with higher gain. This may be due to increasing variation of LEDBAT congestion window as µled decreases and G0 increases. 4.3.5



Summary



Equation 4.5 can be used to predict the time spent by LEDBAT before reaching steady state. In the LEDBAT steady state, Equation 4.6 helps to understand the relationship 34
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Figure 4.10: Normalized throughput of a 30-second active session application using LEDBAT in the absence of UDP for different bottleneck capacities
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Figure 4.11: Normalized throughput of LEDBAT in steady state for different arrival rates of UDP traffic
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between the gain and the variation of LEDBAT congestion window. In addition to the applicability of our derived equations, Figures 4.9 and 4.10 show that high gain is necessary for fast start-up and consequently high throughput in start-up phase especially for high speed access networks and short-session applications. However, Figure 4.11 shows that the high gain could result in large variations of LEDBAT congestion window thus introducing jitter for real-time applications and underutilizing available bottleneck capacity for LEDBAT. Therefore, there is need for a dynamic selection of gain during a LEDBAT connection so that the fairness and efficiency objectives of LEDBAT are still met for all values of gain. 4.4



Impact of Delay Variability on LEDBAT Performance



The LEDBAT congestion control algorithm in [63] assumes that only queue delay varies while other components of delay are approximately constant. This is not always true in a typical Internet environment [9]. However, route changes in the Internet can in fact cause the time it takes to send a packet from the source to destination to vary, excluding the time spent in the queue. This can be due to different link delays and consequently path delays existing on different routes in the Internet. By link delay, we mean the time it takes to get an IP packet across a link. This includes transmission, waiting, and retransmission by the data link layer protocol. The path delay (dpath ) is simply the sum of the link delays (dcore and daccess ) and queuing/processing delay at routers (dque ), i.e. dpath = dcore + daccess + dque . When using the same route, small variations in the path delay are possible because of varying link and queuing delays. But when a route changes, large changes in the path delay may occur. Therefore, route changes play a significant role in delay variability. We assume only the change in path delay due to route changes significantly contributes to delay variability beyond an ISP network [9]. This section analyses the impact of route changes on LEDBAT throughput and fairness under different network conditions. We give additional description and assumptions of the network scenario in Section 4.4.1 followed by a formal explanation of the behaviour of LEDBAT congestion window when route changes in Section 4.4.2. Our simulation setup is given in Section 4.4.3. The formal explanation in Section 4.4.2 is used to support the discussion of our analysis results in Section 4.4.4. Our analysis shows the negative impact of route changes on LEDBAT throughput and fairness under different conditions. In addition, the analysis shows the need for more work to improve the performance of LEDBAT in the case of when routes change. 4.4.1



Scenario Description and Assumptions



Our network scenario is based on Section 4.1. The following are the assumptions made for the analysis of the impact of delay variability on LEDBAT performance: 1. A single LEDBAT source is considered to simplify the exposition. This is because every LEDBAT flow will respond accordingly to changes in delay in the path and intra-protocol fairness issues of LEDBAT have been analysed elsewhere [12, 13, 58]. 2. As LEDBAT throughput when co-existing with other traffic sources will be low most times, other sources have finished their session and only LEDBAT traffic is present in the access network. 36



3. The capacity of each link across every new route beyond the ISP network is no less than C. This is because the capacities of most links in the Internet are usually in the order of gigabits or hundreds of megabits [44, 51]. Therefore, C still remains the bottleneck after route changes. 4. As a possible consequence of route changes in the Internet is a significant change in the path delay of the new route, dcore in Figure 4.2 and hence dpath are not fixed but vary when LEDBAT is already in steady state. LEDBAT is in steady state when it has fully saturated the bottleneck capacity and queue delay is approximately equal to the LEDBAT target delay. 5. The path one-way delay from the source to destination is the summation of all delays in the path and denoted as dpath . That is, dpath = dcore + daccess + dque . Before presenting the results of the performance analysis of the impact of delay variability on the performance of LEDBAT in Section 4.4.4, we will present in Section 4.4.2 a formal explanation of LEDBAT congestion window when route changes. This will be used to support our discussion of the performance analysis in Section 4.4.4. 4.4.2



Modelling LEDBAT Congestion Window When Route Changes



LEDBAT congestion window can limit the throughput of a LEDBAT source [35]. To provide a formal explanation of the behaviour of LEDBAT, we will present in this section LEDBAT congestion window equation when route changes. Here and in Section 4.4.4, we use the change in path delay (∆dpath ) in a general sense to describe the case of increasing or decreasing path delay. Two cases are considered. First is when ∆dpath < 0 while the second is when ∆dpath > 0, where the path delay of the new old route (dold path ), the path delay of the new route (dpath ), and ∆dpath are related as old ∆dpath = dnew path −dpath . To express LEDBAT congestion window, a formal description of how a LEDBAT source updates the measured one-way delays is given in this section. The definitions of other symbols used in the remainder of Section 4.4 are given in Table 4.3. Table 4.3 Definition of symbols Symbols Definitions dpath Path delay, i.e. end-to-end one-way delay ∆dpath Change in dpath ave ∆dpath Average magnitude of change of dpath tave Average time between successive changes of dpath change new dpath New path delay old dpath Old path delay b d Base one-way delay dc Current one-way delay b D A set of base one-way delays c D A set of current one-way delays tupdate Update interval of Db n Size of Db m Size of Dc
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LEDBAT Source Updating One-way Delays A formal description of how a LEDBAT source updates the lists of base and current one-way delays is presented here. This will be used in explaining the behaviour of LEDBAT congestion window when route changes. A LEDBAT source maintains one-way delays updated every  b b a setb of minimum b b b tupdate , expressed as D = d1 , d2 , . . . , dn where d1 , d2 , . . . , dbn are previous base oneway delays observed and n is bounded by 2 ≤ n ≤ nmax . By default, tupdate is 60 seconds and the maximum size of Db (nmax ) is 10 [63]. If n = nmax and the time tupdate has elapsed, the earliest delay (db1 ) in Db is discarded in order to allow the inclusion of the latest delay in Db . However, for every one-way delay measured by the LEDBAT source, if the time tupdate has not elapsed, dbn is re-computed according to:  c d if dc < dbn b (4.7) dn = dbn otherwise The source updates its congestion window w using a base one-way, dbmin , which  is the b b minimum base one-way delay from previous observations, i.e. dmin = min D . The LEDBAT source also maintains a set of current one-way delays updated every time an ACK is received. Similar to Db , the set can be expressed as Dc = {dc1 , dc2 , . . . , dcm } where dc1 , dc2 , . . . , dcm are previous current one-way delays observed and m is bounded by 1 ≤ m ≤ w(t)/2. If m = w(t)/2 and a new one-way delay is measured, the earliest one-way delay (dc1 ) is removed from Dc in order to allow Dc to be updated. A minimum current one-way delay (dcmin ), obtained from taking the minimum one-way delay in Dc , is also used by the source in updating its congestion window. That is, dcmin = min (Dc ). Case 1 of when ∆dpath < 0 In this case, we will re-write Equation 2.2(iii) of LEDBAT congestion window considering the impact of a change in dpath such that old dnew path is less than dpath . Note that dbmin = dpath and LEDBAT is already in steady state before the change in dpath . This means that the bottleneck link is already saturated and LEDBAT always has packets in the bottleneck buffer. After the change in dpath , each of dbi in Db is assumed to be greater than dnew path plus the actual queue delay (dque ) where i = 1, ..., n. This is because ∆dpath < 0. Upon receiving an ACK, the minimum base delay becomes the new path delay plus queue delay, i.e. dbmin = dbn = dnew path + dque (see Equation 4.7). c new c Similarly, dmin = dpath + dque because D is updated for every ACK received. The source will estimate the queue delay to be zero because dbmin = dcmin . Re-writing Equation 2.2(iii), we have the following equation representing the maximum increase of w when dˆque = 0: w(t + 1) = w(t) + G0



dtar w(t)



(4.8)



Equation 4.8 shows that the LEDBAT source will assume the access router queue is empty and increase its sending rate until dˆque ≥ dtar . In effect an additional average queue delay of approximately dtar is caused by the LEDBAT source in steady state. Although this does not affect the average LEDBAT throughput, the objective of keeping queue delay as low as the target delay is compromised resulting in an additional waiting time for newly arriving real-time traffic and possibly impairing the performance of 38



voice, video, and game applications. Equation 4.8 also shows that the level of impact of a change in dpath such that ∆dpath < 0 is independent of the magnitude of ∆dpath instead it depends on the target delay dtar . Case 2 of when ∆dpath > 0 We now consider another case where dnew path is greater old than dpath and re-write Equation 2.2(iii) considering the impact of the change in dpath . As in Case 1, dbmin = dpath and LEDBAT is already in steady state before the change in dpath . After the change in dpath , each of dbi in Db is assumed to be less than dnew path because ∆dpath > 0. Increasing the path delay increases the bandwidth-delay product. When the path delay increases, the number of packets in the queue decreases. That is, more packets (excluding queued packets) in transit. Upon the change in dpath and an ACK packet is received, dbn remains unchanged before tupdate elapses. Even after a time of tupdate and Db is updated, dbmin remains unchanged until approximately a time c of tupdate × n. As a result, dbmin = dold path . As D is updated every ACK received and assuming a relatively small size of Dc depending on the steady state congestion window of LEDBAT before the change in dpath occurs, Dc is filled with the new one-way delays such that dcmin = dnew path . b new Ideally, dmin = dold path + ∆dpath = dpath indicating that the LEDBAT source has correctly estimated the base one-way delay of the new route. The correctly estimated queue delay is the ideal value and in this case it will be zero as dcmin = dnew path . As a result, the LEDBAT source congestion window would have been updated using Equation 4.8. However, the source does the opposite and the actual estimated queue delay of the new route is simply the change in the path one-way delay, ∆dpath . We therefore re-write the LEDBAT congestion window equation as: dtar − ∆dpath (4.9) w(t) From Equation 4.9, it can be inferred that the magnitude of the change in the path one-way delay can limit the LEDBAT throughput as w(t + 1) < w(t) if ∆dpath > dtar . As dbmin and hence dque remain incorrectly estimated for a time of tupdate × n, w(t + 1) will always be less than w(t) for the same period of time resulting in an average access router queue delay less than the LEDBAT target delay dtar . w(t + 1) = w(t) + G0



4.4.3



Simulation Setup



Our simulations aim at quantifying the impact of delay variability due to route changes on LEDBAT throughput and fairness. In this section, we present the setup of the simulations. The values of parameters shown in Table 4.4 are used. We set the link capacities to those in Table 4.4 so that C will remain the bottleneck. We used the default values of tupdate and nmax in all simulations. The following scenarios were considered: Scenario 8. LEDBAT starts at time 0 and stops at time 60s. Path delay begins to vary at time 30s till the end of LEDBAT session. Scenario 9. LEDBAT starts at time 0 and stops at 900s. Path delay changes once at time 120s. Scenario 10. LEDBAT starts at time 0 and runs for 480s. Path delay begins to vary at 30s till the end of LEDBAT session. 39



Table 4.4: Values of parameters used in the simulations of delay variability on LEDBAT performance Parameter LEDBAT target queue delay, dtar LEDBAT congestion window gain, G0 Bottleneck link capacity, C Other links capacity Bottleneck link delay, dcore Other links delay, daccess Bottleneck buffer size, B



for the analysis of the impact Value 25ms 40 2Mb/s 100Mb/s 25ms, 120ms 5ms 100 packets



Scenario 11. LEDBAT starts at time 0 and runs for 480s. Path delay changes once at time 30s. Based on studies of delay in the Internet [10, 18, 37], we model varying path delay using two variables each chosen from independent exponential distributions: the average magnitude of change of path delay (∆dave path ) and the average time between ave successive changes of path delay (tchange ). ave Scenarios 8 and 10 consider the impact of ∆dave path and tchange . For this case, the value of dcore is set to 25ms such that the new average value of dpath over a period of time is no less than 25ms. We consider 30, 60, and 90 milliseconds as the average magnitude of change of path delay. tave change is varied from 1 to 50 seconds with a default value of 1 second. In the LEDBAT algorithm, Db is normally updated every tupdate . We consider the rate at which route changes occur to be less than every tupdate . The case of when the interval of route changes is greater than tupdate is not considered because we expect that the LEDBAT source to quickly detect such a change and estimate the correct base one-way delay. Therefore, different values of tave change less than tupdate were used with default value of 1s. Scenarios 9 and 11 consider the impact of increasing and decreasing the path oneway delay for at most once during the LEDBAT session. For these scenarios, dcore is set to 120ms in order to investigate a large decrease in dpath . Although instantaneous values were collected for Scenario 2, we allowed the simulations to last for 900s compared to Scenario 1 because we are interested in showing the behaviour of LEDBAT congestion window and the access router queue delay during a period of nmax × tupdate . This is a period after which a LEDBAT source maintains a new set of measured one-way delays. The value of dcore , and hence dpath , change once at time 120s. 4.4.4



Performance Analysis



In this section we present simulation results showing the negative impact of route changes on LEDBAT throughput and fairness under different conditions. Note that where we report the normalized throughput we mean the ratio of the actual throughput to the ideal throughput. The ideal throughput is equivalent to the available bottleneck capacity to LEDBAT. Congestion Window and Queue Delay Over Time Using Scenario 8, Figure 4.12 shows the time evolution of LEDBAT congestion window and the access 40



Congestion Window (pkts)



router queue delay with different values of ∆dave path . Before dpath begins to vary at time 30s, LEDBAT increases its congestion window until it estimates the queue delay to be approximately equal to a target delay of 25ms where it reaches steady state and remains there until a time of 30s. At time 30s, dpath starts to vary for different values of ∆dave path (30, 60, and 90 milliseconds). The results shown in Figure 4.12 illustrate how LEDBAT responds to changes in the path one-way delay every 1s. Additionally, they show the increasing negative impact on LEDBAT congestion window as we increase the average magnitude of change in the path delay (∆dave path ) from 30 to 60 milliseconds. LEDBAT behaves this way because of incorrect estimation of the base one-way delay within the interval of change in dpath . As it will be shown later in Section 4.4.4, this can lead to underutilization of the available bottleneck capacity, thus compromising the objective of saturating the bottleneck link when no traffic exists. 18 16 14 12 10 8 6 4 2 0 80
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Figure 4.12: LEDBAT congestion window and the access router queue delay for different average magnitude of change of path delay (∆dave path ) Figure 4.13 shows the behaviour of LEDBAT congestion window and the access router queue delay over time when the delay of the new path is less than that of the old path, i.e. ∆dpath < 0, for Scenario 9. In this case, the change in dpath is fixed and occurs once at time 120s. Although LEDBAT detects that dpath has changed at 120s as indicated by the changes in the trend of the curves of its congestion window and access router queue delay, an additional queue delay of approximately 25ms is induced by the LEDBAT source (see Equation 4.8). This does not affect the throughput for the LEDBAT source but results in an extra queue delay of approximately target delay, thus not meeting the objective of keeping queue delay as low as the target delay. Upon the arrival of traffic from low-latency tolerant applications in the same access network, the additional queue delay may degrade the performance of such applications. At time 840s, the queue delay is increased for an additional value of approximately target delay. This is because the access router queue is never empty to allow the correct estimation of the base one-way delay of the new route, even when Db contains a new set of one-way delays. 41
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Figure 4.13: LEDBAT congestion window and the access router queue delay for the case of when ∆dpath is less than zero and the change in the route is fixed and occurs once It has been shown that the fairness objective of LEDBAT of keeping queue delay as low as the target delay may not be met for the change in dpath such that ∆dpath < 0. We now present results showing how LEDBAT congestion window reverts to its minimum value of 1 packet due to wrong base one-way delay estimation by the LEDBAT source for the case of when ∆dpath > 0 in Figure 4.14, causing underutilization of the bottleneck capacity. Considering Scenario 9, the results given in Figure 4.14 shows the behaviour of LEDBAT congestion window and the access router queue delay over time for different amount of increasing dpath . At time 120s, different magnitude of ∆dpath causes different decreasing rates of LEDBAT congestion window. This results in LEDBAT congestion window reaching its minimum value at approximately 130s for ∆dpath = +60ms and 190s for ∆dpath = +30ms (see Equation 4.9). The LEDBAT congestion window remains at the minimum value until the source accurately estimates the base one-way delay at times 720s and 840s. The different values are due to the different changes in dpath . Before these times, the queue of the access router is observed to be empty thus allowing the LEDBAT source to accurately measure the new base one-way delay. At the times 720s and 840s, all the previously measured base one-way delays before the change in dpath have been popped out from Db leaving behind only the base one-way delays measured after the change occurs. An indication that the LEDBAT source has correctly measured the base one-way delay in its path is the access router queue delay observed to increase until it reaches the target delay, including the congestion window as shown in Figure 4.14. These results validate our discussion in Section 4.4.2, showing that the magnitude of ∆dpath can significantly impact the LEDBAT congestion window and hence throughput. In addition to the performance of LEDBAT over time, we present results from simulations in the remainder of Section 4.4.4 showing the average values of the access router queue delay and LEDBAT throughput for different average times between 42
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Figure 4.14: LEDBAT congestion window and the access router queue delay for the case of when ∆dpath is greater than zero and the change in the route is fixed and occurs once successive changes of path delay (tave change ), average magnitude of change of path delay (∆dave ), and amount of decreasing and increasing dpath (∆dpath ). path Effect of the Average Time Between Successive Changes of Path Delay (tave change ) For Scenario 10, several simulations are run for 480s using different values ave ave of tave change and ∆dpath for 20 seed numbers. We use the values of ∆dpath to represent the magnitudes of increase in dpath . Average and normalized values of LEDBAT throughput, average access router queue delay, and 95% confidence interval of LEDBAT throughput were collected. We started to record all statistics when dcore begins to vary at time 30s. The results shown in Figure 4.15, Figure 4.16, and Table 4.5 represent average values of 20 seed numbers. Figure 4.15 shows the increasing normalized LEDBAT throughput as we increase the average times between successive changes of path delay with different average magnitude of change of path delay (30, 60, and 90 milliseconds) considering Scenario 10. The figure illustrates the increasing negative impact of route changes on the throughput of LEDBAT as ∆dave path increases from 30 to 90 milliseconds. LEDBAT throughput ave decreases as tchange decreases. This is due to the frequent decrease and increase of LEDBAT congestion window shown in Figure 4.12. Figure 4.16 shows that the average queue delay for 30ms average magnitude of change of path delay is higher than 60 and 90 milliseconds average magnitude of change of path delays. Higher average queue delay means that the LEDBAT source sends more packets. This leads to an increased utilization of the bottleneck link and hence increased throughput shown in Figure 4.15. In Figure 4.15, the normalized throughput is observed to be no greater than 0.7. This is due to the fact that the sending rate of a LEDBAT is unstable in the presence of delay variability as LEDBAT congestion window equation depends on delay in a network (see Equation 2.2(iii)). Table 4.5 shows the increasing average throughput of LEDBAT, including the 95% 43
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Figure 4.15: Normalized throughput of LEDBAT for different average magnitude of change of path delay (∆dave path ) and the average time between successive changes of path ) using 20 seed numbers delay (tave change
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Figure 4.16: Average queue delay at the access router for different average magnitude of change of path delay (∆dave path ) and the average time between successive changes of ave path delay (tchange ) using 20 seed numbers
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confidence interval, as the average time between successive changes of path delay (tave change ) increases for each value of the average magnitude of change of path delay (∆dave path ) for Scenario 10. We include the 95% confidence interval of the average LEDBAT throughput in Table 4.5 to show the accuracy of our results. The results have been presented in tabular form as opposed to plot because of possible impairments of the visibility of the confidence interval on plot. Table 4.5: Average and 95% confidence interval of LEDBAT throughput for different average magnitude of change of path delay (∆dave path ) and the average time between ave successive changes of path delay (tchange ) using 20 seed numbers. LEDBAT Throughput (Kb/s) ave ave ∆dpath (ms) tchange (s) Average 95% Conf Interval 1 1132.07 26.4727 10 1251.3 62.1605 20 1254.62 75.8655 30 30 1388.63 98.2036 40 1401.34 98.2207 50 1409 107.673 1 548.087 17.1893 10 794.383 33.9203 20 825.614 58.4188 60 30 949.374 81.5401 40 1001.57 102.897 50 1043.5 107.28 1 361.411 13.4631 10 599.128 37.5438 20 622.239 62.2093 90 30 742.398 70.9021 40 802.369 109.14 50 852.302 124.786



Effect of Decreasing and Increasing dpath We now present results for Scenario 11 using different values of ∆dpath . Route changes once at time 30s and the normalized LEDBAT throughput and average access router queue delay are recorded from 30s to 480s for each value of ∆dpath . Here we consider a fixed change in dpath and not average from exponential distribution. Using Scenario 11, the results in Figure 4.17 show that LEDBAT throughput is unaffected by any change in dpath such that ∆dpath < 0. However, as ∆dpath increases beyond zero, the throughput is observed to decline to a value that is less than 20% of the ideal throughput of approximately 2Mb/s. This is due to the incorrect estimation of the base one-way delay by the LEDBAT source when the change in dpath occurs. The incorrect estimation of the base OWD leads to LEDBAT to unduly decrease its congestion window when the change in dpath is greater than the target delay (see Equation 4.9 ). Although LEDBAT throughput is unaffected when ∆dpath < 0, results in Figure 4.18 show that additional queue delay at the access router is caused by the source. 45
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Figure 4.17: Normalized throughput of LEDBAT for different amount of decreasing and increasing the path one-way delay across a route This can lead to more waiting time in the access router queue for newly arriving traffic generated by low-delay tolerant applications. This is due to the wrong base one-way delay estimation by the LEDBAT source. For the case of when ∆dpath > 0, the results in Figure 4.18 also show that the decreasing LEDBAT throughput caused by ∆dpath increasing beyond zero in Figure 4.17 is as a result of the average queue delay at the access router less than the target delay. 4.4.5



Summary



Section 4.4 has analysed the impact of delay variability due to route changes on the performance of LEDBAT. Formal explanations of the behaviour of LEDBAT congestion window when route changes are given. Our analysis show the negative impact of route changes on the performance of LEDBAT in terms of throughput for a LEDBAT source and fairness with other sources due to incorrect estimation of base one-way delay by the LEDBAT source. In effect, the key LEDBAT objectives of fully utilizing the bottleneck capacity when no traffic exists and of keeping queue delay as low as the target delay may not always be met especially when route changes. 4.5



Looking Forward



In Section 4.2 the limited and fixed throughput of LEDBAT in the presence of TCP may be too low for some applications. This can reduce the usage of LEDBAT despite its sound objective of saturating the bottleneck link. In Chapter 5 we therefore propose an extension to the LEDBAT algorithm to use a dynamic minimum congestion window. This allows LEDBAT not only to achieve an improved throughput but also to increase its throughput as the bottleneck capacity increases, while still meeting the objectives of LEDBAT. Section 4.3 shows that high gain is necessary for high start-up phase throughput and 46
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Figure 4.18: Average queue delay at the access router for different amount of decreasing and increasing the path one-way delay across a route low gain for high steady state throughput during a LEDBAT connection. Otherwise the efficiency and fairness objectives of LEDBAT will be compromised in some cases. As a result, in Chapter 6 we extend the LEDBAT algorithm to include a dynamic selection of gain during a LEDBAT connection. The extension is such that a high gain in start-up or out of steady state phase and a low gain in steady state will not only improve real-time application users’ experience but also enable LEDBAT to still meet its design objective of saturating available bottleneck capacity. The analysis in Section 4.4 shows that more work is needed to make LEDBAT less affected by delay variability due to route changes in the path of LEDBAT. We have not addressed this in any further detail in this thesis. It is left for future work.
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Chapter 5 DW-LEDBAT: A Dynamic Minimum Congestion Window Algorithm for LEDBAT This chapter is motivated by the fixed and limited LEDBAT throughput in the presence of TCP under the worst case scenario shown in Section 4.2. Instead of a fixed minimum congestion window, in this chapter we propose an algorithm for estimating a dynamic minimum congestion window so that in the presence of TCP, LEDBAT obtains a higher throughput. The design of our proposed dynamic minimum congestion window estimation algorithm is presented in Section 5.1. Results showing performance improvement over the original LEDBAT are given in Section 5.2 with additional analysis showing that the design objectives of the original LEDBAT are still met. For brevity, in this chapter our proposed extension to LEDBAT that uses a dynamic minimum congestion window is referred to as DW-LEDBAT while the original algorithm is simply LEDBAT. 5.1



Design of DW-LEDBAT



In the absence of TCP, once LEDBAT reaches the saturation point where packets are always in the queue it increases its congestion window until the target delay is reached (see Figure 2.5). The congestion window size of LEDBAT at saturation point is defined as wsat and the size at steady state when the target is reached as wstdy . The difference between the two window sizes, ∆w = wstdy − wsat , represents the additional number of packets that is responsible for the target delay. In the presence of TCP, Section 4.2 shows that LEDBAT reverts to the minimum congestion window, which is a fixed value wmin . Instead we propose the minimum LEDBAT congestion window should be ∆w . That is, LEDBAT should be allowed to send at a rate such that it adds no more than the target delay to the queue delay experienced by TCP. Setting the minimum congestion window to ∆w has two advantages: • LEDBAT can potentially obtain a higher throughput in the presence of TCP at the expense of a reduced TCP sending rate; • The throughput is no longer fixed, but increases as the bottleneck link capacity increases. We now describe the estimation of ∆w . For the minimum LEDBAT congestion window to be ∆w , this value must be estimated during the LEDBAT session. To estimate ∆w the LEDBAT sender must estimate the values of the congestion window at saturation point (wsat ) and steady state (wstdy ). Algorithm 1 is introduced into the LEDBAT source algorithm. The implementation is such that the part of LEDBAT algorithm in Figure 2.4, that updates the congestion window size every time an ACK 48



is received (i.e. LEDBAT congestion window equation), is replaced by Algorithm 1. The value of dˆque is from the estimated queue delay by the LEDBAT source in the original LEDBAT algorithm. Algorithm 1 Pseudocode for estimating ∆w 1: Initialization: 2: wsat ← −∞ 3: wstdy ← −∞ 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15:



if (dˆque (t) = 0) AND (w(t) > wsat ) then wsat ← w(t) else if (dˆque (t) ≥ dtar ) AND (w(t) > wstdy ) then wstdy ← w(t) ∆w ← wstdy − wsat end if dˆque (t)) ) < ∆w then if (w(t) + G0 (dtar −w(t) w(t + 1) ← ∆w else dˆque (t)) w(t + 1) ← w(t) + G0 (dtar −w(t) end if



ˆ w represents the estimated backlog of packets that can be in the queue of a router. ∆ Alternatively, it is the extra congestion window that takes LEDBAT from saturation point (delay of 0) to steady state (delay of target). Ideally, as the queue delay when LEDBAT is in use is dtar , with a link capacity of C the packets in the queue, ∆w , is: ∆w = dtar × C



(5.1)



In lines 5 and 6 the congestion window at saturation point (wˆsat ) is estimated as the maximum measured congestion window (w) while the estimated queue delay (dˆque ) is 0. In lines 7 and 8 the congestion window at steady state (wˆstdy ) is estimated as the maximum measured congestion window while the estimated queue delay is greater ˆw than or equal to the target (dtar ). From the two estimated values wˆsat and wˆstdy , ∆ can be calculated (line 9) and used as the minimum congestion window (lines 11 and 12). ˆ w will be equivalent to ∆w if the estimates of wsat and wstdy are correct. The ∆ accuracy of wˆsat and wˆstdy will depend on the time that DW-LEDBAT has to take the ˆ w will be measurements while no other traffic is present in the network. That is, ∆ equal to ∆w if there is no other traffic in the network before DW-LEDBAT reaches steady state. 5.2



Analysis of DW-LEDBAT



This section presents the analysis of DW-LEDBAT using the system model in Section 4.1, scenario description and assumptions in Section 4.2.1 and simulation setup in Section 4.2.3. To support our theoretical analysis, some preliminary analysis that shows the linearity of DW-LEDBAT congestion window growth is first presented in Section 5.2.1. Section 5.2.2 shows how the DW-LEDBAT throughput depends on the 49



accuracy of estimating ∆w , i.e. if the source has sufficient time to accurately estimate ∆w then DW-LEDBAT gives an increased throughput in the presence of TCP; an inaccurate estimate results in performance no worse than the original LEDBAT. Section 5.2.3 illustrates the impact of TCP arrival time on the performance of DWLEDBAT. Additionally, Section 5.2.4 shows how the dynamic minimum congestion window is beneficial as the bottleneck link capacity changes while fairness analysis of DW-LEDBAT is presented in Section 5.2.5. In Section 5.2.6, we show that DWLEDBAT still meets the original LEDBAT objectives. The analysis is a combination of simulation and theoretical. 5.2.1



Linearity of DW-LEDBAT Congestion Window Growth



In this section we show that the DW-LEDBAT congestion window growth is approxˆ w with imately linear over time, and then use this to derive an expression relating ∆ ∆w . This is used in subsequent sections to show how the performance of DW-LEDBAT depends on the accuracy of the estimate of ∆w . Consider a single DW-LEDBAT flow through a bottleneck access link with a capacity of C as shown in Figure 4.2. The source maintains a congestion window size, w(t), for all unacknowledged packets. w(t) is updated every RT T depending on the estimated queue delay of packets at the router. In the absence of other traffic, the congestion window growth can be characterised into three phases, depending on the estimated queue delay, dˆque . In the first phase, where dˆque = 0, Equation 2.2(iii) becomes: w (t + 1) = w (t) +



G0 × dtar w (t)



(5.2)



As both G0 and dtar are constant, and Equation 5.2 is applied for each ACK received, w(t) is increased by a constant number of packets every RTT, i.e. the growth of w is approximately linear with time. In the second phase, where 0 < dˆque < dtar , Equation 2.2(iii) is used. Assuming only small changes in dtar − dˆque per RTT, similar to the first case, the congestion window is increased by G0 × (dtar − dˆque ) packet(s) every RTT, resulting in an approximately linear growth. However as dtar − dˆque is always less than dtar , the growth of w in the first phase is faster than that in the second phase. In the third phase, where dˆque ≈ dtar , w(t) remains approximately unchanged, i.e. w(t) is constant. Considering the three phases, we can assume LEDBAT congestion window growth is linear over time as illustrated in Figure 5.1. The figure presents the ideal behaviour of w that is, when no other traffic exists. ˆ t is the estimated interval between the estimated time of the bottleneck saturation ∆ ˆ w, ∆ ˆt point (tˆsat ) and the estimated start time of the steady state (tˆstdy ). Similar to ∆ ˆ will be equivalent to ∆t if the estimates of tsat and tstdy are correct. The ideal interval ∆t is the time it takes the queue delay to increase from the last time the queue is empty to the time the queue delay reaches the target. Thus, ∆t and dtar are proportional. Therefore, ∆w and ∆t are proportional because of Equation 5.1. ˆt ∝ ∆ ˆ w . From Algorithm 1, The same argument can be applied to the estimates, i.e. ∆ once w ˆsat is determined w is increased at the same rate as in the ideal case. It follows that: 50
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Figure 5.1 DW-LEDBAT congestion window in the absence of other traffic



ˆw ∆w ∆ = ˆ ∆t ∆t



(5.3)



And with re-arrangement: ˆ ˆ w = ∆w × ∆t ∆ (5.4) ∆t Equation 5.4 will be used in Section 5.2.3 to model the average sending rate of a DW-LEDBAT source in the presence of TCP. 5.2.2



Accuracy of ∆w Estimated by a DW-LEDBAT Source



A DW-LEDBAT source uses measurements of the current congestion window to estimate the window size at the saturation point (wˆsat ) and in steady state (wˆstdy ), so that when a TCP flow arrives DW-LEDBAT can reduce its congestion window to ˆ w = wˆstdy − wˆsat . If DW-LEDBAT reaches steady state before TCP arrives, the ∆ estimates should be correct. That is, the estimated values will be the same as the ideal values, i.e. wˆsat = wsat and wˆstdy = wstdy . However if TCP arrives before DW-LEDBAT reaches steady state, the estimates will be less than the ideal values. The estimates will never be greater than the ideal values because lines 5 and 7 of Algorithm 1 will be false once the bottleneck is saturated and the steady state is reached respectively. In this section, we consider different cases of the accuracy of the estimates, which depends on the arrival time of TCP (ttcp ). The impact of ttcp on DW-LEDBAT’s performance is also discussed. To verify the accuracy of our proposed DW-LEDBAT in estimating the minimum congestion window, we implemented DW-LEDBAT in ns-2. The setup described in Sections 4.1 and 4.2.1 is used. We consider the following scenarios: Scenario 12. LEDBAT/DW-LEDBAT starts at time 0 and last for 30 seconds, TCP arrives at time 10 seconds and stops at time 25 seconds. Scenario 13. LEDBAT/DW-LEDBAT and TCP start at time 0, LEDBAT/DWLEDBAT last for 30 seconds while TCP for 25 seconds. 51



Scenario 14. DW-LEDBAT starts at time 0 and last for 240 seconds. There are five TCP flows, each with a duration of 20s, starting at different times: TCP1 starts at 0s; TCP2 at 30s; TCP3 at 70s; TCP4 at 120s; TCP5 at 180s. Each scenario considered represents different arrival times of TCP. In particular, this section shows how the DW-LEDBAT congestion window and hence throughput depend on the accuracy of estimating ∆w . That is, if the source has sufficient time to accurately estimate ∆w then DW-LEDBAT gives an increased throughput in the presence of TCP. An inaccurate estimate results in performance no worse than original LEDBAT.
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TCP Starting after DW-LEDBAT Steady State The best case scenario for DW-LEDBAT arises when a single TCP flow starts after DW-LEDBAT reaches steady state. In this case, wˆsat and wˆstdy should be equal to wsat and wstdy , respectively. That is, the ideal values are obtained. Figure 5.2, obtained from simulation for Scenario 12, shows the congestion window and queue delay at the access router over time when LEDBAT and DW-LEDBAT are used. TCP arrives at time 10s and completes at time 25s. The only difference in results is the congestion window during TCP congestion avoidance. With DW-LEDBAT the minimum congestion window is approximately 4 packets. This matches Equation 5.1. The results show that DW-LEDBAT achieves its aim of setting the minimum congestion window to ∆w while introducing no significant extra delay into the network as indicated by the less-than-target queue delay observed shortly after TCP session ends. 20
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Figure 5.2: Congestion window of DW-LEDBAT and access router queue delay of packets when TCP arrives the shared bottleneck link after DW-LEDBAT has reached steady state The increase in throughput when using DW-LEDBAT compared to LEDBAT can be significant. It depends on the relative length of TCP/LEDBAT sessions, as well as other factors shown in subsequent sections. In the example above, in the presence of TCP, DW-LEDBAT’s throughput is four times that of LEDBAT. Over a session of 30 52



seconds, when using DW-LEDBAT the average throughput is increased by approximately 15% with negligible change in queue delay.
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DW-LEDBAT and TCP Starting at Same Time The worst case scenario for DW-LEDBAT arises when a single TCP flow starts at the same time as DW-LEDBAT. In this case DW-LEDBAT has no time to measure the values of wˆsat and wˆstdy . Considering Scenario 13, Figure 5.3 shows the minimum congestion window when both DW-LEDBAT and TCP arrive at the same time. ∆w is estimated to be approximately 2 packets, instead of the ideal 4 packets. Although the estimate is inaccurate, DWLEDBAT is no worse than LEDBAT in both congestion window and queue delay as DW-LEDBAT reverts to a minimum congestion greater than 1 packet. 20
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Figure 5.3: Congestion window of DW-LEDBAT and access router queue delay of packets when TCP and DW-LEDBAT starts at the same time In summary, in the presence of TCP the lower bound of DW-LEDBAT’s sending rate is the same as LEDBAT. The upper bound is a throughput such that DWLEDBAT adds no more than the target delay to the queue delay experienced by TCP. The upper bound is significantly higher than that achieved with LEDBAT. After considering a special scenario where DW-LEDBAT throughput tends towards the upper bound, the average DW-LEDBAT throughput is analysed in Section 5.2. ˆ w depends on the arrival time Long Lived LEDBAT Although the accuracy of ∆ of TCP before DW-LEDBAT reaches steady state, it is possible for DW-LEDBAT to ˆ w if the previous estimate is not yet equivalent re-estimate a more accurate value of ∆ to the ideal. To do so, DW-LEDBAT requires some period in which there is no TCP flow. We illustrate this useful feature by considering Scenario 14 with a long-lived DWLEDBAT flow, and multiple non-overlapping, short-lived TCP flows. For example, consider a large upload with DW-LEDBAT, and multiple web requests with TCP. An ns-2 simulation was performed for Scenario 14 with a single DW-LEDBAT flow. For this simulation, in order to increase the time taken by DW-LEDBAT to 53



reach steady state, the gain is set to 5. Figure 5.4 shows the DW-LEDBAT congestion window over time.
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Time (s) Figure 5.4: Congestion window of DW-LEDBAT in the presence of 5 short-lived TCP flows starting and stopping at different times In the presence of TCP, DW-LEDBAT sets its congestion window to the estimated ˆ w . Note from Equation 5.1, the ideal minimum congestion window is 4 packets. value, ∆ As TCP1 and DW-LEDBAT start at the same time, the minimum congestion window is set to 1 packet (worst case, as in Section 5.2.2). When TCP1 stops, DW-LEDBAT ˆ w . However DW-LEDBAT does not reach steady state will continue to calculate ∆ ˆ w , which before TCP2 arrives. In the presence of TCP2, DW-LEDBAT reverts to ∆ has increased to approximately 2 packets. Again, when TCP2 stops DW-LEDBAT ˆ w , but still not enough time to reach steady state before has more time to calculate ∆ TCP3 arrives. After TCP3 stops, DW-LEDBAT finally reaches steady state, therefore ˆ w = ∆w . From now on, DW-LEDBAT will use the ideal minimum congestion window ∆ when a TCP flow is present. In summary, although the lower bound DW-LEDBAT throughput is the same as LEDBAT, for long-lived flows it is likely that DW-LEDBAT will have the opportunity to increase the throughput towards the upper bound. 5.2.3



Throughput Analysis



The results in Section 5.2.2 illustrate the dependence of DW-LEDBAT sending rate on the arrival time of TCP flow. In this section we present a model of the average sending rate (equivalent to throughput) of DW-LEDBAT during TCP session, and show the impact of different TCP arrival times. ˆ w when w < ∆ ˆ w . Assuming a long In the DW-LEDBAT algorithm, w is set as ∆ ˆ w. TCP session, the average congestion window during the presence of TCP will be ∆ Substituting Equation 5.1 into 5.4, and with an average RTT of RT Tave , the average throughput of DW-LEDBAT during a TCP session, x¯, is: 54



1 x¯ = × RT Tave







dtar × C ∆t







ˆt ×∆



(5.5)



ˆ t and ∆t depend on the arrival time of TCP relative to the start of The values of ∆ ˆ t as a function the LEDBAT session, ttcp . We do not have a solution that expresses ∆ of ttcp , however the effect of ttcp on the average sending rate can be illustrated via simulation, as shown in Figure 5.5. The results are obtained from simulations using the following scenario: Scenario 15. DW-LEDBAT starts at time 0 while TCP arrives at different times varied from 0 to 40s, incremented by 5s. Both DW-LEDBAT and TCP complete at 300 seconds In addition to the values of parameters given in Table 4.1, the gain is set to 5 to clearly show the impact on DW-LEDBAT’s performance for the range of ttcp values used. For example with ttcp = 10s, the DW-LEDBAT flow starts at simulation time 0, the TCP flow starts at time 10s and both flows finish at time 300s. Estimated ∆w (pkts)
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ˆ w and average sending rate of Figure 5.5: Estimated minimum congestion window ∆ DW-LEDBAT in the presence of TCP for different TCP arrival times ttcp Based on Scenario 15, DW-LEDBAT performs the same as LEDBAT when TCP arrives at the same time as DW-LEDBAT. As the arrival time of TCP increases, the performance of DW-LEDBAT increases, in this example reaching the upper bound when the arrival time is about 25s representing the time it takes DW-LEDBAT to reach steady state. ˆ t is unknown, the upper bound performance, that is the maximum Although ∆ average DW-LEDBAT throughput, can be calculated from Equation 5.5. In the best ˆ t = ∆t . Equation 5.5 simplifies to: case, if ttcp ≥ tstdy then ∆ x¯max =



dtar × C RT Tave



where dtar is constant while RT Tave is dependent of C. 55
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Scalability Analysis
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The maximum average throughput of LEDBAT (wmin /RT Tave ) and DW-LEDBAT (Equation 5.6) in the presence of TCP are validated by comparing with ns-2 simulation results for varying bottleneck link capacities. Using the setup in Sections 4.1 and 4.2.3, we consider Scenario 3. In addition to the values of parameters given in Table 4.1, the bottleneck capacity is varied from 2 to 9Mb/s. To ensure that it remains the bottleneck, other links are set to 100Mb/s. The access router buffer size is 100 packets so that B ≥ Bthreshold still holds (see Section 4.2.2). Figure 5.6 shows both the analytical and simulation results for Scenario 3, indicating the models developed are accurate. 1400
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Bottleneck Capacity C (Mb/s) Figure 5.6: Average sending rate of DW-LEDBAT and LEDBAT in the presence of TCP for different bottleneck capacities when TCP arrives the network during the steady states of DW-LEDBAT and LEDBAT The results shown in Figure 5.6 illustrate another key advantage of DW-LEDBAT compared to LEDBAT. Recall that LEDBAT reverts to the minimum congestion window, a fixed parameter, in the presence of TCP. That is, as the bottleneck capacity changes, the average LEDBAT throughput remains approximately constant as shown in Figure 5.6. However with DW-LEDBAT the average throughput is dynamic. That is, it depends on C. This is a desirable advantage of DW-LEDBAT: as more capacity is available on the bottleneck link, DW-LEDBAT gains an increased absolute portion of the capacity. 5.2.5



Fairness Analysis



A potential drawback of DW-LEDBAT is that, as suggested by Figure 5.6, it may gain too much of the capacity, starving TCP. Firstly note that Figure 5.6 represents the maximum average throughput when TCP arrives after DW-LEDBAT reaches steady state. In practice, DW-LEDBAT will achieve less than this, making it unlikely to starve TCP. Despite this, to see the conditions at which the maximum average DWLEDBAT throughput is too large, consider the results in Table 5.1. These results are 56



obtained from Equation 5.6 for varying values of C, B, RT Tbase and RT T . Note that Equation 5.6 assumes the buffer size is large enough so that the queue delay is never less than the target, i.e. B ≥ Bthreshold is true. This is likely to be true in current access routers [19, 23]. We show results for this case in Table 5.1. Table 5.1 Average DW-LEDBAT throughput in the presence of TCP RT Tbase (ms) C (Mb/s) Bthreshold (Mb) B (Mb) RT Tave (ms) Cx¯ (%) 10 0.6 1 107.5 23.26 10 100 6 6 67.5 37.04 1000 60 80 87.5 28.57 10 1.5 2 275 9.09 100 100 15 25 325 7.69 1000 150 150 225 11.11 10 10.5 15 2250 1.11 1000 100 105 105 1800 1.39 1000 1050 1200 1950 1.28 The last column in Table 5.1 shows the percentage of the bottleneck capacity obtained by LEDBAT. We see that with small base RTT (around 10ms) DW-LEDBAT may gain too much capacity. However in practice the base RTT for many paths in the Internet will most likely be greater than 10ms, in which case DW-LEDBAT is a suitable alternative to LEDBAT. 5.2.6



Satisfying the Objectives of LEDBAT



This section shows that DW-LEDBAT still meets the original LEDBAT objectives. We show this for a single and multiple LEDBAT flows in the presence of TCP. DW-LEDBAT is designed such that the key objectives of LEDBAT from [63] and outlined in Section 2.4.2 are still satisfied. DW-LEDBAT differs from LEDBAT by the way in which the minimum congestion window is calculated when other traffic is present. Therefore the objective of maximum utilization of bottleneck when no other traffic present is satisfied by DW-LEDBAT. Also, the objective of quickly yielding to other traffic is satisfied as DW-LEDBAT does not change the rate at which the congestion window is reduced. DW-LEDBAT does not require any additional packets nor complex operations, and hence the deployability should be the same as LEDBAT, satisfying the last objective in Section 2.4. Hence in this section we aim to show that DW-LEDBAT satisfies the remaining objective: DW-LEDBAT should contribute little to the queue delays induced by TCP traffic. Focussing on DW-LEDBAT while TCP is present, we assume TCP enters the congestion avoidance phase and the queue delay estimated by DW-LEDBAT is greater than the target. During this phase, the sending rate of DW-LEDBAT is approximately constant, and therefore the number of DW-LEDBAT packets in the queue is constant. After the TCP session finishes, these DW-LEDBAT packets should be the only packets remaining in the queue. To show the objective of contributing little to the queue delays induced by TCP traffic is met, we aim to show that these remaining DWLEDBAT packets add little to the queue delay. We assume that the target delay, dtar , is acceptable i.e. “little”. As the performance of DW-LEDBAT depends on the arrival time of TCP flows (ttcp ), we need to show that shortly after the TCP session finishes, the queue size and hence queue delay, dque , is no larger than the target, dtar : 57



Proposition 1. For all values of ttcp > 0, dque ≤ dtar shortly after TCP session finishes Single DW-LEDBAT Flow DW-LEDBAT is designed so that in the presence of ˆ w packets will be sent every time an ACK is received. As ∆ ˆ w is small, we TCP, ∆ ˆ assume that all ∆w packets will be output from the router queue before the next ACK is received. Hence, the maximum number of DW-LEDBAT packets in the queue at ˆ w . Therefore after the TCP session finishes, the delay of the queue, dque , any time is ∆ ˆ w packets. It may be less than because some will be no greater than the time to send ∆ ˆ of the ∆w packets may have already been sent. That is: dque ≤



ˆw ∆ C



(5.7)



First consider the case that the TCP flow arrives after DW-LEDBAT reaches steady ˆ w = ∆w . Therefore, state, i.e. ttcp ≥ tstdy . In this case, as described in Section 5.2.2, ∆ using also Equation 5.1: ∆w C dtar × C ≤ C ≤ dtar



dque ≤



(5.8)



Now consider the case that the TCP flow arrives before DW-LEDBAT reaches ˆ w < ∆w . Using the same approach above, steady state, i.e. ttcp < tstdy . In this case ∆ it follows that dque < dtar . Therefore for all cases of ttcp > 0, the queue delay after TCP finishes will be less than the target. Proposition 1 holds, and therefore the LEDBAT objective of contributing little to the queue delays induced by TCP traffic is satisfied by DWLEDBAT. Multiple DW-LEDBAT Flows Finally, lets consider a special scenario where N DW-LEDBAT flows start at the same time from the same source host such that N > 1. This may be the case when DW-LEDBAT is used in a file-sharing application: the application creates connections to transfer data to multiple hosts in parallel. To show the objective of contributing little to the queue delays induced by TCP traffic is satisfied in this case, again we aim to show that the total queue delay after the TCP flow finishes is no greater than the target, dtar (same as Proposition 1). Consider N DW-LEDBAT flows, where the i-th flow estimates its minimum conˆ iw , dˆique gestion window, estimated queue delay and experiences actual queue delay as ∆ and dique , respectively. The case of TCP arriving at time ttcp ≥ tstdy is considered beˆ w = ∆w i.e. maximum value of ∆ ˆ w and consequently cause this is the only case where ∆ dque . Unlike the case of a single DW-LEDBAT flow, multiple N DW-LEDBAT flows now compete for the bottleneck capacity such that each flow should aim at saturating 1/N of the bottleneck capacity. When the estimated queue delay by all flows is zero, each of the flows will increase its congestion window by a constant factor G × dtar i every RTT (see Equation 5.2). Therefore, each flow reaches its wˆsat at the same time 58



PN 1 2 N i such that wˆsat = wˆsat = ... = wˆsat . ˆsat of all flows is equivalent to wˆsat in the i=1 w case of a single DW-LEDBAT flow because a single flow aims at saturating the entire bottleneck capacity while 1/N of the capacity is saturated by each of the flows in the i = wˆsat /N for the case when case of multiple N DW-LEDBAT flows. As a result, wˆsat i ˆ dque = 0. Using the above argument for the case when 0 < dˆique ≤ dtar i.e. bottleneck i = wˆstdy /N . Consequently for the estimated already saturated, it follows that wˆstdy minimum congestion window of each flow: ˆ ˆ iw = ∆w ∆ (5.9) N From Equation 5.9, the sum of all the estimated minimum congestion windows by each flow in the case of multiple flows is equivalent to the estimated minimum congestion window by a single flow in the case of a single DW-LEDBAT flow. Rearranging and substituting Equation 5.9 into Equation 5.7, we have: ˆ iw N ×∆ (5.10) C Each of the N DW-LEDBAT flows has a capacity of C/N available. Hence applying Equation 5.1 we obtain: C ∆iw = dtar × (5.11) N As TCP arrives in the network after all DW-LEDBAT flows have reached steady state, ˆ iw = ∆iw . Therefore substituting Equation 5.11 into Equation 5.10 gives: then ∆ dque ≤



dque ≤ dtar



(5.12)



With multiple DW-LEDBAT flows, the total queue delay after the TCP session completes will be less than the target, i.e. Proposition 1 holds. As a result, the LEDBAT objective of contributing little to the queue delays induced by TCP traffic is also met with multiple DW-LEDBAT flows. 5.2.7



Complexity of DW-LEDBAT



Our proposed DW-LEDBAT may introduce additional complexity compared to LEDBAT. In this section we compare the time, space and communication complexities of the two algorithms. To compare the time complexity of DW-LEDBAT to LEDBAT, we consider the average execution time of the algorithm at the sender in order to send n bytes of data. The receiver execution time is not considered as DW-LEDBAT requires no changes at the receiver. Assuming the sender always has data to send, LEDBAT executes the algorithm illustrated by Step 2 and Step 4 in Figure 2.4. That is, update the base and current one way delays, estimate the queue delay, calculate the congestion window and then send the data. Each of these operations is independent of the data size and can be executed in constant time, i.e. O(1). The LEDBAT sender repeats these operations each time an ACK is received, until all n bytes of data is ACKed. Therefore the overall execution time at the LEDBAT sender increases linearly with the data to send, i.e. time complexity of O(n). Considering DW-LEDBAT, the difference from LEDBAT is that the calculation of the congestion window in Step 4 is replaced with Algorithm 1. Specifically, the new operations in DW-LEDBAT to calculate the minimum congestion window are: 59



• Two conditional statements (lines 5 and 7 in Algorithm 1): They used simple comparative operators. • Three assignment statements (lines 6, 8 and 9 in Algorithm 1): They used arithmetic operators. With these extra operations DW-LEDBAT will require more time to execute than LEDBAT. However, the extra operations are still O(1), meaning that the overall time complexity of DW-LEDBAT is O(n), equivalent to LEDBAT. In comparing DW-LEDBAT to LEDBAT in terms of space complexity, we consider the memory required for variables and constants to measure the space complexity. The variables and constants used in the LEDBAT algorithm and their respective memory occupied are: • BaseOWD (4 bytes), CurrentOWD (4 bytes), OWD (2 x 4 bytes), TargetDelay (4 bytes), QueueDelay (4 bytes), ListOfBaseOWD (10 x 4 bytes), ListofCurrentOWD (20 x 4 bytes), offTarget (4 bytes), LastRollOver (4 bytes), UpdateInterval (4 bytes). • Cwnd (2 bytes), MinimumCwnd (2 bytes), MaximumAllowedCwnd (2 bytes), AllowedCwndIncrease (2 bytes). Note that ∆w is the same as MinimumCwnd. • Gain (2 bytes), Tether (2 bytes), Flightsize (2 bytes) The total memory used by LEDBAT is 170 bytes. Considering DW-LEDBAT, wsat and wstdy are the two new variables introduced by the proposed algorithm. They both store the congestion window size which occupies 2 bytes of memory. The additional 4 bytes of memory needed by DW-LEDBAT is not significant for any implementation compared to the original LEDBAT algorithm as illustrated in Figure 5.7.
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Figure 5.7 Memory required by DW-LEDBAT and LEDBAT algorithm 60



Considering the communication complexity in terms of network overhead during a DW-LEDBAT connection, no additional data, headers or signalling packets are considered in DW-LEDBAT and hence no additional communication complexity in our proposed algorithm. The estimation of wsat and wstdy is performed using the computations and memory stated above. Therefore our proposed algorithm does not add any significant complexity to the original LEDBAT. 5.3



Discussion



In the analysis of DW-LEDBAT, we have considered the case of a single DW-LEDBAT flow and multiple DW-LEDBAT flows starting at the same time. The case of multiple flows starting at different times has not been considered. However the interaction between multiple LEDBAT flows has been analysed by others. In [13, 58] intra-protocol unfairness issues have been identified for LEDBAT. It is likely that DW-LEDBAT will face similar unfairness problems. This can arise when a DW-LEDBAT flow has been in the network before the arrival of another DW-LEDBAT. The first flow will have accurately estimated the value of ∆w due to correct base OWD estimation. However, the second flow will estimate the base OWD as the actual base OWD plus the target delay and increases its sending rate until it estimates the queue delay experienced by its packets to be greater than or equal to the target delay. As a result of the wrong base OWD measured by the second flow, the estimated value of ∆w may be inaccurate. This can therefore cause unfairness among the two flows in the presence of TCP as one DW-LEDBAT flow gets a higher throughput than the other DW-LEDBAT flow. Addressing this potential issue with DW-LEDBAT is considered as future work. 5.4



Summary



We have proposed DW-LEDBAT, a modification of LEDBAT congestion control algorithm that dynamically determines a minimum congestion window. We have shown results, via theoretical and simulation approaches, of DW-LEDBAT obtaining significantly higher throughput than LEDBAT in the presence of TCP in a number of scenarios. We also show that the throughput is no less than LEDBAT’s in the worst case scenario of TCP arrival time. Additionally, our results also show that the maximum average DW-LEDBAT throughput is not fixed but increases as the bottleneck capacity increases. Although LEDBAT takes some of the bottleneck capacity from a TCP flow, we finally show that DW-LEDBAT still meets the fairness and efficiency objectives of LEDBAT.
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Chapter 6 DG-LEDBAT: A Dynamic Gain Framework for LEDBAT



In Chapter 4 two conflicting requirements of LEDBAT gain were identified: maximize gain to reduce the time spent in the start-up phase when sending rate is sub-optimal; and minimize gain to reduce the variation of LEDBAT congestion window in the steady state phase when bottleneck link is underutilized. This therefore motivates the need to include a dynamic gain in the LEDBAT algorithm. That is, one gain during start-up and another in steady state. The gain in steady state can vary depending on the available bottleneck capacity for LEDBAT. In this chapter we propose LEDBAT to use a dynamic gain during a LEDBAT connection to optimize the trade-off between fairness and efficiency throughout a connection. The design of our proposed framework for dynamically selecting gain during a LEDBAT connection is given in Section 6.1. Simulation results showing the performance of our proposed framework and improvement over LEDBAT with fixed gain are given in Section 6.2. In this chapter our proposed extension to LEDBAT that uses a dynamic gain is referred to as DG-LEDBAT while LEDBAT with fixed gain is simply LEDBAT. 6.1



Design of DG-LEDBAT



In Section 4.3 a LEDBAT source uses a fixed value of gain from the start to the end of the connection. If the gain is high enough to minimize the time it takes the source to reach steady state, the average throughput before the source reaches steady state is maximized. However, once in steady state the high gain can introduce jitter for real-time applications and cause the available bandwidth to be underutilized, thus necessitating the use of low gain in steady state. Instead of using a fixed value of gain throughout a LEDBAT connection, we propose the gain should be dynamic. That is: LEDBAT should use a gain in startup phase that minimizes the time to reach steady state; a different gain in steady state that minimizes the oscillation of the congestion window; and another gain when other traffic leaves the network that enables LEDBAT to quickly utilize additional bandwidth. The values of the different gains are not fixed but depend on the application and network conditions. Using dynamic gain during a LEDBAT connection has the following merits: • With a high gain in startup phase, LEDBAT can quickly reach steady state, thus improving the average throughput before reaching steady state; • With a low gain in steady state, LEDBAT introduces little or no jitter for realtime application and can fully utilize the available network bandwidth. 62



Sections 6.1.1 and 6.1.2 explain how the gain is calculated in startup phase and steady state, respectively. We then describe how a DG-LEDBAT source obtains the values of the parameters required to calculate the gains in Section 6.1.3 while Section 6.1.4 provides a description of how the source switches between different phases. 6.1.1



Calculating the Gain for Startup Phase



In Chapter 4 we derived an expression for tstdy the time a LEDBAT source takes to reach steady state (Equation 4.5). This depended on two network conditions, the base RTT (RT Tbase ) and the amount of bottleneck capacity available to LEDBAT (µled ), and three LEDBAT parameters, initial congestion window size (w0 ), target delay (dtar ), and gain (G0 ). In Section 6.1.3 we will explain how the two network conditions can be determined at the start of a DG-LEDBAT connection. The aim of DG-LEDBAT in the startup phase is to select a gain, G0 , that minimizes the time to reach steady state. Re-arranging Equation 4.5 gives: G0 =



RTTbase dtar



(µled · RTTbase − w0 ) + µled (2RTTbase + dtar ) tstdy



(6.1)



Note however there are practical limitations on tstdy , i.e. it cannot be 0. In fact, it must be at least greater than RT Tbase because a DG-LEDBAT source needs to wait for acknowledgment for at least a time of RT Tbase before updating its congestion window. Further explanation on the value of tstdy is given in Section 6.1.3. Additionally, for the case of multiple DG-LEDBAT flows with each flow estimating the value of µled in its path, the value of µled for each DG-LEDBAT flow decreases with increasing number of DG-LEDBAT flows. For each flow, µled limits the value of gain in the startup phase. Therefore, the case of a very large value of gain used by each of the multiple DG-LEDBAT flows is avoided. 6.1.2



Calculating the Gain for Steady State



For the gain in steady state, the aim of DG-LEDBAT is to select a value that minimizes the oscillations of the congestion window (hence small value), while also minimizes the time it takes for the congestion window to reach target value when entering steady state (hence large value). This presents a multi-objective optimization problem. We first define the two objectives and then introduce constraints to find a practical solution. The first objective is to choose a gain that minimizes the oscillation of LEDBAT congestion window in steady state (∆w). We state this as a function of G0 , f (G0 ). Re-arranging Equation 4.6 and substituting 2(dmax que − dtar ) for ∆dque give: f (G0 ) = ∆w = G0 (dmax que − dtar )



(6.2)



The second objective is to choose a gain that minimizes the τstdy time it takes for the congestion window to reach the target value when entering steady state. Similar to the first objective, we state this as a function of G0 , h(G0 ). The time τstdy taken by LEDBAT to decrease its congestion window from wmax to wstdy depends on G0 in LEDBAT steady state. The smaller the value of τstdy the faster the responsiveness of LEDBAT in yielding to newly arriving traffic. Suppose it takes LEDBAT one RTT and RTT /2 to decrease wmax by 2(wmax − wstdy ) and wmax − wstdy respectively 63



(RTT /2 ≡ τstdy , see Figure 4.7). Similar to the derivation of Equations 4.3 and 4.4, substituting RTTbase + dmax que for RTT gives: RTTbase + dmax τstdy que = 2(wmax − wstdy ) wmax − wstdy



(6.3) 4(w
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)



max stdy . Substituting 2(wmax − wstdy ) for ∆w in Equation 4.6 we have ∆dque = G0 Using this in the expression for dmax we have the following equation from Equation 6.3: que



h(G0 ) = τstdy =



wmax − wstdy RTTbase + dtar + G0 2



(6.4)



Considering Equations 6.2 and 6.4, the optimization problem is: argmin f (G0 ) and h(G0 )



(6.5)



G0



In Equation 6.5 there exists no single solution because there are multiple conflicting objectives (see Equations 6.2 and 6.4). We therefore introduce two constraints such that the objective becomes: argmin h(G0 ) : f (G0 ) ≤ ∆wuser



(6.6)



G0



argmin f (G0 ) : h(G0 ) ≤ τuser



(6.7)



G0



where ∆wuser and τuser are design parameters which respectively give the maximum tolerable values of ∆w and τstdy . (To solve the optimization problem only one of the constraints is needed. We use both to demonstrate that DG-LEDBAT could be tuned depending on specific requirements of applications and networks.) ∆wuser limits the impact of G0 on LEDBAT steady state throughput and access router queue delay variation while τstdy limits the impact of G0 on the rate at which LEDBAT yield to newly arriving traffic. The values of ∆wuser and τuser are discussed in Section 6.1.3. The optimization problem in Equation 6.6 either has no solution for the case when ∆wuser is too small or a single solution. In a similar fashion to Equation 6.6, either no solution or a single solution exists for Equation 6.7. Let Gτstdy and G∆w be the G0 obtained from Equations 6.6 and 6.7 respectively. Figure 6.1 further elucidates the optimization problem. We consider the gain in steady state (Gstdy ) to be bounded by G∆w and Gτstdy , where G∆w represents the lower bound while Gτstdy the upper bound. To calculate the gain in steady state (Gstdy ), we optimize Gstdy for high utilization of the available bottleneck bandwidth and fast responsiveness to newly arriving traffic of LEDBAT in steady state. To do this we present Gstdy in the following equation as the average value of G∆w and Gτstdy : Gstdy =



∆wuser + 2(wmax − µled (RTTbase + dtar )) 2(2τuser − (RTTbase + dtar ))



(6.8)



Other approaches for selecting Gstdy given G∆w and Gτstdy are possible. This is discussed in Chapter 7. 64
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Figure 6.1 Optimization problem in calculating LEDBAT gain in steady state 6.1.3



Values of DG-LEDBAT Parameters



Several parametric values are needed for DG-LEDBAT to calculate the gain in both startup and steady state phases (i.e. in Equations 6.1 and 6.8). The values of some of the parameters (tstdy , ∆wuser , and τuser ) depend on the user preference and the type of application. The methods for determining these values are given below. RT Tbase can be calculated as twice of the minimum OWD measured by the DGLEDBAT source. This is applicable for symmetric links. Alternatively, the source could record the minimum RTT from start of the connection. The value of w0 can be obtained from the initial value of the source congestion window (typically w0 = 2pkts). wmax is simply the highest congestion window before the calculation of gain switches from Equation 6.1 to Equation 6.8. The available bandwidth to DG-LEDBAT, µled , can be measured using a bandwidth estimation method [49]. For example [49] has been shown to provide available bandwidth estimates in high-speed networks with zero overhead because it uses data instead of probing (UDP) packets [24]. For long session applications such as uploading large files to remote peers, the value of tstdy may not necessarily be small. This is because the time spent in steady state may be significantly greater than the time spent in startup phase. However, for short session applications such as uploading small sized files to remote peers, we recommend relatively small value of tstdy such that tstdy > RT Tbase . The available bottleneck bandwidth for LEDBAT (µled ) will be underutilized if the change in the LEDBAT congestion window (∆w) is less than twice the number of packets backlogged in the queue of the access router. We therefore recommend ∆wuser to be in the range {0, 2µled × dtar }. τstdy cannot be less than RTTbase + dtar because the source needs to receive acknowledgement before updating its congestion window. We consider the additional time spent by LEDBAT to reduce its sending rate until the queue delay remains approximately at the target to be no greater than the LEDBAT target delay. As a result we suggest τuser to be defined in the range {RTTbase + dtar , RTTbase + 2dtar ]. 65



6.1.4



Switching Between Phases



As described in Section 4.3.2 and illustrated by Figure 4.8, a LEDBAT connection can be divided into three phases: Startup, Steady state, Out-of-steady state (which arises upon the departure of other traffic). At the start of a connection DG-LEDBAT calculates and uses G0 for gain. When steady state starts it calculates and uses Gstdy for gain. To determine that the steady state has started, a DG-LEDBAT source does the following. The source estimates the queue delay in its path. If the estimated queue delay is greater than or equal to the target delay plus some threshold (i.e. dˆque ≥ dtar + δ), the source detects that steady state has started. The threshold δ represents the level of tolerance with possible error in the measurement of one-way delays. We define δ in the range [0, 0.2dtar ]. When other traffic leaves the network, DG-LEDBAT leaves steady state and reuses G0 for gain. To determine this change of phase DG-LEDBAT estimates the queue delay in its path. If the estimated queue delay is less than the target delay plus some threshold (i.e. dˆque < dtar + δ), the source detects the departure of other traffic. In our proposed framework, we avoid a case of Gstdy calculated and used for gain in Equation 6.8 to be greater than G0 calculated and used for gain in Equation 6.1 by using the minimum value of Gstdy from previously calculated gain in steady state. The minimum value is reset to the gain in startup phase when the source is no longer in steady state. 6.2



Analysis of DG-LEDBAT



This section analyses DG-LEDBAT for different values of G0 and µled via simulation using Scenarios 4 and 7. We start by presenting results in Section 6.2.1 showing that our proposed framework achieves its design goals of stabilising the congestion window and queue delay. To do this we modified the LEDBAT source algorithm to include our proposed dynamic gain framework in ns-2. Simulations are based on the model described in Sections 4.1, 4.3.1 and 4.3.3. In addition to the values of parameters given in Table 4.2, we use ∆wuser = 0.5pkts, τuser = 170ms, and δ = 0 while other parameters assume their default values. To show that DG-LEDBAT offers improvement over LEDBAT three metrics are considered: throughput; fairness to real-time traffic; and ability to respond to the arrival of real-time traffic. Results for these metrics are given in Sections 6.2.2, 6.2.3, and 6.2.4, respectively. 6.2.1



Congestion Window and Queue Delay Over Time



In this section, we present results of DG-LEDBAT congestion window and queue delay for Scenario 4. Figure 6.2 shows the instantaneous congestion window of DG-LEDBAT and queue delay. The results show that variations of LEDBAT congestion window and access router queue delay are greatly minimized with high value of gain. For detailed explanation, a comparative performance analysis over time of LEDBAT and DG-LEDBAT is given in Section 6.2.4. 6.2.2



Throughput Analysis



Figure 6.3 shows the steady state normalized throughput ηstdy of DG-LEDBAT and LEDBAT with different values of G0 and µled for Scenario 7. 66
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Figure 6.2: Congestion window of DG-LEDBAT and access router queue delay in the presence of UDP
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Figure 6.3: Normalized throughput of LEDBAT and DG-LEDBAT in steady state for different arrival rates of UDP traffic
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Ideally, a LEDBAT traffic source will fully utilize the available bottleneck bandwidth in steady state when no other traffic exists. The results in Figure 6.3 show that for G0 = 600 → 800 and µled = 400 → 900pkts/s, ηstdy is 67 → 98% for LEDBAT while ηstdy is 100% for DG-LEDBAT. With fixed gain the number of queued packets varies significantly because of high gain resulting in large oscillation of LEDBAT congestion window. To illustrate this Figure 6.4 shows the mean deviation of congestion window (MDcwnd ) for different values of G0 and µled using Scenario 7.
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Figure 6.4: Mean deviation of the congestion windows of LEDBAT and DG-LEDBAT for different arrival rates of UDP traffic With DG-LEDBAT, the available bandwidth is fully utilized for the values of G0 and µled , unlike LEDBAT. In addition, the oscillation of the congestion window is significantly minimized compared to LEDBAT as illustrated in Figure 6.4. 6.2.3



Fairness Analysis



An objective of LEDBAT is to keep the access router queue delay below target so that it does not cause excess delay for other (UDP-based) applications. Therefore we assume if the queue delay goes above target, then LEDBAT is being unfair to other applications. To quantify the fairness of LEDBAT and DG-LEDBAT we use the average number of packets with queue delay greater than the target delay. That is: Pj δdque ≥dtar =



i i=1 (dque



j



− dtar )



(6.9)



where dique is the access router queue delay of the ith packet. To be considered fair, δdque ≥dtar should be as small as possible (ideally 0). Considering Scenario 7, Figure 6.5 shows that δdque ≥dtar for LEDBAT and DGLEDBAT follow the same trend as MDcwnd in Figure 6.4. The increasing value of δdque ≥dtar for LEDBAT beyond some values of µled is due to the increasing variation of the congestion window and the arrival rate of UDP traffic. However, the results for 68



DG-LEDBAT show that δdque ≥dtar is greatly reduced in the worst case of LEDBAT, minimizing the waiting time of real-time traffic in the access router queue with respect to the LEDBAT target delay. 40
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Figure 6.5: Additional queue delay above the target of LEDBAT and DG-LEDBAT for different arrival rates of UDP traffic



6.2.4



Responsiveness Analysis



In this section a comparative analysis of the rates at which LEDBAT and DG-LEDBAT respond to the arrival and departure of UDP traffic is presented in Figure 6.6 (with G0 = 800). This is important because one of the objectives of our proposed framework is to minimize the response time to the arrival of real-time traffic or any increase in queue delay greater than the target. All UDP traffic sources sends packets at different rates such that µled takes different values in the presence of each UDP session. That is, µled = 750, 500 and 250 packets per second in addition to the values of parameters given in Table 4.2. We use Scenario 4 for the simulations. Figure 6.6 shows that LEDBAT and DG-LEDBAT reach steady state at the same time, at approximately 3s. This is because the two differ only in their steady states. In steady state, LEDBAT and DG-LEDBAT stabilise their congestion windows and queue delays when µled ≥ 750pkts/s at time 20s in Figure 6.6. However, variations of the congestion window of LEDBAT and access router queue delay become noticeably high as µled ≤ 500 pkts/s at time 50s unlike DG-LEDBAT which achieves smooth sending rate and queue delay in the presence of UDP as shown in Figure 6.6. Figure 6.6 illustrates that LEDBAT yields faster than DG-LEDBAT when UDP traffic arrives. This is because Gstdy takes its value between G∆w and Gτstdy (see Figure 6.1). However, DG-LEDBAT can be configured to yield faster by using a value of Gstdy that is close to Gτstdy . A disadvantage of doing this is an increasing oscillation of the congestion window resulting in underutilization of the available bandwidth. Shortly after each UDP traffic stops after 30s of active session, LEDBAT and DGLEDBAT increase their congestion window at the same rate because DG-LEDBAT 69
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Figure 6.6: Congestion windows and access router queue delays of LEDBAT and DGLEDBAT in the presence of three UDP traffic sources starting and stopping at different times and rates with 5s interval between successive UDP flows detects that it is no longer in steady state as queue delay is observed to be less than the target in Figure 6.6, reverting to Equation 6.1 for calculating the gain. The results of the performance evaluation of DG-LEDBAT for Scenarios 5 and 6 are omitted because DG-LEDBAT and LEDBAT differ only in steady state phase (see Figure 6.6 ) 6.2.5



Complexity of DG-LEDBAT



Similar to DW-LEDBAT in Chapter 5, our proposed DG-LEDBAT may introduce additional complexity compared to LEDBAT. This section presents a comparison of the time, space and communication complexities of DG-LEDBAT and LEDBAT algorithms. Similar to Section 5.2.7, we consider the average execution time of the algorithm at the sender in order to send n bytes of data to compare the time complexity of DG-LEDBAT to LEDBAT. DG-LEDBAT requires no changes at the receiver and hence the receiver execution time is not considered. We have shown in Section 5.2.7 that each of the operations in LEDBAT has a time complexity of O(1) and the overall execution time at the LEDBAT sender increases linearly with the data to send, i.e. time complexity of O(n). Considering DG-LEDBAT, the difference in the algorithm from LEDBAT is that two calculations of the gain (Equations 6.1 and 6.8) and a conditional statement are introduced before the calculation of the congestion window in Step 4 in Figure 2.4. The equations used arithmetic operators while the conditional statement used simple comparative operators. Due to the additional operations, DG-LEDBAT will require more time to execute than LEDBAT. However, the time complexity of the extra operations is O(1). This implies that the overall time complexity of DG-LEDBAT is O(n), equivalent to LEDBAT. Note that no optimization function in DG-LEDBAT. The optimized value of gain in steady state (Equation 6.8) is a simple equation derived in Section 6.1.2. Only the equation is used in the implementation of DG-LEDBAT. 70



Considering the space complexity, we compare the memory required in DG-LEDBAT to the original LEDBAT. We have shown in Section 5.2.7 that LEDBAT requires 170 bytes of memory. The new variables and constants introduced by our proposed DGLEDBAT are: • δ, the tolerance value added to the target delay stores an arbitrary value in the range of [0, 0.2dtar ] described in Section 6.1.4. This can be stored in 2 bytes of memory. • µled , the available bandwidth estimate for DG-LEDBAT used in the calculation of gain can be stored in 4 bytes of memory. • ∆wuser , the maximum tolerable oscillation of the congestion window in steady state stores congestion window size which occupies 2 bytes of memory. • tstdy and τuser . Both of these store time in second and each occupies 4 bytes of memory



Memory Required (bytes)



The additional 16 bytes of memory needed by DW-LEDBAT is not significant for any implementation compared to the original LEDBAT algorithm as illustrated in Figure 6.7.
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Figure 6.7 Memory required by DG-LEDBAT and LEDBAT algorithm Of the above new parameters in DG-LEDBAT, only the estimation of the available bandwidth, µled , may introduce communication complexity. A source can estimate the network bandwidth in its path by sending probe packets. The probe packets could be special packets (UDP packets) [25] or data packets [32,49]. Using special UDP packets have been shown to introduce significant network overhead into the system [24] but with less time to accurately estimate the available bandwidth. However, using data packets removes such overhead [32, 49] and requires sufficient time to measure an accurate estimate of the bandwidth. Our framework can use either method of probing packets but with a trade-off between network overhead and time to measure the accurate value of µled . We chose the method proposed in [49] for this thesis as it requires a 71



number of data packets that is only 1/100 of that of the existing available bandwidth estimation algorithms that use data packets. This means that DG-LEDBAT estimates the available network bandwidth in its path by using the original LEDBAT data and ACK packets, i.e. no additional header or signalling packets. Although no network overhead is introduced with this method (i.e. no communication complexity), DGLEDBAT may have to send several data packets before an accurate estimate of the available bandwidth can be obtained. A detailed study of this trade-off can be achieved using a real implementation of LEDBAT and variants. This is left for future work. In summary, DG-LEDBAT adds little implementation complexity when compared to the original LEDBAT. DG-LEDBAT does however rely on a quick and accurate estimation of the available bandwidth. Techniques such as in [49] indicate that such estimation is achievable, meaning that implementing and using DG-LEDBAT in an efficient manner is feasible. 6.3



Discussion



In the analysis of DG-LEDBAT, we have considered a single DG-LEDBAT source. The case of multiple DG-LEDBAT sources has not been considered. In the presence of multiple DG-LEDBAT sources, each source will estimate the value of µled in its path. Note that the value of µled estimated by each source will reduce with increasing number of DG-LEDBAT sources and µled limits the value of gain as shown in Equation 6.1. This implies that the value of gain used by each source reduces with increasing number of DG-LEDBAT sources. Unfairness among the multiple DG-LEDBAT sources may arise if each source uses different values of tstdy as the source with smallest value of tstdy reaches steady state before other sources. This may not be significant if all sources are running long session applications such that the time to reach steady state by each of the sources is small compared to the time spent in steady state. Otherwise, our recommendation for the value of tstdy in Section 6.1.3 should be followed with respect to the duration of the session of the applications. Our analysis of DG-LEDBAT has not considered the presence of TCP. As mentioned in Section 4.5 and shown in Section 4.2, the impact of gain on the performance of LEDBAT will be minimal in the presence of TCP. Similarly, the performance of DG-LEDBAT will be affected in the presence of TCP as LEDBAT and DG-LEDBAT are designed to provide less than best effort service in the presence of a high-priority protocol such as TCP. In this chapter and Chapter 5, we have proposed two extensions to LEDBAT resulting in two variants of LEDBAT as presented in this thesis. The two extensions solve two independent problems. This implies that integrating the extensions in LEDBAT will still achieve their individual aims in the case where either of the problems exists. This is because in the presence of TCP the impact of LEDBAT congestion gain is minimal while in the absence of TCP the gain has a significant impact on the performance of LEDBAT. We leave the performance analysis of an integrated modified LEDBAT for future work. 6.4



Summary



In this chapter we have presented a modification to LEDBAT congestion control algorithm so that different values of gain can be used in startup phase and steady state. 72



Section 6.2.1 shows that our framework for dynamically selecting a gain during a LEDBAT connection works as designed. We have presented results that show how the novel framework achieves a better trade-off between throughput for a LEDBAT source in Section 6.2.2 and fairness with other sources in Section 6.2.3 than LEDBAT with fixed gain. In addition, the framework also provides the ability to tune LEDBAT depending on requirements (throughput or fairness).



73



Chapter 7 Conclusions and Future Work



7.1



Conclusions



In this thesis we have analysed the performance of a new Internet congestion control algorithm, LEDBAT. The analysis, which considered multiple scenarios of interactions with other transport protocols, showed several shortcomings of LEDBAT in terms of performance. In particular, the analysis quantified the impact of TCP on LEDBAT throughput, showed that the LEDBAT congestion window may be too small, and illustrated that throughput and fairness of LEDBAT can be poor if route changes occur during a connection. Based on this we proposed two extensions to LEDBAT. DW-LEDBAT improves the performance of LEDBAT in the presence of TCP by estimating a dynamic minimum congestion window. DG-LEDBAT enhances LEDBAT performance by using different values of gain during a connection. This is useful especially in high speed networks. Key contributions of this thesis are presented in more detail below. In Chapter 4 we have analysed the performance of LEDBAT in selected scenarios. In Section 4.2 we identified the threshold of the bottleneck buffer size that leads LEDBAT to revert to its minimum congestion window of 1 packet in the presence of TCP. Although LEDBAT achieves its objective of yielding to TCP, for some applications LEDBAT may yield too much. We present additional results showing that the minimum congestion window can be used to increase LEDBAT throughput at the expense of reduced TCP throughput. However, LEDBAT’s dependence on a fixed minimum congestion window in the presence of TCP can lead to intra-protocol unfairness among multiple LEDBAT sources using different values of the minimum congestion window and sharing the same bottleneck link. With the fixed minimum congestion window for LEDBAT, the average LEDBAT throughput is approximately fixed when the bottleneck capacity increases as opposed to TCP that proportionally increases its throughput. This may be undesirable for LEDBAT users. In Section 4.3 we analysed the relationship between LEDBAT gain and its performance in high speed access networks. We showed that in startup phase high values of gain are necessary in order to reduce the time it takes LEDBAT to reach optimal sending rate. However our analysis also shows that, once in steady state, with a high gain a LEDBAT source can induce jitter into real-time applications and also achieve sub-optimal sending rates. This motivated us to consider a dynamic value of gain in Chapter 6. In Section 4.4 we analysed the impact of delay variability on the performance of LEDBAT. Although LEDBAT assumes that access router queue delay is the primary varying contributor to end-to-end delay, in practice other delay components may vary, especially if a route changes. Our analysis shows the negative impact of route changes on the throughput for a LEDBAT source and fairness with other sources. This is due 74



to incorrect estimation of base one-way delay by the LEDBAT source. In effect, the key LEDBAT objectives of fully utilizing the bottleneck capacity when no traffic exists and of keeping queue delay as low as the target delay may not always be met especially when route changes. Based on the results of the performance analysis of LEDBAT, we proposed two extensions for LEDBAT towards solving the problems of: limited and fixed LEDBAT throughput in the presence of TCP; and the two conflicting requirements of the value of gain during a LEDBAT connection. In Chapter 5 we proposed DW-LEDBAT which includes a dynamic estimation of the minimum congestion window such that no more than the target delay is added to the queue delay caused by TCP. Theoretical and simulation results show that DWLEDBAT does not only achieve a higher throughput than LEDBAT but also an average throughput that grows as the bottleneck link capacity increases. Importantly, DWLEDBAT still remains friendly with TCP while other objectives of LEDBAT are also met in DW-LEDBAT. Although DW-LEDBAT needs sufficient time to accurately estimate the minimum congestion window, our results show that DW-LEDBAT is no worse than the original LEDBAT (and in many cases offers significant performance improvements). In Chapter 6 we proposed DG-LEDBAT that involves a framework for dynamically selecting a gain during a LEDBAT connection. That is, high gain in start-up phase and low gain in steady state phase. We presented the framework design, including algorithms for calculating the gain, and practical methods for applying the algorithms. Performance evaluation of our proposed framework shows that a better trade-off between throughput for the LEDBAT source and fairness with other sources is achieved when compared to LEDBAT using a fixed gain. Additionally, the proposed framework provides the ability to tune LEDBAT depending on requirements, throughput or fairness. The contributions in this thesis offer a step towards a congestion control algorithm suited to current and future Internet applications. The designed algorithms and results are beneficial to the IETF LEDBAT working group, developers of congestion control protocols for P2P file sharing applications (e.g. UTP), as well as researchers developing the next generation of Internet applications and protocols. 7.2



Future Work



Research in the future can be directed towards the development of a robust and efficient technique for minimizing the negative impact of delay variability due to route changes on the performance of LEDBAT. This will enable LEDBAT to still meet its key objectives of high throughput and fairness. Such technique could involve keeping track of any change in the base one way delay in the ACK direction as an indication of route changes if ACKs are sent via the same route. LEDBAT could then discard all the previously measured one way delays since the start of the connection and halves its congestion window to allow accurate measurement of the new base one way delay. Another technique could be by using non-fixed value of the size of the list of base one way delay and the update interval. Additional future research works could be towards further analysis of DW-LEDBAT and DG-LEDBAT. In Chapters 5 and 6 we focused on the inter-protocol fairness analysis of DW-LEDBAT and DG-LEDBAT. In fact, the intra-protocol fairness of LEDBAT 75



with our proposed schemes should be analysed. This is important as the target applications of LEDBAT and hence DW-LEDBAT and DG-LEDBAT are characterized by multiple connections for data transfer. Insights from this will help to identify and possibly fix any intra-protocol fairness issues with DW-LEDBAT and DG-LEDBAT. In Section 6.1.2 we proposed selecting a gain in steady state based on the average value of the gain that minimizes the oscillation of the congestion window and the gain that also minimizes the time it takes for the congestion window to reach target value when entering steady state. Different methods for selecting the gain can be investigated. Investigation into the performance comparison of these methods with the method presented in Section 6.1.2 for optimizing the value of gain in steady state should be carried out. This will help us to know which method achieves the best performance tradeoff between throughput and fairness. In addition, by comparing DG-LEDBAT with other congestion control algorithms and existing P2P file sharing applications, optimal values of ∆wuser and τuser could be found. In Chapters 4, 5, and 6 our analysis is based on theoretical and computer simulation approaches. Future research can be in the real life implementation and experimentation of LEDBAT, DW-LEDBAT and DG-LEDBAT. This will be useful in providing more confidence in the efficiency of the proposed schemes.
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Appendix A Implementation of LEDBAT in ns-2 We implemented the detailed LEDBAT algorithm [63] in ns-2 (version 2.34) using C++ and tcl programming languages. The algorithm was implemented as a variant of TCP congestion control. Therefore, we modified the detailed TCP module in ns-2. We present the modifications in this appendix. There are four files modified: tcp-full.cc, tcp-full.h, tcp.h, and ns-default.tcl. In the following sections, the new code we added is shown in bold. Large parts of the original code that was not modified are not shown. A.1



Modification of tcp-full.cc



The path to tcp-full.cc is: /ns-2.34/tcp/tcp-full.cc. We used C++ to implement LEDBAT source and receiver algorithms in tcp-full.cc. This is the main implementation of LEDBAT. #ifndef lint : : #include "template.h" #include  #include  #include  : : void FullTcpAgent::delay_bind_init_all() { delay_bind_init_one("segsperack_"); : : delay_bind_init_one("spa_thresh_"); delay_bind_init_one("ledbat_"); delay_bind_init_one("target_"); delay_bind_init_one("gain_"); delay_bind_init_one("update_interval_"); delay_bind_init_one("TETHER"); delay_bind_init_one("ALLOWED_INCREASE"); delay_bind_init_one("flight_size"); delay_bind_init_one("min_cwnd"); delay_bind_init_one("last_rollover"); TcpAgent::delay_bind_init_all(); reset(); } int FullTcpAgent::delay_bind_dispatch(const char *varName, const char *localName, TclObject *tracer) { if (delay_bind(varName, localName, "segsperack_", &segs_per_ack_, tracer)) return TCL_OK; : : if (delay_bind_bool(varName, localName, "debug_", &debug_, tracer)) return TCL_OK; if (delay_bind_bool(varName, localName, "ledbat_", &ledbat_, tracer)) return TCL_OK; if (delay_bind(varName, localName, "target_", ⌖_, tracer)) return TCL_OK; if (delay_bind(varName, localName, "gain_", &gain_, tracer)) return TCL_OK; if (delay_bind(varName, localName, "update_interval_", &update_interval_, tracer)) return TCL_OK; if (delay_bind(varName, localName, "TETHER", &TETHER, tracer)) return TCL_OK;
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if (delay_bind(varName, localName, "ALLOWED_INCREASE", &ALLOWED_INCREASE, tracer)) return TCL_OK; if (delay_bind(varName, localName, "flight_size", &flight_size, tracer)) return TCL_OK; if (delay_bind(varName, localName, "min_cwnd", &min_cwnd, tracer)) return TCL_OK; if (delay_bind(varName, localName, "last_rollover", &last_rollover, tracer)) return TCL_OK; return TcpAgent::delay_bind_dispatch(varName, localName, tracer); } : : void FullTcpAgent::reset() { cancel_timers(); : : if (ecn_syn_) { ecn_syn_next_ = 1; } else { ecn_syn_next_ = 0;} if (ledbat_) { nacked_ = 0; } } : : void FullTcpAgent::pack_action(Packet*) { if (reno_fastrecov_ && fastrecov_ && cwnd_ > double(ssthresh_)) { if (!ledbat_) cwnd_ = double(ssthresh_); } fastrecov_ = FALSE; dupacks_ = 0; } : : void FullTcpAgent::sendpacket(int seqno, int ackno, int pflags, int datalen, int reason, Packet *p) { if (!p) p = allocpkt(); hdr_tcp *tcph = hdr_tcp::access(p); : : tcph->hlen() = tcpip_base_hdr_size_; tcph->hlen() += build_options(tcph); if ((datalen delay() = pkt_delay; : : : if (datalen  0) { if (idle_restart()) { if (!ledbat_) slowdown(CLOSE_CWND_INIT); } } : : void FullTcpAgent::newack(Packet* pkt) { hdr_tcp *tcph = hdr_tcp::access(pkt); : : t_backoff_ = 1; ecn_backoff_ = 0; } } return; } void FullTcpAgent::delay_ack_action(double cur_delay) {
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flight_size--; update_cur_delay(cur_delay); update_base_delay(cur_delay); q_delay = current_delay() - base_delay(); off_target = (target_ * 0.001) - q_delay; cwnd_previous = double(cwnd_); incre_cwnd_ = gain_ * off_target /cwnd_; if((cwnd_ + incre_cwnd_) < min_cwnd) { cwnd_ = min_cwnd; } else { cwnd_+= incre_cwnd_; } max_allowed_cwnd = ALLOWED_INCREASE + TETHER*flight_size; cwnd_ = min(double(cwnd_), max_allowed_cwnd); return; } void FullTcpAgent::update_cur_delay(double cur_delay) { cur_update.push_back(cur_delay); if ( int(cur_update.size()) > int(((cwnd_ /2.0)+0.5))) { while (int(cur_update.size()) > int(((cwnd_ /2)+0.5))) { cur_update.pop_front(); } } return; } void FullTcpAgent::update_base_delay(double cur_delay) { if (now() >= last_rollover) { last_rollover = last_rollover + update_interval_; base_update.push_back(cur_delay); if (int(base_update.size())>10) { base_update.pop_front(); } } else { if (int(base_update.size()) >= 2) { last_val = min(base_update.back(), cur_delay); base_update.pop_back(); base_update.push_back(last_val); } else { base_update.push_back(cur_delay); } } return; } double FullTcpAgent::current_delay() { cur_val = *(min_element(cur_update.begin(), cur_update.end())); return (cur_val); } double FullTcpAgent::base_delay() { base_val = *(min_element(base_update.begin(), base_update.end())); return (base_val); } : : : int FullTcpAgent::fast_retransmit(int seq) { // we are now going to fast-retransmit and willtrace that event trace_event("FAST_RETX"); recover_ = maxseq_; // recovery target if(!ledbat_) { last_cwnd_action_ = CWND_ACTION_DUPACK; return(foutput(seq, REASON_DUPACK)); // send one pkt } else { return NULL; } } : : void FullTcpAgent::recv(Packet *pkt, Handler*) { hdr_tcp *tcph = hdr_tcp::access(pkt); // TCP header : : int ackno = tcph->ackno(); // ack # from packet int tiflags = tcph->flags() ; // tcp flags from packet
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if (ledbat_) { if (datalen > 0) { remote_ts = tcph->ts(); pkt_delay = now() - remote_ts; } else { if((tcph->delay() != 0) && (tiflags & TH_ACK)) { delay_ack_action(tcph->delay()); } } } : : process_ACK: if (ackno > maxseq_) { // ack more than we sent(!?) if (debug_) { : : if ((!delay_growth_ || (rcv_nxt_ > 0)) && last_state_ == TCPS_ESTABLISHED) { if (!partial || open_cwnd_on_pack_) { if (!ect_ || !hdr_flags::access(pkt)->ecnecho()) if (!ledbat_) { opencwnd(); } } } : : void FullTcpAgent::dupack_action() { int recovered = (highest_ack_ > recover_); : : if ((ecn_ && last_cwnd_action_ == CWND_ACTION_ECN)) { slowdown(CLOSE_CWND_HALF); cancel_rtx_timer(); rtt_active_ = FALSE; if (!ledbat_) { (void)fast_retransmit(highest_ack_); } return; } if (bug_fix_) { : : return; } full_reno_action: if (!ledbat_) { slowdown(CLOSE_SSTHRESH_HALF|CLOSE_CWND_HALF); cancel_rtx_timer(); rtt_active_ = FALSE; recover_ = maxseq_; if (!ledbat_) { (void)fast_retransmit(highest_ack_); // we measure cwnd in packets, // so don’t scale by maxseg_ // as real TCP does cwnd_ = double(ssthresh_) + double(dupacks_); } } else { if (cwnd_ >= (2.0 * min_cwnd)) { cwnd_ = cwnd_ / 2.0; } else { cwnd_ = min_cwnd; } } return; } void FullTcpAgent::timeout_action() { if (!ledbat_) { recover_ = maxseq_; if (cwnd_ < 1.0) {
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: : } if (!ledbat_) { cwnd_ = 1.0; } } if (last_cwnd_action_ == CWND_ACTION_ECN) { if (!ledbat_) { slowdown(CLOSE_CWND_ONE); } } else { if (!ledbat_) { slowdown(CLOSE_SSTHRESH_HALF|CLOSE_CWND_RESTART); last_cwnd_action_ = CWND_ACTION_TIMEOUT; } } reset_rtx_timer(1); t_seqno_ = (highest_ack_ < 0) ? iss_ : int(highest_ack_); fastrecov_ = FALSE; dupacks_ = 0; } } : : void FullTcpAgent::timeout(int tno) { if (state_ == TCPS_LISTEN) { // shouldn’t be getting timeouts here if (debug_) { : : } return; } if (!ledbat_) { switch (tno) { case TCP_TIMER_RTX: /* retransmit timer */ ++nrexmit_; timeout_action(); /* fall thru */ case TCP_TIMER_DELSND: /* for phase effects */ send_much(1, PF_TIMEOUT, maxburst_); break; case TCP_TIMER_DELACK: if (flags_ & TF_DELACK) { flags_ &= ˜TF_DELACK; flags_ |= TF_ACKNOW; send_much(1, REASON_NORMAL, 0); } delack_timer_.resched(delack_interval_); break; default: : : } } return; } : : /* End of File */



A.2



Modification of tcp-full.h



The path to tcp-full.cc is: /ns-2.34/tcp/tcp-full.h. We used C++ to implement the declaration of all variables, methods, and classes used in tcp-full.cc.
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#ifndef ns_tcp_full_h #define ns_tcp_full_h #include "tcp.h" #include "rq.h" #include  : : : class FullTcpAgent : public TcpAgent { public: FullTcpAgent() : closed_(0), pipe_(-1), rtxbytes_(0), fastrecov_(FALSE), last_send_time_(-1.0), infinite_send_(FALSE), irs_(-1), delack_timer_(this), flags_(0), state_(TCPS_CLOSED), recent_ce_(FALSE), last_state_(TCPS_CLOSED), rq_(rcv_nxt_), last_ack_sent_(-1) { } ˜FullTcpAgent() { cancel_timers(); rq_.clear(); } virtual void recv(Packet *pkt, Handler*); virtual void timeout(int tno); // tcp_timers() in real code virtual void close() { usrclosed(); } void advanceby(int); // over-rides tcp base version void advance_bytes(int); // unique to full-tcp virtual void sendmsg(int nbytes, const char *flags = 0); virtual int& size() { return maxseg_; } //FullTcp uses maxseg_ for size_ virtual int command(int argc, const char*const* argv); virtual void reset(); // reset to a known point protected: virtual void delay_bind_init_all(); virtual int delay_bind_dispatch(const char *varName, const char *localName, TclObject *tracer); int closed_; int ts_option_size_; // header bytes in a ts option : : virtual void sendpacket(int seq, int ack, int flags, int dlen, int why, Packet *p=0); double pkt_delay; void delay_ack_action(double cur_delay); double remote_ts, double q_delay, off_target; void update_cur_delay(double cur_delay); void update_base_delay(double cur_delay); double current_delay(); double base_delay(); double target_, gain_; int ledbat_; double cur_val, base_val, last_rollover, last_val, incre_cwnd_, cwnd_previous; double update_interval_; double flight_size, TETHER, ALLOWED_INCREASE, max_allowed_cwnd; list< double > cur_update; list< double > base_update; double min_cwnd; int nacked_; : : : void set_initial_window(); }; : : /* End of File */



A.3



Modification of tcp.h



The path to tcp.h is: /ns-2.34/tcp/tcp.h. We used C++ to implement the declaration of variables that are not allowed to be declared in tcp-full.cc. #ifndef ns_tcp_h #define ns_tcp_h #include "agent.h" #include "packet.h" //class EventTrace;
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struct hdr_tcp { #define NSA 3 double ts_; double ts_echo_;



/* time packet generated (at source) */ /* the echoed timestamp (originally sent by the peer) */



: : int last_rtt_; /* more recent RTT measurement in ms, */ /* for statistics only */ double delay_; : : : int& last_rtt() { return (last_rtt_); } double& delay() { return (delay_); } }; : : /* End of File */



A.4



Modification of ns-default.tcl



The path to ns-default.tcl is: /ns-2.34/tcl/lib/ns-default.tcl. We used tcl to initialize all configurable parameters of LEDBAT in tcp-full.cc. Simulator set useasim_ 1 Asim set debug_ false set MAXSEQ 1073741824 # Increased Floating Point Precision set tcl_precision 17 : : Agent/TCP/FullTcp set ecn_syn_wait_ 0; # Wait after marked SYN/ACK? Agent/TCP/FullTcp set debug_ false; # Added Sept. 16, 2007. Agent/TCP/FullTcp set target_ 25; Agent/TCP/FullTcp set ledbat_ false; Agent/TCP/FullTcp set gain_ 40; Agent/TCP/FullTcp set update_interval_ 60.0; Agent/TCP/FullTcp set TETHER 1.5; Agent/TCP/FullTcp set ALLOWED_INCREASE 2; Agent/TCP/FullTcp set flight_size 0; Agent/TCP/FullTcp set last_rollover 60.0; Agent/TCP/FullTcp set min_cwnd 1.0; : : : /* End of File */
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