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Abstract. In this paper, we present a new solution to the problem of person re-identiﬁcation. Person re-identiﬁcation means to match observations of the same person across diﬀerent time and possibly diﬀerent cameras. The appearance based person re-identiﬁcation must deal with several challenges such as variations of illumination conditions, poses and occlusions. Our proposed method inspires from the spirit of selfsimilarity. Self-similarity is an attractive property in visual recognition. Instead of comparing image descriptors between two images directly, the self-similarity measures how similar they are to a neighborhood of themselves. The self-similarities of image patterns within the image are modeled in two diﬀerent ways in the proposed Global Color Context (GCC) method. The spatial distributions of self-similarities w.r.t. color words are combined to characterize the appearance of pedestrians. Promising results are obtained in the public ETHZ database compared with stateof-art performances.
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Introduction



Object Recognition has received tremendous interests in the communities of computer vision and pattern recognition. The general object recognition refers to categorization of objects that belong to the same class. Diﬀerent from object recognition, object identiﬁcation [1] aims to distinguish visually very similar objects from one class. In this paper, we ﬁx the category of object identiﬁcation to pedestrians and consider the problem of matching observations of the same person across diﬀerent time and possibly diﬀerent cameras. Identifying people separated in time and locations is known as person re-identiﬁcation in [2, 3] which is of great interest in applications such as long term activity analysis [4] and continuously tracking across cameras [5]. Person re-identiﬁcation is a diﬃcult problem. Since the observations of people may come from diﬀerent cameras, no spatial continuity information can be exploited in person re-identiﬁcation. The appearance based person re-identiﬁcation must deal with several challenges such as variations of illumination conditions, poses and occlusions across time and cameras. In addition, diﬀerent people may dress quite similar. For example, one can hardly tell two people dressed in homogenous black apart solely by color information. Thus, a successful person R. Koch et al. (Eds.): ACCV 2010 Workshops, Part I, LNCS 6468, pp. 205–215, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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re-identiﬁcation algorithm should be able to discriminate visually very similar objects while preserving invariance across diﬀerent time and cameras. Self-similarity is an attractive property in visual recognition [6, 7]. Instead of comparing image descriptors between two images directly, the self-similarity measures how similar they are to a neighborhood of themselves despite that the image patterns generating those self-similarities may be dramatically different across images [7]. The spirit of self-similarity is desirable in person reidentiﬁcation since image patterns of the same person across time and cameras appear diﬀerently at pixel level. Many work have exploited the spirit of selfsimilarity in applications such as texture classiﬁcation [8], image matching [7] and activity recognition [6]. In this paper, we mainly exploit the spatial distributions of self-similarities of features w.r.t. visual words to represent the appearance of pedestrians. The self-similarities of image patterns within the image are modeled in two diﬀerent ways in the proposed Global Color Context (GCC) method. Experimental results on public benchmark dataset ETHZ [3, 9] demonstrate the eﬀectiveness of the proposed method. The rest of the paper is organized as follows. An overview of related work is in Section 2. We brieﬂy introduce our Global Color Context (GCC) method in Section 3. Experimental results and conclusions are given in Section 4 and Section 5, respectively.
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Related Work



Many methods have been put forward to address the problem of person reidentiﬁcation [3, 9, 10, 11]. Color cue is widely used in person re-identiﬁcation since the color of clothing provides information about the identity of the individual. Farenzenna et al. [3] combined HSV histogram, Maximally Stable Color Regions and recurrent patches together to get a description inside the silhouette of individuals. Those color features are weighted by their distances to the yaxis of symmetry of torso and legs. However, color based features are subject to variations of illumination conditions. To this end, various color invariants were proposed in [12, 13, 14]. The invariance properties of color descriptors depend on the types of illumination and the dataset used. An alternative solution to compensate illumination variations is by ﬁnding a transformation matrix [10] or a mapping function [11] which maps the appearance of one object to its appearance under another view. However, either transformation matrix or mapping function may not be unique in uncontrolled illumination conditions. On the other hand, texture and edge features are exploited as complementary information to solely color information. Two families of texture ﬁlters, Schmid and Gabor, were explored in Gray and Tao [2]. Edge information was captured by histograms of oriented gradients (HOG) in Schwartz and Davis [9]. One image per person is required in [9] to obtain a high-dimensional feature vector composed of texture, gradient and color information for partial least square reduction [15]. Takala et al. [16] employed adaptive boosting on a wide collection of image features (shape, pose, color, texture, etc) to construct appearance
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models for tracked objects. It is shown that the overall performance of person re-identiﬁcation is largely improved when combining multiple cues together. As can be inferred from the name of our proposed method, GCC only considers the global layouts of self-similarities w.r.t. color words in the visual codebook. Any other color descriptors [12] and texture descriptors [8] can be easily plugged in our framework to further improve the performance. We employ color invariants [13] as features in this paper to handle the illumination variations in person re-identiﬁcation. The self-similarities of image patterns are derived through computing their distances to color words in the codebook. Promising results are obtained in the public ETHZ dataset compared with state-of-art performances [3, 9].
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Global Color Context



An overview of the proposed Global Color Context method can be seen from Figure 1. We ﬁrst group visually similar color features to obtain a color codebook. The color codebook is obtained by k-means clustering at densely sampled image locations where color features are computed in a 3×3 neighborhood. Then, given a new image, the color features (Section 3.1) from the new image are assigned to color codebook (Section 3.2). Finally, the spatial occurrence distributions of self-similarities w.r.t. color words are learned and combined to characterize the appearance of pedestrians (Section 3.3).



Fig. 1. An overview of the proposed method. Local color features (Section 3.1) are extracted densely and clustered to form a color codebook. Then, the assignments of color features to color words in the codebook are explored in Section 3.2. Color features from the same visual color word are marked with the same color in Figure 1(b). For each color word in the codebook, the spatial occurrence distributions of color self-similarities are learned in Section 3.3(Figure 1(c)).
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Color Descriptors



A wide range of color descriptors have been proposed in [12, 13, 14]. The invariance properties of color descriptors are summarized in van de et al. [12]. It is shown that the distinctiveness of color descriptors and their invariance properties are data-speciﬁc. In this section, we brieﬂy review two color descriptors, hue histogram and opponent histogram from Van de Weijer and Schmid [13]. The two descriptors are chosen due to their superior performances on the ETHZ dataset we used. Hue Histogram. In HSV color space, hue is proven to be both lighting geometry and specular invariant [13,12]. However, hue becomes unstable near the grey axis. To this end, Van de Weijer and Schmid [13] applied an error analysis to the hue. The error analysis is based on the fact that the certainty of hue is inversely proportional to the saturation. Small values of saturation bring uncertainties in the computation of hue. Therefore, hue with small value of saturation should count less in histogram. In the construction of hue histogram, each sample of hue is weighted by its saturation [13, 12]. Hue and saturation can be computed from opponent colors [13, 12]: √ 3(R − G) O1 ) (1) hue = arctan( ) = arctan( O2 R + G − 2B   2 2 saturation = O12 + O22 = (R + G2 + B 2 − RG − RB − GB) (2) 3 where O1 and O2 are two components from opponent color space: 1 O1 = √ (R − G) 2 1 O2 = √ (R + G − 2B) 6



(3) (4)



Finally, the hue histogram is divided into 36 bins according to Van de Weijer and Schmid [13]. Opponent Histogram. According to Van de Weijer and Schmid [13], the opponent angle angxO in opponent color space is supposed to be specular invariant. The opponent angle angxO is deﬁned as: angxO = arctan(



O1x ) O2x



(5)



where O1x denotes the ﬁrst order derivative of O1 , etc. Similar to the error analysis of hue histogram, Van de Weijer and Schmid [13] also applied an error analysis to the opponent angle. Here, ∂angxO is deﬁned as the weight for the opponent angle: 1 (6) ∂angxO =  2 2 O1x + O2x The opponent histogram is also quantized to 36 bins.
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Color Word Assignment



After extracting local color features at densely sampled image locations, we then group color features together to obtain color words (prototypes) of local appearances by k-means clustering. K-means clustering is a popular method in the Bag-of-Features framework due to its computational simplicity. A histogram of the visual words is usually obtained to characterize the appearance of an image in the Bag-of-Features framework. In this paper, we mainly exploit the spatial distributions of self-similarities of color features w.r.t. color words to represent the appearance of pedestrians. It is known that the main deﬁciency of k-means clustering lies in the user needs to specify the number of clusters in advance. However, the number of clusters aﬀects the performance of ﬁnal person re-identiﬁcation. Some color features may lie in-between several cluster centers which results in ambiguity in color word assignment. We mainly discuss two methods for color word assignment, hard assignment and soft assignment in this section where self-similarities are modeled in two diﬀerent ways. Hard Assignment. In hard assignment, each color feature is assigned to exactly one color word in the codebook learned by k-means clustering. Hard assignment explicitly models the self-similarities of image patterns w.r.t. one visual word to binary. It is assumed in hard assignment that two image patterns are similar to each other only if they are assigned to the same visual word. In the hard assignment, the occurrence frequency of each color word is computed as [17]:  N 1 if w = argmin(D(fi , v))  v∈V (7) Count(w) = 0 otherwise i=1 where w is the color word in the codebook. N is the number of local image regions. fi is the color feature computed in image region. D(fi , v) is the Euclidean distance between color word v in codebook V and color feature fi . Since the assignments of color words can be done once and for all, we do not need to compute the pairwise sum of squared diﬀerences (SSD) as in Schechtman and Irani [7]. Thus computing self-similarities of image patterns based on their visual words is computationally more eﬃcient. Soft Assignment. In the hard assignment, we assume that each color feature can be well represented by one single word in the codebook. However, it is often the case that a color feature has multiple candidates in the visual codebook which gives rise to visual word ambiguity [17]. In addition, as we mentioned before, the classiﬁcation performance is closely related to the size of the codebook. While larger values of k bring rich representations over a wide variety of colors, they lead to overﬁtting in k-means clustering. On the other hand, small numbers of visual words are generally not representative of all local features. Soft assignment of visual words provides a tradeoﬀ for this problem. Furthermore, in computing the self-similarities of image patterns, the assumption in the hard assignment that two color features are similar to each other only
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if they are assigned to the same word provides strict constraints for matching pedestrians while soft assignment allows for appearance variations within the image to be compared. The soft assignment method assigns color words according to: N  D(fi , w) ) (8) exp(− Count(w) = σ i=1 where σ is a parameter controlling the smoothness of the self-similarities w.r.t. color word w. Figure 2 shows an example of hard assignment and soft assignment. Here, we compute the self-similarities of the clothing of the pedestrian. It can be seen from Figure 2 that hard assignment models the self-similarities w.r.t. the word occurred to binary while soft assignment provides a more smooth spatial distribution of the occurred visual word.



Fig. 2. An example of hard assignment and soft assignment. (a) Original pedestrian image. (b) The self-similarities w.r.t. color word occurred by hard assignment. (c) The self-similarities w.r.t. color word occurred by soft assignment.



3.3



Global Color Context



In previous section, we have explored two diﬀerent ways of modeling selfsimilarities of image patterns within the image. In this section, we will learn how these self-similarities are distributed in the spatial domain. For each visual word in the codebook, we compute its occurrence frequency in a log-polar grid. The log-polar grid is partitioned into 32 bins (8 angles and 4 radial intervals) centered at the image center. The log-polar representation accounts for pose variations across images. To alleviate the inﬂuence of background clutters, each pixel is weighted by a Gaussian function in Figure 3(b) where pixels near the image center count more. The spatial distribution of each color word is normalized to one to characterize the appearance of pedestrians. We name our method Global Color Context (GCC) since our method captures the self-similarities of image patterns w.r.t. color words in the entire image. Each pedestrian image has k color contexts in total where k equals to the number of color words in the codebook. Each color context records the spatial distribution of self-similarities w.r.t. the speciﬁc word in 4×8 bins. The similarity between two images is computed as the mean Chi-Square distance of k color contexts. Finally,
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Fig. 3. The occurrence frequency of color words are computed in a log-polar grid in (a). To alleviate the inﬂuence of background clutters, each pixel is weighted by a Gaussian function in (b) where pixels near the image center count more.



the correspondences between pedestrian images are determined according to nearest neighbor classiﬁer.



4



Experimental Results and Analysis



We evaluate our proposed GCC method on the public ETHZ dataset [18]. ETHZ dataset [18] was originally used for human detection. Schwartz and Davis [9] cropped pedestrian images by the ground truth locations of people in videos for person re-identiﬁcation. The cropped ETHZ dataset contains three video sequences. Information about the cropped dataset is summarized in Table 1. The number of images per person varies from a few to hundreds. The main challenges of ETHZ dataset lie in variations in pedestrian’s appearances and occlusions. Some sample images of ETHZ dataset are shown in Figure 4. Schwartz and Davis [9] carried out experiments on the ETHZ dataset to test their Partial Least Squares (PLS) method [15]. Recently, Farenzenna et al. [3] also tested their algorithms on the ETHZ dataset. We follow the evaluation methods of Farenzenna et al. [3] to validate the eﬀectiveness of the proposed method. According to Farenzenna et al. [3], the problem of person re-identiﬁcation can be divided into two cases, single-shot case and multiple-shot case. The ﬁrst situation matches people across time and locations based on one single image while multiple-shot case employs sequences of images for identiﬁcation. In the single-shot case, we randomly select one image for each pedestrian as the gallery image while another randomly selected image forms the probe set. The procedure is repeated 10 times according to Farenzenna et al. [3]. The multiple-shot Table 1. The ETHZ Dataset SEQ 1 SEQ 2 SEQ 3 Num of People 83 35 28 Total Num of Images 4857 1936 1762



212



Y. Cai and M. Pietik¨ ainen



Fig. 4. Sample images from ETHZ dataset



case is carried out on N = 2, 5 for multiple-shot vs single-shot(MvsS) with 100 independent times [3] where N = 2, 5 numbers of images are used as gallery set and one image forms the probe set. In this paper, the averaged cumulative matching characteristic curve (CMC) [2, 3] is used to evaluate the performance of person re-identiﬁcation. In CMC curve, rank i performance is the rate that the correct person is in the top i of the retrieved list. In learning the color codebook, we carry out k-means clustering on VIPeR dataset [2]. The CMC curves of multiple choices of k, k = 30, 50, 80 on ETHZ dataset by hue histogram method are shown in Figure 5. Only the results of one-shot case are reported in Figure 5. In Figure 5, Hue80Hard denotes the performance of hard assignment of k = 80 by hue histogram, etc. In soft assignment, the parameter σ is set to 0.02 in all experiments. We can see from Figure 5 that assigning color words by soft assignment method generally performs better than hard assignment method under various choices of k. For simplicity, we ﬁx the size of codebook k to 30 and only consider the performances of soft assignment in the following experiments. The CMC curves of hue histogram and opponent histogram by soft assignment method are shown in Figure 6 and Figure 7, respectively. We compare our proposed method with the PLS method in Schwartz and Davis [15] and the SDALF method in Farenzenna et al. [3]. The results of the PLS method and ETHZ2 Dataset
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Fig. 5. The CMC curves of multiple choices of k, k = 30, 50, 80 on ETHZ dataset of hue histogram
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Fig. 6. The CMC curves of hue histogram on ETHZ dataset ETHZ1 Dataset
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Fig. 7. The CMC curves of opponent histogram on ETHZ dataset



SDALF method are taken directly from [9] and [3], respectively. In Figure 6 and Figure 7, N = 1 denotes single-shot case in Farenzenna et al. [3]. MvsS, N = 2 and MvsS, N = 5 are diﬀerent choices of N in multiple-shot case. We can see from Figure 6 and Figure 7 that our proposed GCC method achieves promising results in most cases. One possible reason for our success is that the pose variation is relatively small in ETHZ dataset. Our proposed GCC method captures the spatial distributions of color self-similarities well. Furthermore, the inﬂuence of background clutters is minimized through Gaussian weighting while Schwartz and Davis [9] exploited all foreground and background information in their PLS method.
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Conclusions



In this paper, we have presented an approach to person re-identiﬁcation inspired from the spirit of self-similarity. Experimental results on the public ETHZ dataset demonstrate the eﬀectiveness of the proposed method. Our proposed method only considered the self-similarities w.r.t. color words. Future work will focus on exploring more texture descriptors in the current framework to further improve the performance of person re-identiﬁcation.
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