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Abstract This reports review the basic formalism regarding classical and quantum critical phenomena. The Landau-Ginzburg-Wilson (LGW) theory is introduced. Mean-field theory and Gaussian approximation are used to derive the critical exponents. The technique of renormalization group (RG) is used to derive the scaling theory and find the relationship connecting different critical exponents. RG flow equations for the parameters in the LGW functional will be derived for d = 4 − ǫ. Hertz’s theory on quantum critical phenomenon is reviewed and analyzed using RG.
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Chapter 1



Phase and Phase Transition 1.1



Definition of a Phase and a Phase Transition



In statistical physics, a phase is defined mathematically as a region in the parameter space of thermodynamic variables that its free energy is analytical. Between such regions, it is an area where the derivatives of the free energy is not continuous. The system going from one such region to another region across such a surface of non-analyticity of the free energy in the parameter space is a phase transition. [1]



1.2



First and Second Order Phase Transition



A phase transition is said to be of the first order when the system undergoes a transition from one phase to another through a surface of discontinuity of the free energy. An example of this is the vaporization of a liquid to a gas, where the matter has to absorb a certain amount of energy in order to completely turn to another phase. This amount of energy is known as the latent heat. [2] A phase transition is said to be of the second order when there does not exist a surface of discontinuity during the transition. One example of this is the ferromagnetic transition, which this paper relies on a lot. [1] [2] 1



Chapter 1 Phase and Phase Transition



1.3



2



Spontaneous Symmetry Breaking and Order Parameter



Phase transition occurs often (but not always) between two phases with different symmetries. In such systems, the Hamiltonians possess such symmetry, but in one of the phases, the ground state does not possess the symmetry that the Hamiltonian does. [3] [4] For example, in liquid-to-solid transition, continuous translational symmetry is broken. In a liquid, molecules are distributed homogeneously and are said to have continuous translational symmetry, but in a solid, molecules are arranged regularly in the form of a lattice, without the symmetry. In a transition from paramagnet to a ferromagnet, the symmetry is broken when the spin prefers a specific direction. Thus the original up-down symmetry is broken. In order to describe the phase transition with a change of symmetry, a quantity called order parameter is introduced. This order parameter is needed to specify the phase of the broken symmetry. In a phase of symmetry, the order parameter is zero, but in a phase with the symmetry broken, the order parameter is non-zero. In the case of paramagnetism-ferromagnetism transition, the order parameter is the magnetization M. In the paramagnetic phase, M = 0 and in the ferromagnetic phase, M 6= 0. Later chapters are mostly devoted to the example of ferromagnetic phase transition. By writing down the free energy of the system, critical phenomena can be studied there.



Chapter 2



Landau-Ginzburg-Wilson Theory There are a number of models for the study of phase transition and critical phenomena. Ising model, XY model and Heisenburg model are the examples. Hubbard model is used in recent strongly correlated systems. However, in this report, the study of this subject is mainly based on Landau-GinzburgWilson (LGW) functional, which is equivalent to the φ4 theory in quantum field theory. Using an approximation of small order parameter, a lot of physical models can be transformed to LGW functional. In appendix A, a classical Ising model is transformed to LGW functional. In appendix B, a quantum Hubbard model is transform to a functional which is LGW-functional-like, with an extra factor of ωq .



2.1



Landau Theory



To describe the phase transition of the second order, Landau attempted to write down a phenomenological form of free energy. A phase is a region in the parameter space that the free energy is an analytic function of the thermodynamic variables. Hence it is reasonable to assume that the free energy 3
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4



is an analytic function of the order parameter M (like magnetization in ferromagnetism) and can be expressed in a polynomial form. Provided there is a symmetry in the system that the transformation M −→ −M does not change the Hamiltonian, the free energy should be in even power of the order parameter M as u r FL (M) = M2 + M4 + O(M6 ) 2 4



(2.1)



It is called the Landau-Ginzburg form of the free energy. [5] [2] [4] Here the free energy can be a functional of M(x). The sign of r determines the phase of the system provided that u >= 0. Usually, r ∼ (T − Tc ) where TC is the critical temperature. For r > 0, the free energy (2.1) is plotted as shown in figure 2.1, and the system will choose the minimum value of the free energy at M = 0. For r < 0, it is plotted as shown in figure 2.2 and the system will p choose the minimum value of the energy at M = − ur , and it can be in any directions. The availability of the choices of direction breaks the symmetry.



Thus for r < 0, the magnetization loses the symmetry that the free energy possess, and it is an example of spontaneous symmetry breaking.



Figure 2.1: Landau-Ginzburg free en- Figure 2.2: Landau-Ginzburg free energy for r > 0



ergy for r < 0



Usually r > 0 is called the disordered phase and r < 0 the ordered phase. r = 0 is the critical point and describes the phase transition of second order.
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2.2



Landau-Ginzburg-Wilson Functional



However, it is found experimentally that Landau’s theory failed to describe the physical phenomena at the critical point. Wilson proposed a generalization of the Landau functional (2.1) by writing the partition function of the system [5] [3] −F T



Z=e



=



Z



D[M]e−H[M]



where the action or the local Hamiltonian H[M] is given by Z i h c H[M] = dd x FL (M(x)) + (∇M(x))2 2



(2.2)



(2.3)



The functional in (2.3) is called the Landau-Ginzburg-Wilson (LGW) functional. It is a φ4 theory which is commonly discussed in quantum field theory. Any critical phenomena can be described in terms of the LGW functional.



2.3



Landau and LGW Theories in the Presence of a Coupling Field h



In the presence of a coupling field h, such as magnetic field in the case of ferromagnetism, the functionals (2.1) and (2.3) are added a term −h · M and are given respectively by u r FL (M) = M2 + M4 − h · M 2 4



(2.4)



and H[M] =



Z



i c u 2 4 d x [M(x)] + [∇M(x)] + [M(x)] − h · M(x) 2 2 4 d



hr



2



(2.5)



Chapter 3



Critical Exponents It was observed in the experiments that near the critical point, different physical quantities exhibit the same power laws of the critical parameter r, and the exponents on r are found to be universal in different kinds of physical systems, such as ferromagnetism and condensation.



3.1



Disordered Phase



For r > 0, i.e., in the disordered phase, there are a few critical exponents. Near the critical point, the zero-field magnetic susceptibility obeys the power law 



∂M χ= ∂h The specific heat obeys a power law C∼−



3.2







∼ r−γ



(3.1)



∂ 2f ∼ r−α ∂r2



(3.2)



Ordered Phase



For r < 0, i.e., in the ordered phase, near the critical point there define a number of critical exponents. The zero-field magnetic susceptibility obeys the power law χ=







∂M ∂h



 6



∼ (−r)−γ



′



(3.3)
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Chapter 3 Critical Exponents The specific heat obeys a power law C∼−



∂2f −α′ ∼ (−r) ∂r2



(3.4)



The order parameter in the ordered phase is non-zero and it obeys the power law M ∼ (−r)β



(3.5)



In phase transitions of the second order, the magnitude of the order parameter is continuous over all the critical point. Hence it is expected that at r = 0, beta > 0, so that M → 0 as (−r) → 0.



3.3



Critical Exponents at Criticality



At criticality, there are a number of exponents defined too. The order parameter varies as a power of the magnetic field h as 1



M ∼ hδ



3.4



(3.6)



Critical Exponents Regarding the Correlations of Fluctuations



At criticality, the order parameter actually fluctuates about the equilibrium p r value 0 in the disordered phase and − 2u in the ordered phase as shown in



Chapter 2. Near the criticality, the fluctuations at different positions in real space are correlated. Let the fluctuation be φ(x) = M(x) − M0



(3.7)



where M0 is the equilibrium value. The correlations are described by the correlation functions defined as Gαβ (x − x′ ) = hφα (x)φβ (x′ )i



(3.8)
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where α and β are different directions of the fluctuations. It is found that near the criticality, the correlation function varies like   |x − x′ | ′ G(x − x ) ∼ exp − ξ



(3.9)



for |x − x′ | >> ξ, where ξ is called the correlation length. The correlation length obeys the power law ξ ∼ r−ν



(3.10)



for r > 0 and similarly ξ ∼ (−r)−ν



′



(3.11)



for r < 0. For |x − x′ | << ξ, the correlation function varies like G(x − x′ ) ∼ |x − x′ |2−η−d



(3.12)



where d is the dimensionality of the system. If the correlation function is expressed in Fourier space, i.e., if G(k) =



Z



dd x G(x)e−ik·x (2π)d



(3.13)



the correlation obeys the power law G(k) ∼ k η−2



(3.14)



The definition of the exponent η are equivalent. It can be shown by the scaling hypothesis which would be discussed in later chapters, but the proof is shown in the appendix.



3.5



Dynamical Exponent



In quantum system, the temporal direction of the system can be scaled in the same way as the spatial dimensions being scaled. For example, if the spatial
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dimensions are rescaled like x′ = xs , then the temporal direction can be rescaled as τ ′ = τs . However, different physical origins can lead to an isotrpy in spatial and temporal directions, such that the temporal direction has to be rescaled as τ ′ =



τ , sz



where z is called the dynamical exponent. A formal definition of z



is given as τ ∼ ξz



(3.15)



where ξ is the correlation length.



3.6



Values of the Critical Exponents



In experiments, critical exponents are found and listed in table 3.1. [3] Table 3.1: Exponents of ferromagnetic critical points



Material



Symmetry



TC (K)



α, α′



β



γ, γ ′



Fe



Isotropic



1044.0



−0.120



0.34



1.333



Ni



Isotropic



631.58



−0.10



0.33



1.32



EuO



Isotropic



69.33



−0.09



YFeO3



Uniaxial



643



0.354



1.33



Gd



Anisotropic



292.5



1.33



δ



η 0.07



4.2



4.0



These exponents can be found by theories and some of them will be covered in this report. The values of the exponents found by different theory is tabulated in table 3.2. [6] Table 3.2: Critical exponents of the ferromagnetic transition obtained through different methods for d = 3
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Exponent Mean-field Gaussian ǫ1



3.7



ǫ5



α



0



1 2



1 3



0.109



β



1 2



1 4



1 3



0.327



γ



1



1



7 6



1.238



δ



3



5



4



4.786



ν



N/A



1 2



1



0.631



η



N/A



0



0



0.037



Identities Relating Critical Exponents



It was found that in experiments, later proved theoretically using renormalization group (RG) techniques, that the critical exponents are related to each other. Here the identities are stated and proof will be found in chapter 6. Fisher’s identity: ν(2 − η) = γ



(3.16)



α + 2β + γ = 2



(3.17)



β(δ − 1) = γ



(3.18)



2 − α = νd



(3.19)



Rushbrooke’s identity:



Widom’s identity:



Josephson’s identity:



These relationships reduce the number of independent critical exponents. On the other hand, the properties of the critical phenomena can be summarized by only a few critical exponents and the others can be figured out by the identities.



Chapter 4



Mean Field Theory In studying the critical phenomena of a physical system, the LGW functional (2.3) is often the basis. Before moving to a detailed field theory analysis of the LGW functional, a very crude mean field theory analysis is very useful in understanding the material.



4.1



Saddle Point Approximation as the Mean Field Theory



In the context of the LGW functional, the mean field theory is also the saddle point approximation [7]. In mean field theory, the approximation made is that the mangetization (which is the order parameter) throughout the whole space is a constant, i.e., the magnetization is independent of its position. Then the gradient term in the functional dissapears. Suppose M(x) = M. The functional in (2.3) becomes r u F (M ) = M 2 + M 4 2 4



(4.1)



The magnetization M takes a value such that F (M ) is the minimum, that is, at



∂F (M ) ∂M



= 0. Denote this value as M0 . Then we have rM0 + uM0 3 = 0 11



12



Chapter 4 Mean Field Theory The solution is



  0 M0 =  p− r



for r > 0



(4.2)



for r < 0



u



Under this approximation, the partition function of such a system would be by substituting (4.1) in (2.2), i.e.,   r u Z = e−F (M0 ) = exp − M0 2 − M0 4 2 4



(4.3)



The value of M0 is such that the value of the partition function (4.3) is the greatest. It is the recent why it is called the saddle point approximation. And in this approximation, F (M ) is the Helmholtz free energy.



4.2



Critical Exponents in Mean Field Theory



The mean field theory can lead to a number of critical exponents. 1



From (4.2), we immediately know that in the ordered phase, M ∼ (−r) 2 and therefore from the definition of β in (3.5) β=



1 2



(4.4)



The specific heat capacity near the criticality is approximately varying like C∼−



∂2F =0 ∂r2



(4.5)



for both r > 0 and r < 0. From the definitions of α and α′ in (3.2) and (3.4), it gave α = α′ = 0



(4.6)



The vanishing α’s is revealed in the discontinuity in the curve of the heat capacity of superconductor as shown in figure 4.1
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Figure 4.1: Heat capacity of a superconductor The electrodynamical definition of the magnetic susceptibility is given by χ=



∂M ∂h



(4.7)



To find the susceptibility of the disordered phase near the criticality, we consider the LGW functional in the presence of the magnetic field (2.5) and take the limit of h → 0 afterwards. In mean field theory, this functional is at its minimum, i.e., rM + uM 3 − h = 0



(4.8)



1 ∂M = ∂h r + 3uM 2



(4.9)



which leads to



In the disordered phase and at the absence of magnetic field, M = 0. Then ξ ∼ r−1 . From the definition of γ in (3.1), γ=1 In the ordered phase, M = definition of γ ′ in (3.3),



p



(4.10)



− ur (from (4.2)) and ξ = 2−1 (−r)−1 . From the γ′ = 1



(4.11)



14



Chapter 4 Mean Field Theory



Finally, consider the criticality, i.e., r = 0, in the presence of magnetic field. Then (4.8) becomes uM 3 − h = 0 1



which means M ∼ h 3 . From the defintion of δ in (3.6), it is found that in mean field theory, δ=3



(4.12)



Mean field theory crudely gave the values of some of the critical exponents, and the summary of these values is tabulated in table 3.2. Comparing with these values with the experimental data in table 3.1, it is known that mean field theory does not really provide a very good description of critical phenomena. While mean field theory serves the purpose of a crude analysis, there are more theories that are used for the description.



Chapter 5



Gaussian Approximation Besides mean field theory, Gaussian approximation is used to analyze the critical phenomena. In Gaussian approximation, the fluctuations of the order parameter is considered up to the second order so that Gaussian integrals can be used conveniently. It is still an over-simplified simplification of the model but it gives important feature of critical phenomena. Goldstone modes and Goldstone theorems are introduced. And it gives a more accurate value of the critical exponents than that given by mean field theory.



5.1



Fluctuations



Let n be the number of components of the magnetization M(x). There are fluctuations in the magnetization about its equilibrium value M0 (given by (4.2)), so that the magnetization is written as M(x) = M0 + φl (x)ˆl +



n−1 X



φti (x)ˆti



(5.1)



i=1



where ˆl denotes the longitudinal direction (the direction along M0 ) and ˆti denotes the other transverse directions, which are all perpendicular to the longitudinal direction. As a result, 2



2



|∇M(x)| = |∇φl (x)| + 15



n−1 X i=1



|∇φti (x)|2



(5.2)
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2



2



2



|M(x)| = M0 + 2M0 φl (x) + [φl (x)] +



4



4



3



2



2



|M(x)| = M0 + 4M0 φl (x) + 6M0 [φl (x)] + 2M0



n−1 X



[φti (x)]2



(5.3)



i=1



2



n−1 X



[φti (x)]2 + . . . (5.4)



i=1



Only uncoupled terms up to the second order are kept because it is the Gaussian effect which is more interesting. Putting (5.2), (5.3) and (5.4) in the LGW functional (2.3), the LGW functional becomes  u M0 2 + M0 4 2 # " 4   X Z n−1 3 1 r r + M0 2 u [φl (x)]2 + + M0 2 u [φti (x)]2 + dd x 2 2 2 2 i=1 ! Z n−1 X c |∇φl (x)|2 + (5.5) |∇φti (x)|2 + dd x · 2 i=1



H[φ] = V



r



Define the correlation lengthes: c = r + 3M0 2 u ξl 2 c = r + M0 2 u ξt 2



(5.6) (5.7)



Then (5.5) can be rewritten as u 4 M 0 + M0 H[φ] = V 2 "4  X # Z n−1  1 c 1 2 2 + dd x · (φl (x))2 + |∇φl (x)|2 + 2 (φti (x)) + |∇φti (x)| 2 ξl 2 ξ t i=1 r



2



Consider the Fourier transform of the fluctuation. Let 1 X φα (x) = √ φαk eik·x V k



(5.8)



where α = l, ti . Then the Gaussian LGW functional in (5.5) is given by " #   X n−1  cX  1 r u 1 M0 2 + M0 4 + + k2 |φl (k)|2 + + k2 |φti (k)|2 H[φ] = V 2 4 2 k ξl 2 ξt 2 i=1 (5.9)
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Chapter 5 Gaussian Approximation The correlation function of the fluctuations is defined by R D[φ]φα (k)φβ (k′ )e−S[φ] ′ ′ R Gαβ (k, k ) = hφα (k)φβ (k )i = D[φ]e−S[φ]



(5.10)



where the correlation function in real space is defined in (3.8). The correlation function can be easily evaluated in Fourier space since it is a Gaussian functional integral and it is given by [8] [6]



Or we can simply write



δαβ δk,−k′  Gαβ (k, k′ ) =  1 2 c k + ξα 2 1 Gα (k) =  c k2 +



1 ξα



2







(5.11)



(5.12)



With the Gaussian LGW functional (5.9), the free energy f can be found by the partition function: Z −f Z = e = D[φ]e−H[φ] = e−V (



r M0 2 + u M0 4 2 4



#− 21 "Y  #− n−1 2 Yc 1 c 1 2 2 ) + k + k 2 ξl 2 2 ξt 2 k k "



Then the free energy is given by     1 X c 1 ln Z  r 2 u 4  n−1X c 1 2 2 = M 0 + M0 + ln ln f = − +k + 2 +k V 2 4 2V k 2 ξl 2 2V 2 ξ t k     Z Z r  d d n−1 1 d k d k u 4 c 1 c 1 2 2 2 +k + +(5.13) k = M0 + M 0 + ln ln 2 4 2 (2π)d 2 ξl 2 2 (2π)d 2 ξt 2 where the transformation from a discrete sum to an integral has been used Z 1 X dd k (5.14) → V k (2π)d



5.2



Critical Exponents in the Disordered Phase



In the disordered phase (r > 0), M0 = 0. Then the correlation lengthes along the longitudal and vertical directions are the same and equal to r 1 c ξ= ∼ r− 2 r



(5.15)
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Chapter 5 Gaussian Approximation And from the definition of ν in (3.10), it is got that ν=



1 2



(5.16)



That means, as the system is approaching the criticality from the disordered phase, i.e., r → 0+ , the correlation diverges. This is an important result in the study of phase transition and provide a strong base for the technique of renormalization group (RG) analysis. The magnetic susceptibility is given by [9] χ = lim G(k) = ξ 2 ∼ r−1



(5.17)



k→0



From the definition of γ in (3.1), we have γ=1



(5.18)



Now consider the heat capacity. In the disordered phase (r > 0), M0 = 0 and the two correlation lengthes are the same. Then the free energy in (5.13) is simplified as n f= 2



Z



c dd k ln d (2π) 2







1 + k2 2 ξ







The heat capacity is given by Z Z 1 n dd k nKd ∞ k d−1 ∂2f = dk C∼− 2 = ∂r 2 (2π)d (r + ck 2 )2 2 0 (r + ck 2 )2



(5.19)



(5.20)



where in (D.4), d



2−(d−1) π − 2  Kd = Γ d2



The integral in (5.20) can be evaluated for 0 < d < 4 and is equal to   dπ nKd (d − 2)π  c − d2 csc C=− 2 2 4r r 2



(5.21)



Note that this quantity is positive for 1 < d < 4. It can be concluded that d C ∼ r−(2− 2 ) , and from the definition of α in (3.2), α=2−



d 2



(5.22)
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5.3



Critical Exponents in the Ordered Phase



In the ordered phase, M0 = direction is given by



p r − u . The correlation length in the longitudinal ξl =



r



1 c ∼ |r|− 2 2(−r)



(5.23)



which leads to the value of ν ′ from the definition in (3.11), ν′ =



1 2



(5.24)



which is the same as ν. However, the correlation length in the transverse direction is given by ξt = ∞



(5.25)



which is actually an important consequence of the Goldstone theorem, stating that if there exists a spontaneous continuous symmetry breaking, these exists a massless mode. [5] The infinitive transverse correlation length is actually an indication that this mode is massless, since the correlation function (5.12) bears the famous Ornstein-Zernike form G(k) =



1 k 2 + m2



(5.26)



And in the transverse modes of the ordered phase, m2 = 0. No matter it is longitudinal or transverse correlation lengthes, they diverge to infinity when the critical point is reached. Again it provides a strong basis of using renormalization group (RG) analysis. The magnetic susceptibility in the longitudinal direction is given by χl = lim G(k) = k→0



c ∼ |r|−1 2(−r)



(5.27)



From the definition of γ ′ in (3.3), we have γ′ = 1



(5.28)



which is equal to γ. However, the susceptibility in the transverse direction becomes infinity.
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Now consider the heat capacity. In the ordered phase (r < 0), |M0 | = p r p c − u . The longitudinal correlation length is ξl = and the transverse −2r one is infinity. Then the free energy in (5.13) is simplified as   Z 1 dd k c 1 r2 2 ln f =− + +k 4u 2 (2π)d 2 ξl 2



(5.29)



The heat capacity is given by Z Z 1 1 1 1 dd k Kd ∞ k d−1 ∂2f = + + dk C∼− 2 =  2 ∂r 2u 2 (2π)d −r + ck2 2 2u 2 0 (−r + ck2 )2 2 (5.30) where Kd is given in (D.4). The integral in (5.30) can be evaluated for 0 < d < 4 and is equal to 1 Kd (d − 2)π C= − 2u 2 (−2r)2







c −2r



− d2



csc







dπ 2







(5.31)



Note that this quantity is positive for 1 < d < 4. The first finite constant term arises from the discontinuity in the tree level mean field analysis. It can be d concluded that C ∼ r−(2− 2 ) , and from the definition of α′ in (3.4), α′ = 2 −



5.4



d 2



(5.32)



Critical Exponents at Criticality



At criticality (r = 0), the correlation function (5.12) is given by Gα (k) =



1 ck 2



(5.33)



because of the divergence of the correlation length. Then by the definition of η in (3.12), η=0



(5.34)
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Renormalization Group Usual physics problems are studied by perturbation. However, perturbation techniques do not quite work in the problem of phase transition. In ψ 4 theory or the LGW functional, in calculating the partition function, the following integrals must be encountered in the path integral as in (2.2): Z ∞ 1 2 u 4 dx √ e− 2 x − 4 x I(u) = 2π −∞



(6.1)



It seem natural to treat u to be small and do the perturbation. In such a perturbation theory, the following integral would be encountered: Z  u n 1  u n ∞ dx − 1 x2 4n  u n (4n − 1)!!  un n √ e 2 x = − ∼ − − In = 4 n! 4 4 n! 4e 2π −∞ (6.2) where the Sterling’s approximation n! ∼ nn e−n



(6.3)



is applied. The perturbation series diverges at roughly the the order of



1 u



th order perturbation expansion. A way to deal with this is to consider a particular type of terms (for example, RPA - random phase approximation). However, it is not often true that this approximation is valid. Moreover, the validity of φ4 theory is left unjustified since it is often got from the perturbation expansion from various models, like Ising model or the Hubbard model, with small value of the order parameter. However, whether the order parameter 21
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would be small enough is not justified. Techniques other than perturbation has to be coined to deal with this. Renormalization group (RG) is such a technique. The idea came from Kadanoff about the rescaling of lattice spaces. However, Wilson and Fisher develops the techniques of analysis. The use of RG is based on the fact that in phase transition, the correlation is important is only important at large lengthes because the correlation lengthes diverges as the system approaches the critical point, as it has been shown by Gaussian theory in chapter 5. As a result, all the lengthes which is smaller and not comparable to the correlation length is not important and they would be averaged out. In RG transformation, the physical system would be zoomed out and be studied. Given that the physical properties are unchanged in the transformation, this technique lets us understand the phase more deeply. Moreover, the scaling identities (3.16), (3.17), (3.18) and (3.19) can be derived. In this chapter, the steps of an RG transformation are reviewed. It is applied to classical system and quantum system (Hertz’ theory). The proof of the scaling identities are visited.



6.1



Steps of RG



RG are usually performed in Fourier space.



6.1.1



Step I: Averaging out Fast Modes



To zoom out, it is equivalent to consider smaller momentum and to average out larger momentum. Suppose Λ is the upper cutoff of the momentum due to the lattice spacing, the momentum space can be divided into slow modes
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Chapter 6 Renormalization Group and fast modes: Slow modes: Fast modes:



k< Λ s



Λ s






And then momenta in the fast modes would be integrated out.



6.1.2



Step II: Rescaling Momenta and the Order Parameter



The momenta are rescaled by k′ = sk so that the upper cutoff of the slow modes changes from



(6.4) Λ s



to Λ. If the system



involves dynamics, the frequency should be rescaled accordinginly by ω ′ = sz ω



(6.5)



where z is the dynamical exponent of the system defined in (3.15). The order parameter would be rescaled as well by the relabelling M(k) → λs M′ (k)



(6.6)



In RG, successive rescaling by s and then s′ leads to λs λs′ = λss′ and it follows that λs = s a



(6.7)



where later it is found that a=1−



η 2



At criticaility, as it is found in (5.34), η = 0.



(6.8)
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Chapter 6 Renormalization Group Steps I and II can be summarized by the following two formulae [10]: # "Z ′



d



D[M]e−H



e−H −AL =



Λ 


M(k)→s



η 1− 2



(6.9)



M′ (sk)



where ALd is an integration constant. If the system involves some dynamics, "Z # ′



d



D[M]e−H



e−H −AL =



Λ 





(6.10)



M(k)→s



η 1− 2



M′ (sk)



Very often, the new local Hamiltonian H′ has the same form as the original one H does. Thus a relationship between the old and new parameters can be formed. These parameters, in LGW functional, are r, c, u etc. A parameter space µ can be defined as a set of all these parameters µ = (r, c, u, . . .) And the new one can be denoted by µ′ . The relationship between these two can be related by a transformation R: µ′ = Rs µ



6.2



(6.11)



Fixed Points



A fixed point µ∗ in the parameter space µ is defined by µ∗ = Rs µ∗



(6.12)



We can define the parameter space µ in terms of the fixed point: µ = µ∗ + δµ



(6.13)



δµ′ = Rs δµ



(6.14)



Then (6.11) can be rewritten as
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Chapter 6 Renormalization Group Suppose the eigenvectors of Rs is defined by Rs ej = λj (s)ej



(6.15)



where j = 1, 2, 3, . . . and λj (s) is the eigenvalue. We know that in RG transformation, Rs Rs′ = Rss′ . Then the eigenvalue is of the form λj (s) = syj



(6.16)



for some exponent yj . The parameter space can be expressed in terms of these eigenvectors: δµ =



X



tj ej



(6.17)



j



for some coefficients tj . Then from (6.14), (6.15) and (6.16), the RG transformation leads to δµ′ =



X



tj syj ej



(6.18)



j



The signs of the exponents yj are important. If yj > 0, then the parameter tj is said to be relevant. That means, in RG transformation, this parameter becomes significant. If yj < 0, then the parameter tj is said to be irrelevant. In RG transformation, this parameter will gradually vanish and it is not relevant at all for increasing s or doing more transformations. If yj = 0, then the parameter tj is said to be marginal. A stable fixed point is a fixed point that all the parameters are irrelevant. RG transformation would make µ approach this fixed point. Such a fixed point represents a stable physical phase. The existence of one or more relevant parameters make the fixed point unstable. RG transformation would make the parameter µ stay away from this fixed point. A critical fixed point is an unstable fixed point that is with only one relevant parameter. A good way to illustrate this is figure 6.1 [11]. In this figure, there are two stable fixed point marked by ⊕ and ⊖. They represents two different physical phases. The point ∗ is a critical fixed point, as there is only one relevant



Chapter 6 Renormalization Group



26



direction relative to this fixed point. The flow of the parameter as shown in the figure is towards a certain direction to either one of the fixed point. When the system is only in one phase, the RG transformation will make the relevant parameter more eminent and let the parameter flow to one of the stable fixed points, ⊕ or ⊖. Only at criticality, the flow will go to the critical fixed point. Between the flow towards the two stable fixed points, there is a surface called the critical surface, which is a surface spanned by all the irrelevant directions ej by its definition.



Figure 6.1: Stable fixed points, critical fixed point and critical surface



6.3



Tree Level RG Analysis on LGW Functional and Gaussian Fixed Point



Consider the LGW functional (2.3). Z hr i c u H[M] = dd x M2 + (∇M(x))2 + M4 2 2 4
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Chapter 6 Renormalization Group or its Fourier version H[M] =



1X u X M α (k1 )M α (k2 )M β (k3 )M β (k4 )δ(k1 +k2 +k3 +k4 ) (r+ck 2 )|M(k)|2 + 2 k 4 k ,k ,k ,k 1



2



3



4



(6.19)



By assuming u being very small, and performing steps I and II of RG, we will have H′ [M] =



1X ′ (r + c′ k 2 )|M(k)|2 + . . . 2 k



where r′ = rs2−η



(6.20)



c′ = cs−η



(6.21)



In fact, u does not have to be very small, but to get (6.20) and (6.21), such an assumption is necessary. And the RG equation for u can be found by dimensional analysis: u′ = s4−d−2η u



(6.22)



Fixed point can be found by these equations by different choices of the value η. This fixed point is called the Gaussian fixed point. Different values of η lead to different physics. It is known that at criticality, η = 0. Then r is a relevant parameter, c marginal and u irrelevant if d > 4 and relevant if d < 4. The fixed point is given by (r, c, u) = (0, c, 0). It is believed that, according to dimensional anaysis, higher order parameters are irrelevant. So For d > 4, this fixed point is a critical fixed point. For d < 4, this is just simply an unstable fixed point. This fixed point Hamiltonian is given by H1∗ =



cX 2 k |M(k)|2 2 k



and the corresponding partition function is given by Z c P 2 2 ∗ Z1 = D[M]e− 2 k k |M(k)|



(6.23)
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Pick η = 2. Then the fixed point becomes (r, c, u) = (r, 0, 0). For the parameters, r is marginal while c and u are both irrelevant. This fixed point is a stable fixed point and it represents a phase. For r > 0, the fixed point partition function is given by Z2∗



=



Z



r



D[M]e− 2



P



k



|M(k)|2



(6.24)



And it represents the disordered phase. For r < 0, for convergence reason, it is better to take the fixed point to be (r, c, u) = (−|r|, 0, 0+ ) and the corresponding particition function is given by Z P |r| P 2 0+ α α β β ∗ Z3 = D[M]e 2 k |M(k)| − 4 k1 ,k2 ,k3 ,k4 M (k1 )M (k2 )M (k3 )M (k4 )δ(k1 +k2 +k3 +k4



(6.25)



And it represents the ordered phase.



6.4



Loop Expansion and Non-trivial Fixed Point in d = 4 − ǫ



In tree level analysis, the flow of the parameter u is just found by dimensional analysis instead of a rigorous mathematical investigation. A more rigorous approach is needed to find the RG flow for all the parameters. On the other hand, the Gaussian fixed point is a critical fixed point for d ≥ 4, but it is merely an unstable fixed point for d < 3. While the LGW functional describes the critical phenomena for d < 4 as well, there must be a critical fixed point that is yet to be found. In d = 4, the Gaussian fixed point is a critical fixed point. It can be expected that in d = 4 − ǫ for ǫ being a very small number, there exist an unstable Gaussian fixed point and a critical fixed point near the Gaussian fixed point. Thus it is good to consider the case for d = 4 − ǫ, as studied by Wilson and Fisher [12]. To find the critical point, perturbation expansion has
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Chapter 6 Renormalization Group to be taken by taking the unperturbed Hamiltonian to be Z o nr c M2 (x) + [∇M(x)]2 H0 = dd x 2 2



(6.26)



and the interacting Hamiltonian to be Z u HI = dd x M4 (x) 4



(6.27)



Real space instead of Fourier space is not being used here. To perform RG, steps I and II have still to be carried out, by writing the order parameter in this way: M(x) = Ms (x) + Mf (x)



(6.28)



where Ms (x) = Mf (x) =



1 X



L



d 2



L



(6.29)



k< Λ s



1



d 2



M(k)eik·x



X



M(k)eik·x



(6.30)



Λ 


After that, all the fast modes would be averaged out by the following routine: R D[M](. . .)e−H Λ 


Subsistuting (6.28) in (6.26), averaging over the fast mode and performing d



η



the rescaling of the order parameter in the way Ms (x) → s1− 2 − 2 M(x′ ) where



x′ = xs , the renormalized H0 is given by  2−η  Z s r ′ ′ 2 s−η c ′ ′ ′ 2 ′ d ′ H0 = d x [M (x )] + [∇ M (x )] 2 2



(6.32)



For the interaction term (6.27), because of its being exponent in the partition function, there are infinite order of expansion which is given by the cumulant expansion. The cumulant expansion is carried out by [13] heΩ i = e[hΩi+



hΩ2 i−hΩi2 +...] 2



(6.33)
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Chapter 6 Renormalization Group For HI , the terms are [3] # " 2 2 hH i − hH i I f I f + ... HI′ = hHI if − 2



(6.34) Ms (x)→s



η 1− d 2−2



To find the renormalized interacting Hamiltonian



HI′ ,



M(x′ )



the techniques of



graph expansion has to be applied, where the formalism will not be gone through here. It can be found in the reviews by Barber [14] and Ma [3] [10]. We first explore the first order expansion. The Feynman diagrams of the first order is given in figure 6.2. There are two graphs for that.



Figure 6.2: First order Feynman digrams Then the first order term is given by, according to the Feynman diagrams in figure 6.2, u hHI if = 4



Z



 i h n + 1 Γ(0)M2s (x) dd x M4s (x) + 2



(6.35)



where Γ(0) is a correlation function at zero distance in fast modes (c.f. correlation function (5.10)) and is given by Z Λ Z k d−1 dd k 1 dk = Kd Γ(0) = d 2 Λ Λ r + ck 2 


(6.36)



c



where Kd is defined in (D.4). We are not interested in d = 2 at this moment. Putting (6.36) to (6.35) gives    Z  K Λd−2  n 1 u d 2 d 4 1 − d−2 Ms (x) +1 d x Ms (x) + hHI if ≈ 4 2 c d−2 s
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Performing all the scale transformation in (6.34), the first order renormalized interacting Hamiltonian is given by   Z n  K Λd−2 u d 4−d−2η ′ ′ 4 2−η 4−d−η ′ ′ 2 ′ (1) d ′ [M (x )] + +1 (s −s )[M (x )] d x s HI ≈ 4 2 c d−2 (6.37) The Feynman diagrams for the second order expansion is shown in figure 6.3.



Figure 6.3: Second order Feynman digrams The second order cumulant expansion would then be given by 1 [hHI 2 if − hHI if 2 ] 2 Z   u 2 Z n d +1 d x1 dd x2 [Γ(x1 − x2 )]3 Ms (x1 ) · Ms (x2 ) = 2 4 Z Z n  u 2 d + d x1 dd x2 [Γ(x1 − x2 )]2 [Ms (x1 )]2 [Ms (x2 )]2 (6.38) 2 4



where Γ(x1 − x2 ) is given by Z dd k eik·(x1 −x2 ) Γ(x1 − x2 ) = d r + ck 2 Λ 
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where we have already put d = 4 − ǫ in the calculation. This function Γ(r) is a localized function which has the shape as shown in figure 6.4.



Figure 6.4: Graph of 16πcΓ(r) versus r As a result, (6.38) is very small when x1 and x2 are very close to each other. By the transformation   x = x 1  r = x −x 2 1



the integral can be transformed like Z Z Z Z d d d d x1 d x2 = d r dd x



(6.40)



(6.41)



Then Ms (x2 ) can be expanded around x1 for r = x2 − x1 is small: 1 Ms (x2 ) ≈ Ms (x) + r · ∇Ms (x) + (r · ∇)2 Ms (x) 2 The second integral in (6.38) becomes Z Z d d x1 dd x2 [Γ(x1 − x2 )]2 [Ms (x1 )]2 [Ms (x2 )]2 Z Z d ≈ d x dd r[Γ(r)]2 [Ms (x)]4



(6.42)
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dd r[Γ(r)]2 =



ln s 128c2



(6.43)



The first integral in (6.38) becomes Z Z d d x1 dd x2 [Γ(x1 − x2 )]3 Ms (x1 ) · Ms (x2 )   Z Z 1 2 2 d d 3 ≈ d x d r[Γ(r)] [Ms (x)] + Ms (x) · (r · ∇) Ms (x) 2 Z Z    Z 1 d 2 2 d 3 d 2 3 = d x d r · r [Γ(r)] [∇Ms (x)] d r[Γ(r)] [Ms (x)] − 2 Now in the subsequent calculation, d = 4 − ǫ should be put in. The first integral in r is given by Z dd r[Γ(r)]3 Z d Z d d k2 d k1 Γ(k1 )Γ(k2 )Γ(−k1 − k2 ) = d (2π) (2π)d Z d Z d 1 1 d k1 d k2 ≈ 3 around the criticality 2 2 c (2π)d (2π)d k1 k2 |k1 − k2 |2 Z Z π Z Λ k2 1 1 4π d 2 dk2 2 2 d k1 = 3 dθ2 sin θ2 2 8 Λ c (2π) k1 k1 + k2 − 2k1 k2 cos θ2 0 s Z Z Λ Λ (k1 2 + k2 2 ) − |k1 2 − k2 2 | 1 π3 dk dk = 3 1 2 Λ c (2π)7 Λs k1 k2 s   1 1 4π 3 Λ 1− ln s = 3 7 c (2π) s R The second term involving dd r · r2 [Γ(r)]3 has not been calculated. However,



the terms in Ms (x) are not considered in the later analysis. Then now the second order of the renormalized interaction is given by # " 2 2 hH i − hH i I f I f (2) HI′ = − 2 d η Ms (x)→s1− 2 − 2 M(x′ ) Z n  u 4 sǫ−2η ln s ≈ − dd x′ [M′ (x′ )]4 2 4 128c2



(6.44)



From (6.32), (6.37) and (6.44), the renormalized Hamiltonian up to second order is found. The renormalized parameters r′ , c′ and u′ are expressed in
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Chapter 6 Renormalization Group terms of the original ones for d = 4 − ǫ: r′ = s2−η r + c′ = s−η c



 1 Λ2−ǫ u n +1 (s2−η − sǫ−η ) 2 2 8π 2 c 2 − ǫ



u′ = sǫ−2η u −



(6.45) (6.46)



ǫ−2η



ns ln s 2 u 8 128c2



(6.47)



At criticality, η = O(ǫ2 ) and c should be marginal. Then (6.45) and (6.47) become r′ = s2 r + C(s2 − sǫ )u



(6.48)



u′ = sǫ u − Dsǫ ln s · u2



(6.49)



for some constants C and D. These relations can be expressed in terms of differential equations by differentiating the renormalized parameters with respect to s. (6.48) becomes dr′ = 2r′ + C(1 − ǫ)sǫ u ≈ 2r′ + Cu′ ds du′ s = ǫsǫ u − D(ǫ ln s + 1)sǫ u2 ds 2 = ǫu′ − Dsǫ u2 ≈ ǫu′ − Du′ s



Putting s = el



(6.50)



to the above equations gives dr ≈ 2r + Cu dl du ≈ ǫu − Du2 dl



(6.51) (6.52)



(6.51) and (6.52) are called the RG flow equations. From the definition of fixed point in (6.12) and the RG flow equations, there are two fixed points, where one of them is the usual trivial Gaussian fixed point (r∗ , u∗ ) = (0, 0)



(6.53)
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Chapter 6 Renormalization Group while another is a non-trivial fixed point   ǫC ǫ ∗ ∗ , (r , u ) = − 2D D



(6.54)



The two fixed points are plotted as shown in figure 6.5. [6]



Figure 6.5: Phase diagram of the φ4 theory obtained from ǫ-expansion Writing the parameters with respect to the fixed points as in (6.13), the RG flow equations (6.51) and (6.52) are given by d δr ≈ 2δr + Cδu dl d δu ≈ ǫδu − 2Du∗ δu dl



(6.55) (6.56)



r is relevant with respect to both fixed points. However, it is not the case for u. To the trivial fixed point (6.53), u is relevant since from (6.56), d δu ≈ ǫδu dl and the fixed point is thus unstable, as shown in figure 6.5 that the flow of the parameter space is away from the origin which is the unstable fixed point here. To the non-trivial fixed point (6.54), u is irrelevant since d δu ≈ −ǫδu dl
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and therefore the non-trivial fixed point is a critical fixed point! As shown in figure 6.5, the parameter flows to either the paramagnetic phase or the ferromagnetic phase. For d < 4, r = 0 is not necessarily the critical point. There exists negative values of r which corresponds to a paramagnetic phase as well. For ǫ → 0, the two fixed points merge into one and this fixed point becomes the usual Gaussian critical fixed point.



6.5



Proof of the Identities Relating Critical Exponents



The technique of RG gives the proof of the identities (3.16), (3.17), (3.18) and (3.19) found in chapter 3. In RG, the system is rescaled in the way like the momenta in (6.4), but now in real space: x′ =



x s



(6.57)



In the rescaling process, because of its property, the other parameters are also rescaled in a similar way with other exponents: r ′ = s yr r



(6.58)



h′ = syh h



(6.59)



where h is the magnetic field as mentioned in (2.5). The RG processes do not change the total number of states, and it is therefore expected that the partition function is not changed: Z = Z′



37



Chapter 6 Renormalization Group And therefore the free energies per unit volume are related by V f (r, h) = V ′ f (t′ , h′ ) V′ f (r′ , h′ ) f (r, h) = V f (r, h) = s−d f (syr r, syh h)



(6.60)



For h = 0, f (r, 0) = s−d f (syr r, 0) d



= r yr f (1, 0)



(6.61)



1



where s = t− yr is plugged into the last line to get the scaling relationships. By the definition of the heat capacity and the exponent α and α′ in (3.2) and (3.4) respectively, it can be found that 2−α=



d yr



(6.62)



On the other hand, the correlation length should have the same scaling relation as other ordinary lengthes in (6.57): ξ(r, h) s ξ(r, h) = sξ(syr r, syh h)   h − y1 r = r ξ 1, yh r yr



ξ(r′ , h′ ) =



(6.63)



But by the definition of ν and ν ′ in (3.10) and (3.11), it can be concluded that ν=



1 yr



(6.64)



Putting (6.64) in (6.62), we got the Josephson’s identity (3.19): 2 − α = νd The order parameter M (we just consider its magnitude) is related to the free energy by M (r, h) ∼



∂f (r, h) ∂h



(6.65)
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Chapter 6 Renormalization Group After rescaling, the order parameter is also given by sd ∂f (r, h) ∂f (r′ , h′ ) = y M (r , h ) ∼ ∂h′ s h ∂h d−yh ∼ s M (r, h) ′



′



which is up to the same constant. Or it can be written more compactly as M (r, h) = s−d+yh M (syr r, syh h)



(6.66)



1



In the ordered phase with h = 0, by putting s = |t|− yr in (6.66), M (r, 0) = |r|



d−yh yr



M (1, 0)



(6.67)



By the definition of β in (3.5) and (6.64), β=



d − yh yh = dν − yr yr



(6.68)



yh yr



(6.69)



Define ∆=



Putting (6.69) and Josephson’s identity (3.19) that we have shown above in (6.68) gives β = νd − ∆ = 2 − α − ∆



(6.70)



This identity is very useful to give the other identities. The susceibility is defined in (3.1) and (3.3) as χ(r, h) =



∂M (r, h) ∂h



After rescaling using RG, ∂M (r′ , h′ ) ∂h′ d−yh s ∂M (r, h) = s yh ∂h



χ(r′ , h′ ) =



(6.71)



where (6.59) and (6.66) are applied in the last line. (6.71) can be rewritten as χ(r, h) = s2yh −d χ(syr r, syh h)



(6.72)
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For h = 0, by putting s = r− yr in (6.72) gives χ(r, 0) = r



d−2yh yr



χ(1, 0)



(6.73)



By the definition of γ and γ ′ in (3.1) and (3.3) respectively, 2yh − d yr = 2∆ − dν by putting (6.69) and (6.64)



γ =



= 2 − α − 2β by putting (6.70) and (3.19) Rearranging the terms gives the Rushbrooke’s identity (3.17): α + 2β + γ = 2 Now consider the criticality r = 0. (6.66) becomes M (0, h) = s−d+yh M (0, syh h) d



= h yh − y1



where s = h



h



−1



M (0, 1)



(6.74)



is put in the last line. By the definition of δ in (3.6), d −1 yh dν −1 ∆ 2−α −1 2−α−β β(δ − 1)



1 δ 1 = by (6.69) and (6.64) δ 1 = by (3.19) and (6.70) δ = 2 − α − 2β =



= γ by (3.17) Rearranging the term gives the Widom’s identity (3.18): β(δ − 1) = γ The proof of the Fisher’s identity (3.16) is beyond the scope of this report, but it can be found in the original Fisher’s work [15] and Ma [3]. These identities can be verified by using the values using mean-field theory (in chapter 4) and Gaussian approximation (in chapter 5).
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6.6



Critical Exponent η from 4 − ǫ expansion



Using the perturbation techniques using Feynman diagram for d = 4 − ǫ as in previous section, critical exponents can be evaluated. However, RG techniques are not exploited but similar techniques can be applied. [14] [3] In RG, the fast modes with momenta



Λ s



< k < Λ are integrated. However,



in this perturbation expansion to find the critical exponents, all the modes with momenta 0 < k < Λ. The unperturbed Hamiltonian and the interaction Hamiltonian are (6.26) and (6.27) respectively. The first order Feynman diagrams are listed in figure 6.2. Applying the Feynman rules in momentum space [14], it is known that the first order diagram is independent of any external momentum and it is not considered. The second order diagrams in figure 6.3 is evaluated as   u 2 Z dd q Z dd p +1 Γ0 (q)Γ0 (p + q)Γ0 (k + p) Σ(k) = − 2 4 (2π)d (2π)d Z   u 2 n +1 dd x · e−ik·x [Γ0 (x)]3 (6.75) = 2 4 n



where Γ(x) can be evaluated as in (6.39) with some amendment and it is found that Γ0 (x) =



1 [1 − J0 (Λx)] 4π 2 x2



(6.76)



For small k · x’s, (6.75) can be expanded as   Z Z 1 1 1 d −ik·x 3 2 d d x·e [Γ0 (x)] ≈ d x 1 − (k · x) 6 (2π) 2 x6 while the first order term is cancelled by the integral. The new correlation function in a form similar to (5.12) is given by Dyson’s equation Γ(k) = Γ0 (k) + Γ0 (k)Σ(k)Γ(k) 1 1 = Γ(k) = r + k 2 + Σ(k) r˜ + k 2 + (Σ(k) − Σ(0))



(6.77)
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where r˜ = r + Σ(0). And for d ≈ 4,   u 2 1 Z n 1 +1 dd x (k · x)2 Σ(k) − Σ(0) = 6 2 4 (2π) 2 Z k−1 Z π n   u 2 k 2 Z π 2 3x 4 = dx · x +1 dθ sin θ dφ sin φ 2 4 2(2π)5 0 x3 Λ−1 0 Z n   u 2 3π k 2 k−1 dx = +1 5 2 4 2 (2π) Λ−1 x while the lower limit is given by the upper cutoff of the momentum Λ and the upper limit is given by the approximate expansion above. Then finally     u 2 3πk 2 n Λ +1 ln (6.78) Σ(k) − Σ(0) = 5 2 4 2(2π) k



Then by (6.77) and (6.78), it can be found that     u 2 3πk 2 n Λ −1 2 +1 ln Γ (k) = r˜ + k + 5 2 4 2(2π) k



(6.79)



Figure 6.6: Feynman diagrams for renormalized u in the ǫ-expansion in first and second orders
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Next we have to calculate u in terms of ǫ in the perturbation expansion. The renormalized u is given by the Feynman diagrams in figure 6.6 [14]. Notice that some of the diagrams are reducible and Dyson’s equation should not be used. Using the Feynman rules listed in Barber [14], The renormalized u is given by 1 dd q d 2 (2π) (r + q 2 )2 Z Λ n  q3 2 = u− + 4 u K4 dq 2 (r + q 2 )2 0 u2 n + 8 ln r = u+ 2  32π Λ  u n+8 = u 1+ ln r 32π 2 Λ



u(ǫ) = u −



n



 Z + 4 u2



(6.80)



while K4 is given in (D.4) and the integral is elementary. On the other hand, by RG argument, it is known from (6.22) that u(ǫ) = s4−2η−d u = sǫ−2η u



(6.81)



where d = 4 − ǫ has been put. Rewriting (6.81) gives 1



u(ǫ, r˜) = s2η−ǫ u(ǫ, s ν r˜)



(6.82)



while the relationship (6.64) is used. By the definition of the susceptibility and γ in (3.1), it is known that χ−1 = lim Γ(k) = r˜ ∼ rγ k→0



Putting this to (6.82) gives u(ǫ) ∼ r˜(ǫ−eη)ν ν



∼ r(ǫ−eη) γ ǫ−2η



= r 2−η by Fisher’s identity (3.16) ǫ



≈ r2 ≈ 1+



ǫ ln r 2



(6.83)
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Setting u ≈ u(ǫ) in (6.80) and comparing it with (6.83), we have ǫ u(ǫ)(n + 8) = 2 32π Λ 2 16π 2 ǫ u(ǫ) = Λ n+8



(6.84)



At criticality r˜ = 0 in (6.79) and using (6.84), we have   4π 2 ǫ 2 3π k Γ (k) = 1 − +1 Λ ln k 2 n+8 2(2π)5 n



−2 −1



(6.85)



Expanding for small η, we have k −2 Γ−1 (k) ∼ 1 − η ln k



(6.86)



Comparing (6.85) and (6.86), the critical exponents is found to be η=



3 n+2 2 2 Λǫ 8 (n + 8)2



(6.87)



Chapter 7



RG Analysis of Hertz’ Theory of Quantum Critical Phenomena Chapter 6 is the RG analysis for classical phase transition. For quantum phase transition, the situation is quite different. The first work about quantum critical phenomena was done by Hertz [16] and later refined by Millis [17]. But his theory was later found invalid in some of the cases, as studied by Belitz and Kirkpatrick [5]. Other approaches have been studied by various physicists such as Sachdev [18]. Quantum phase transition is a phase transition occurs at zero (or very low) temperature. The phase transition occurs while some kind of interaction strength is tuned. This interaction strength is revealed in r as in classical phase transition.



7.1



Zeroth Order Renormalization Group



The local Hamiltonian for the Hertz’ theory of quantum phase transition is derived in appendix B and is given by (B.34): H = H0 + HI
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Chapter 7 RG Analysis of Hertz’ Theory of Quantum Critical Phenomena 45 In real space, H0 is given as Z Z β c1 d (7.1) H0 = d x dτ (∇M(x, τ ))2 2 0 Z Z β Z c2 Ed [1 − e−iΛ|x−x1 | ed−2 (iΛ|x − x1 |)] ∂M(x, τ ) d dτ dd x1 − d x · M(x1 , τ1 ) |x − x1 |d−1 ∂τ 0 where Ed is given by (B.39). As we can see, local expansion is not possible for this local Hamiltonian. The parameter β is the inverse temperature β=



1 T



(7.2)



And HI is given as HI =



Z



d



d x



Z



0



β



dτ



hr



i u M2 (x, τ ) + M4 (x, τ ) 2 4



(7.3)



Applying the RG technique while rescaling x (as in (6.57) and τ , x s τ = z s



x′ = τ′



(7.4)



where z is the dynamical exponent defined in (3.15). This is equivalent to the scaling in the Fourier space: k′ = sk



(7.5)



ω ′ = sz ω



(7.6)



Performing the RG steps with rescaling the order parameter in the way M(x) = Ms (x) + Mf (x) d



z



η



Ms (x) → s1− 2 − 2 − 2 M′ (x′ )



(7.7)



the renormalized H0 is got and the renormalized c1 and c2 are given by c′1 = s−η c1



(7.8)



c′2 = s3−z−η c2



(7.9)
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7.2



First Order Renormalization Group and the Fixed Points



For the interaction Hamiltonian HI , it can first be analyzed by dimensional analysis, and we get r′ = s2−η r



(7.10)



u′ = s4−d−z−2η u



(7.11)



More formally, HI is renormalized by first taking the fast mode average in the way hHI if =



Z



d



d x



Z



β



dτ



0



i u hM2 (x, τ )if + hM4 (x, τ )if 2 4



hr



The two averages over fast modes have to be calculated. hM2 (x)if = M2s (x) + hM2f (x)if X X = M2s (x) + n Λ 


≈



M2s (x)



+n



Z



f






eik·x r + c1 k 2 + c2 |ω| k



dd kdω ei(k·x−ωτ ) (2π)d+1 c1 k 2 + c2 |ω|



(7.12)



k



for ω being the Matsubara frequency, and in the last line, it is assumed that the system is close to criticality (r ≈ 0) and at zero temperature (β → ∞), and hence the discrete sum turns to the continuous integration: Z X dd kdω 1 X → d+1 Vβ Λ f (2π) Ω s






sz



(7.13)






Bear in mind that the integration is done over the fast modes. On the other hand, hM4 (x)i = h(Ms (x) + Mf (x))2 if = h(M2s (x) + 2Ms (x) · Mf (x) + M2f (x))2 if = M4s (x) + 2M2s (x)hM2f (x)if + 4h(Ms (x) · Mf (x))2 if + hM4f (x)if Z dd kdω ei(k·x−ωτ ) 4 2 ≈ Ms (x) + (2n + 4)Ms (x) + hM4f (x)i(7.14) f |ω| d+1 2 (2π) c1 k + c2 f k



Chapter 7 RG Analysis of Hertz’ Theory of Quantum Critical Phenomena 47 The integral in (7.12) and (7.14) given by Z dd kdω ei(k·x−ωτ ) d+1 c1 k 2 + c2 |ω| f (2π)



(7.15)



k



cannot be evaluated analytically. However, aproximation can be taken for s is very close to 1. As in Hertz’ work [16], the scaling procedure is as shown in figure 7.1. For s being close to 1, there would be thin horizontal and vertical strips formed. In integration, it can be approximated that k ≈ Λ and ω ≈ Ω while the corresponding integral is evaluated.



Figure 7.1: Scaling in k and ω space



Chapter 7 RG Analysis of Hertz’ Theory of Quantum Critical Phenomena 48 As a result, the integral (7.15) is approximated as Z dd kdω ei(k·x−ωτ ) d+1 c1 k 2 + c2 |ω| f (2π) k   Z Ω Z π 2Kd−1 1 Λd−1 ei(kx cos θ−ωτ ) d−2 ≈ 1− Λ dθ sin θ dω (2π)2 0 c1 Λ2 + c2Λω s 0   # Z Λ 1 k d−1 ei(kx cos θ−Ωτ ) 1− z Ω + dk s c1 k 2 + c2kΩ 0     1 1 = 1− Ad + 1 − z Bd s s for some constants Ad and Bd which are the constants including the integral independent of s. Putting all these back to the expression for hHI if and doing all the scaling in (6.57), (7.4) and (7.7) gives  Z Z β  2−η u rs 2 2−η 1−η 2−η 2−z−η ′ d + (n + 2)[(s − s )Ad + (s −s )Bd ] M′ (x′ ) HI = d x dτ 2 2 0 u 4−d−z−2η ′ 4 ′ o + s M (x ) (7.16) 4 From (7.16), the RG flow equations for r and u are given by r′ = rs2−η + u(n + 2)[(s2−η − s1−η )Ad + (s2−η − s2−z−η )Bd ] (7.17) u′ = us4−d−z−2η



(7.18)



Consider all the RG flow equations (7.8), (7.9), (7.17) and (7.18), to have the Gaussian fixed point, we have to choose z = 3 η = 0 Then we have c′1 = c1 c′2 = c2 r′ = rs2 + u(n + 2)[(s2 − s)Ad + (s2 − s−1 )Bd ] u′ = us1−d



Chapter 7 RG Analysis of Hertz’ Theory of Quantum Critical Phenomena 49 The fixed point is trivial and is at (c∗1 , c∗2 , r∗ , u∗ ) = (0, 0, 0, 0) With respect to this fixed point, c1 are c2 are marginal, u is irrelevant for most possible dimensions and only r is relevant. By dimensional analysis, all other higher order parameters are irrelevant. As a result, the Gaussian fixed point in Hertz’ theory is the critical fixed point. Putting η=2 gives two stable fixed points. The two stable fixed points correspond to the ordered phase for r < 0 and the disordered phase for r > 0.



7.3



Crossover from Hertz’ Theory to Wilson’s Theory of Phase Transition



Quantum phase transition is a phase transition occuring at low temperature. How low should the temperature be in order to have it occur? In such a system, the Matsubara frequency is given by (B.13): ωn =



2nπ = 2nπT β



At zero temperature, the interval between frequencies is zero and the frequency is varied continuously, and the τ -integral has an upper limit at infinity. But zero temperature cannot be achieved in experiments. But when the temperature is low enough, the critical phenomena is still described by Hertz theory. But if the temperature is so high that the first Matsubara frequency ω1 = 2πT is larger than the upper cutoff of the frequency space, for example, the Fermi energy EF . In such a case, the only Matsubara frequency valid is 0. Then



Chapter 7 RG Analysis of Hertz’ Theory of Quantum Critical Phenomena 50 the only valid c2 term in Hertz’ theory (B.34) becomes zero. As a result, the theory is described by classical local Hamiltonian (2.3). Let us consider the result of zeroth order renormalization group at criticality: r ′ = s2 r



(7.19)



T ′ = sz T



(7.20)



In the first step of RG, the upper cutoff is rescaled from EF to the value of s such that at the cutoff



EF sz



EF sz



. Let sˆ be



, the classical critical phenomena is



restored. Then 2πTc = EF sˆ−z 1  EF z sˆ = 2πT



(7.21)



As a result, r would be rescaled too. If |r′ | is too large, say r ≈ 1, we stop the



scaling. If |r′ | reaches 1 before s reaches sˆ, it is impossible for the quantum



system cross over to the classical regime. Then at s = sˆ, if |r′ | > 1, then the



system is in the classical regime; if |r′ | < 1, then the system is in the quantum regime. Then we have a critical value of r such that 1 = sˆz |rc |



(7.22)



where the crossover between the quantum and classical regime occurs. Putting (7.21) into this equation, we have z



Tc ∝ |rc | 2 where the exponent



z 2



(7.23)



is known as crossover exponent [19]. This can be charac-



terized in figure 7.2. [16], [17] The line is the cross-over between the quantum critical regime and the classical regime. In the quantum critical regime, the system is described by the Hertz’ local Hailtonian (B.34) with a dynamical exponent z. In the classical regime, the system is described by the ordinary



Chapter 7 RG Analysis of Hertz’ Theory of Quantum Critical Phenomena 51 Landau-Ginzburg-Wilson local Hamiltonian (2.3), where everything that we developed in previous chapters work in spite of r is not related to the temperature but some other tuning parameters.



Figure 7.2: A simplified phase diagram given by Hertz’ theory



7.4



Failure of Hertz’ Theory in Itinerant Fermionic Systems



Hertz’ theory is trivial in RG, but it has been shown by Belitz and Kirkpatrick that it isnot correct in itinerant fermionic system because not all soft modes have been considered. Correct descriptions would be derived from considering other extra soft modes and these extra soft modes leads to generic scale invariance. [5] [20]



Bibliography [1] D. J. Landau and E. M. Lifshitz, Statistical Physics - Part 1, volume 5 of Course of Theoretical Physics, Butterworth-Heinemann, third edition, 1999. [2] R. K. Pathria, Statistical Mechanics, Elservier (Singapore) Pte Ltd., Singapore, second edition, 2003. [3] S. keng Ma, Modern Theory of Critical Phenoemena, volume 46 of Frontiers in Physics Lecture Note Series, The Benjamin / Cummings Publishing Company, Reading, Massachusetts, 1976. [4] K. Huang, Statistical Mechanics, Wiley, second edition, 1987. [5] D. Belitz, T. R. Kirkpatrick, and T. Vojta, Rev. Mod. Phys. 77, 579 (2005). [6] A. Altland and B. Simons, Condensed Matter Field Theory, Cambridge, Cambridge, UK, 2006. [7] M. Kardar, Statistical Mechanics II: Statistical Mechanics of Fields Lecture Notes, Physics Department, MIT, Cambridge, MA, USA, 2004. [8] J. W. Negele and H. Orland, Quantum Mamy Particle Systems, Advanced Book Classics, Westview Press, new ed edition, 1998. [9] A. L. Fetter and J. D. Walecka, Quantum Theory of Many-Particle Systems, Dover, 2003. 52



[10] S. keng Ma, Rev. Mod. Phys. 45, 589 (1973). [11] M. E. Fisher, Rev. Mod. Phys. 70, 653 (1998). [12] K. G. Wilson and M. E. Fisher, Phys. Rev. Lett. 28, 240 (1971). [13] R. Shankar, Rev. Mod. Phys. 66, 129 (1994). [14] M. N. Barber, Physics Reports 29 (1977). [15] M. E. Fisher, J. Math. Phys. 5, 944 (1964). [16] J. A. Hertz, Phys. Rev. B 14, 1165 (1975). [17] A. J. Millis, Phys. Rev. B 48, 7183 (1993). [18] S. Sachdev, Quantum Phase Transitions, Cambridge, 1999. [19] J. Cardy, Scaling and Renormalization in Statistical Physics, Cambridge, 1996. [20] H. v. L¨ ohneysen, A. Rosch, M. Vojta, and P. W¨ olfle, Rev. Mod. Phys. 79, 1015 (2007). [21] C. Nayak, Quantum Condensed Matter Physics - Lecture Notes, UCLA, Los Angeles, CA, USA, 2004. [22] E. Fradkin, Field Theories of Condensed Matter Systems, Frontiers in Physics Lecture Note Series, Addison-Wesley, 1991. [23] H. Bruus and K. Flensberg, Many-Body Quantum Theory in Condensed Matter Physics - an Introduction, Oxford, 2004.



53



Appendix A



Derivation of LGW Functional from the Ising Model The Ising model is important in studying the phase transition for different kinds of physical systems. For the sake of it, it would be useful to derive its LGW form. [21] The Ising Model is given by the Hamiltonian H=−



1X Jij σi σj 2 ij



(A.1)



Then the classical partition function is given by Z=



X



1



e 2T



σi



P



ij



Jij σi σj



(A.2)



To decouple the two spins in the terms, we have to use the HubbardStratonovich transformation which is given by Z 1 n 1 1 −1 dn xe− 2 xi Aij xj +bi xi = (2π) 2 |A|− 2 e 2 bi (A )ij bj



(A.3)



By introducing an auxillary field ψ, the partition function can be rewritten XZ P T P −1 Z = N D[ψ]e− 2 ij ψi (J )ij ψj + i ψi σi σ



= N



Zi



T



D[ψ]e− 2



P



ij



54



ψi (J −1 )ij ψj +



P



i



ln cosh ψi



Suppose Jij = J(i − j). Fourier transform can then be applied. Let Z dd q ψ(q)eiq·xi ψi = (2π)d



(A.4)



Then the exponential part can be rewritten Z X dd q 1 −1 ψi (J )ij ψj = ψ(q)ψ(−q) d (2π) J(q) ij For phase transition, long-wavelength behaviour is what is interesting. Consider small q and have the expansion of J(q): 1 J(q) ≈ J0 − J2 q 2 2



(A.5)



Then X



ψi (J



−1



  J2 dd q 1 1+ ψ(−q) ≈ ψ(q) (2π)d J0 2J0   Z 1 2 J2 d 2 = d x (∇ψ(x)) ψ (x) + J0 2J0 2 Z



)ij ψj



ij



(A.6)



On the other hand, for small ψ, ln cosh ψ =



ψ2 ψ4 − 2 12



(A.7)



Putting (A.6) and (A.7) in the expression for the partition function, Z = N = N where r =



T J0



Z



Z



− T2



D[ψ]e



D[ψ]e−



− 1, c =



T J2 2J0 2



R



R



dd x



h



J 1 ψ 2 (x)+ 2 2 (∇ψ(x))2 J0 2J0



  i R 2 4 + dd x ψ2 − ψ12



ψ 4 (x)] dd x[ r2 ψ 2 (x)+ 2c (∇ψ(x))2 + u 4



(A.8)



and u = 31 . The exponent of (A.8) is an LGW



functional (2.3).
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Appendix B



Hertz’s Theory of Quantum Critical Phenomena This appendix reviews the derivation of the Landau-Ginzburg Hamiltonian from the Hubbard Model, as shown in Hertz’s article [16]. This is a theory of quantum critical phenomena.



B.1



Hubbard Model



The Hubbard model is given by   Z Z U ∇2 ˆ 3 † ˆ ψα (x) + H = d x · ψα (x) − d3 x · ψˆα† (x)ψˆβ† (x)ψˆβ (x)ψˆα (x) (B.1) 2m 2 where ψˆα (x) is the field operator for the electrons. Since it is a fermionic operator, by anti-commutation relation we have ψˆα† (x)ψˆβ† (x)ψˆβ (x)ψˆα (x) = ψˆα† (x)ψˆα (x)ψˆβ† (x)ψˆβ (x) − ψˆα† (x)ψˆα (x)



(B.2)



The identity about the Pauli matrices [22] i σαi ′ β ′ = 2δαβ ′ δβα′ − δαβ δα′ β ′ σαβ



(B.3)



applied in (B.2) gives 1 i ˆ ψβ (x)ψˆα† ′ (x)σαi ′ β ′ ψˆβ ′ (x) ψˆα† (x)ψˆβ† (x)ψˆβ (x)ψˆα (x) = − ψˆα† (x)σαβ 4 56



(B.4)



As a result, the Hubbard model (B.1) can be rewritten in terms of the magnetization as   Z Z 2 U ∇ 3 † i ˆ ψˆα (x)− H = d x· ψˆα (x) − ψβ (x)ψˆα† ′ (x)σαi ′ β ′ ψˆβ ′ (x) d3 x· ψˆα† (x)σαβ 2m 8 (B.5) The quantum partition function Z is then given by Z Rβ R 3 ∂ ¯ ¯ ¯ Z = DψDψ · e− 0 dτ d x{ψα (x,τ )( ∂τ −µ)ψα (x,τ )+H[ψ(x,τ ),ψ(x,τ )]} Z i  h  R R 2 ∂ i ψ (x,τ )ψ ¯ ′ (x,τ )σ i ψ ψ¯ (x,τ )σαβ −∇ −µ ψα (x,τ )− U − 0β dτ d3 x ψ¯α (x,τ ) ∂τ ′ (x,τ ) β ′ ′ β α 2m 8 α ¯ α β = DψDψ · e Using Hubbard-Stratonovich transformation Z λ2 ¯ 1 2 2 ¯ dM · e− 2 M +λM·(Φσψ) ∼ e 2 (Φσψ)



(B.6)



the partition function can be rewritten in terms of the new Grassman variable M: Z =



Z



Z



=



· Z ·



=



Z



Z



−



¯ DψDψ ·e



Rβ 0



R



h   i 2 ∂ d3 x ψ¯α (x,τ ) ∂τ −∇ −µ ψα (x,τ ) 2m 



√ M 2 (x,τ ) − 2U 2



−



Rβ



dτ



R



d3 x



1



Rβ



dτ



R



d3 x·M 2 (x,τ )



DM · e



DM · e− 2



0



0



− DψDψ¯ · e − 21



DM · e



dτ



Rβ 0



Rβ 0



dτ



dτ



R



R



d3 x·ψ¯α (x,τ )



d3 x·M 2 (x,τ )



h



Det



i ψ (x,τ ) M i (x,τ )ψ¯α (x,τ )σαβ β



∂ ∂τ







 √ i 2 i −∇ −µ − 2U M i (x,τ )σαβ ψβ (x,τ ) 2m



"



#  √ ∇2 ∂ U i i − −µ − M σαβ ∂τ 2m 2



For we write the partition function in the form of the following functional integral Z=



Z



DM · e−H[M ]
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(B.7)



the functional on the exponent is then given by ( " #)  √ Z Z ∂ ∇2 1 β U i i 3 2 dτ d x · M (x, τ ) − ln Det − −µ − M σαβ H[M ] = 2 0 ∂τ 2m 2 ( " #)  √ Z β Z 2 1 ∂ ∇ U i i = dτ d3 x · M 2 (x, τ ) − T r ln − −µ − M σαβ 2 0 ∂τ 2m 2 ! √ Z β Z 1 U i i = dτ d3 x · M 2 (x, τ ) − T r ln 1 − G 0 M σαβ (B.8) 2 0 2 where in the second line we use T r ln A = ln Det(A), and in the third line we invoke the definition of the non-interacting Green’s function 0 −1



(G )



∂ ∇2 = − −µ ∂τ 2m



(B.9)



and an additive constant term is omitted. The next task is to expand the trace term. Using the identity ln(1 − x) = −x −



x2 x3 x4 − − − ... 2 3 4



(B.10)



and the fact that the traces of an odd power of the Pauli matrices are zero, we have T r ln 1 − G 0



B.2



√



U i i M σαβ 2



!



√



1 U i i = − T r G0 M σαβ 2 2



!2



!4 √ 1 U i i − T r G0 M σαβ −. . . 4 2 (B.11)



The φ2 Term



With the identity [22] T r(σ i σ j ) = 2δ ij
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(B.12)



the second order term of the expansion (B.11) is given by !2 √   U U 1 U i i Mσ = − T r G 0M iG 0M j σiσj = − T r G 0M iG 0M i − T r G0 2 2 8 4 Z Z β Z Z β U = − d3 x1 dτ1 d3 x2 dτ2 4 0 0 G 0 (x1 − x2 , τ1 − τ2 )M i (x2 , τ2 )G 0 (x2 − x1 , τ2 − τ1 )M i (x1 , τ1 ) Z Z ∞ ∞ X X 1 U 3 3 = − d k1 d k2 (2π)6 β 2 4 n =−∞ n =−∞ 1



2



G 0 (k1 , ωn1 )M i (k2 , ωn2 )G 0 (k1 − k2 , ωn1 − ωn2 )M i (−k2 , −ωn2 ) Z ∞ X 1 U 3 dk |M (k, ωn )|2 Γ(k, ωn ) = − (2π)3 β 4 n=−∞



Fourier transform has been carried out. The bosonic Matsubara frequency ωn is given by



2nπ (B.13) β for any integers n. The function Γ(k, ωn ) is given by the integral Z ∞ X 1 3 ′ dk G 0 (k′ , ωn′ )G 0 (k′ − k, ωn − ωn′ ) (B.14) Γ(k, ωn ) = (2π)3 β ′ n =−∞ Z ∞ X 1 1 1 3 ′  i  2 h ′ 2 dk = 3 ′ (k −k) k (2π) β − µ n′ =−∞ iωn′ − 2m − µ i(ωn′ − ωn ) − 2m ωn =



where the frequency ωn′ in the summation is fermionic and is given by ωn′ =



(2n′ + 1)π β



(B.15)



We first carry out the frequency summation. Consider the contour C which is circular, centered at origin and with radius tending to infinity. I 1 1 1 dz  2 h  i 0 = βz + 1 z − k′ − µ (z − iω ) − (k′ −k)2 − µ C 2πi e n



2m



=



1



β



e



−







(k′ −k)2 −µ+iωn 2m



1 k′ 2 −µ 2m







·



2m



1



·



+ 1 iωn + 1 ′



(k′ −k)2 2m 2



′2



−



k′ 2 2m



(k −k) k e + 1 iωn + 2m − 2m ∞ 1 X 1 1  2 h ′ 2 · i − ′ (k −k) β n′ =−∞ iω ′ − k − µ ′ − ωn ) − i(ω − µ n n 2m 2m β
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∞ 1 n (ξ ′ ) − nF (ξk′ ) 1 1 X · i = F k −k  2 h ′ 2 −k) β n′ =−∞ iω ′ − k′ − µ iωn + ξk′ −k − ξk′ −µ i(ωn′ − ωn ) − (k 2m n 2m (B.16)



where ξk =



k2 −µ 2m



(B.17)



and the Fermi distribution function is nF (ξk ) =



1 +1



(B.18)



eβξk



As a result, the function Γ(k, ωn ) is given by Z 3 ′ d k nF (ξk′ −k ) − nF (ξk′ ) · Γ(k, ωn ) = (2π)3 ξk′ −k − ξk′ + iωn



(B.19)



To evaluate this function, consider the following expression for susceptibility χR 0 (k, ω



+ iη) =



Z



d3 k ′ nF (ξk′ −k ) − nF (ξk′ ) · (2π)3 ξk′ −k − ξk′ − ω − iη



(B.20)



This is the famous Lindhard function that the result of the integral can be found in any textbook. Its real part is given by [23]   1 f (x, x0 ) + f (x, −x0 ) R ℜχ0 (k, ω + iη) = −d(ǫF ) + 2 8x where x =



k 2kF



and x0 =



ω 4ǫF



(B.21)



. The density of states is given by d(ǫF ) =



3 1 1 (2m) 2 ǫF 2 2 2π



(B.22)



and the function f (x, x0 ) is  x 2  x + x2 − x 0 0 f (x, x0 ) = 1 − ln −x 2 x x − x + x0 



The imaginary part is given by [23]  h 2 i x0 π  1 − − x   8x x d(ǫF )  R πx0 ℑχ0 (k, ω) = − 2x 2     0 60



(B.23)



for |x − x2 | < x0 < x + x2 for 0 < x0 < x − x2 for other x0 >= 0 (B.24)



For long-wavelength approximation, we can expand the functions for small x and



x0 , x



x + x2 − x0 1 + x − xx0 ln = ln x − x2 + x0 1 − x + xx0  x0  2  x0 3 ≈ 2 x− + x− + ... x 3  x   x0  2  x0  f (x, x0 ) ≈ 2 1 − x − + ... x− x x    x0  x0 2  x+ + ... f (x, −x0 ) ≈ 2 1 − x + x x   x0  3 x0 3 12x0 2 f (x, x0 ) + f (x, −x0 ) ≈ 4x − 2 x − − 4x3 −2 x+ = 4x − x x x f (x, x0 ) + f (x, −x0 ) 1 x2 3 x0 2 1 x2 ≈ − − ≈ − 8x 2 2 2 x2 2 2 As a result, the real and the imaginary parts of the Lindhard function (B.17) is given by x2 ≈ −d(ǫF ) 1 − 2 πx0 R ℑχ0 (k, ω) ≈ −d(ǫF ) 4x 



ℜχR 0 (k, ω)







(B.25) (B.26)



Substituting the expressions for x and x0 , we get the total Lindhard function under long-wavelength approximation as   πx0 x2 R +i χ0 (k, ω) ≈ −d(ǫF ) 1 − 2 4x   3 (2m) 2 1 k2 πm ω = − ǫF 2 1 − · +i 2π 2 4kF k 8kF 2



(B.27)



By the analytic continuation iωn → ω +iη, the long-wavelength approximation for Γ(k, ωn ) is given by Γ(k, ωn ) ≈ −



3 2



(2m) ǫF 2π 2



1 2



1−



1 2







k 2kF



2



−



πm |ωn | 4kF k



!



(B.28)



Putting (B.28) back to (B.11) and (B.8), we know that the ψ 2 is ) (" # 2  Z 3 3 3 ∞ 3 X 2 2 2 π |ω | 1 1 d k (2m) (2m) 1 (2m) k n H(2) [M ] ≈ |M (k, ω + − ǫF 2 U + ǫF 2 U (2π)3 β n=−∞ 2 2(2π)2 4(2π)2 2kF 2(2π)2 4 vF k 61



Or it can be written in the compact form (2)



H [M ] ≈



Z



  ∞ |ωn | d3 k X 1 2 r0 + c 1 k + c 2 |M (k, ωn )|2 (2π)3 β n=−∞ 2 k



(B.29)



where r0 is a parameter which can be controlled (by U ) so that it can be positive or negative, thus it is a control parameter around the criticality. At criticality, r0 = 0.



B.3



The φ4 Term



Using the identity [22] T r(σ a σ b σ c σ d ) = 2(δ ab δ cd − δ ac δ bd + δ ad δ bc )



(B.30)



the fourth order term of the expansion (B.11) is given by !4 √ 1 U 3U 2 − T r G0 M iσi = − 5 T r(G 0 M i G 0 M i G 0 M j G 0 M j ) 4 2 2 Z Z β Z Z β Z Z β Z Z β 3U 2 3 3 3 3 = − 5 d x1 dτ1 d x2 dτ2 d x3 dτ3 d x4 dτ4 2 0 0 0 0 ·G 0 (x1 − x2 , τ1 − τ2 )M i (x2 , τ2 )G 0 (x2 − x3 , τ2 − τ3 )M i (x3 , τ3 ) ·G 0 (x3 − x4 , τ3 − τ4 )M i (x4 , τ4 )G 0 (x4 − x1 , τ4 − τ1 )M i (x1 , τ1 ) Z Z Z ∞ ∞ ∞ X X X 3U 2 3 3 3 d k1 = − 5 d k2 d k3 2 n =−∞ n =−∞ n =−∞ 1



2



i



3



i



·Γ(k1 , ωn1 ; k2 , ωn2 ; k3 , ωn3 )M (k1 , ωn1 )M (k2 , ωn2 )



·M j (k3 , ωn3 )M j (−k1 − k2 − k3 , −ωn1 − ωn2 − ωn3 ) where the function Γ(k1 , ωn1 ; k2 , ωn2 ; k3 , ωn3 ) is given by ∞ Z d3 k 1 X Γ(k1 , ωn1 ; k2 , ωn2 ; k3 , ωn3 ) = β n=−∞ (2π)3



·G 0 (k, ωn )G 0 (k + k1 , ωn + ωn1 )G 0 (k − k2 , ωn − ωn2 )



·G 0 (k − k1 − k2 , ωn − ωn1 − ωn2 ) 62



(B.31)



For long-wavelength approximation, take ki ≈ 0 and ωni ≈ 0 for i = 1, 2, 3, then ∞ Z d3 k 0 1 X [G (k, ωn )]4 Γ(k1 , ωn1 ; k2 , ωn2 ; k3 , ωn3 ) ≈ Γ(0, 0; 0, 0; 0, 0) = 3 β n=−∞ (2π) (B.32)



which is a positive constant and we denote it as u. Then, up to a constant factor, the fourth-order term of the functional is given by Z Z Z ∞ ∞ ∞ u d3 k1 X d3 k2 X d3 k3 X (4) H [M ] ≈ 4 (2π)3 β n =−∞ (2π)3 β n =−∞ (2π)3 β n =−∞ 1



i



2



i



3



j



·M (k1 , ωn1 )M (k2 , ωn2 )M (k3 , ωn3 )



·M j (−k1 − k2 − k3 , −ωn1 − ωn2 − ωn3 )



B.4



(B.33)



LGW Functional



From the Hubbard model, the Landau-Ginzburg form of the Hamiltonian can be derived. The result can be generalized to other dimensions and written as   Z ∞ |ωn | dd k X 1 2 r0 + c 1 k + c 2 |M (k, ωn )|2 H[M ] ≈ d (2π) β n=−∞ 2 k Z Z Z ∞ ∞ ∞ u dd k1 X dd k2 X dd k3 X + 4 (2π)d β n =−∞ (2π)d β n =−∞ (2π)d β n =−∞ 1



i



2



i



3



j



·M (k1 , ωn1 )M (k2 , ωn2 )M (k3 , ωn3 )



·M j (−k1 − k2 − k3 , −ωn1 − ωn2 − ωn3 )



(B.34)



And this Hamiltonian is the starting point of studying quantum critical phenomena. This Hamiltonian can be expressed in real space. The real space representation of terms with r, c1 and u can be found easily by Fourier transform, but the term involving c2 is more complicated and is shown below. The Fourier transform of the order parameter is given by Z Z β d dτ M(x, τ )e−i(k·x−ωn τ ) M(k, ωn ) = d x 0
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(B.35)



Then the term involving c2 is ∞ dd k X ωn |M(k, ωn )|2 (2π)d β n=−∞ k Z Z β Z ∞ dd k X ωn d d x1 dτ1 M i (x1 , τ1 )e−i(k·x1 −ωn τ1 ) = (2π)d β n=−∞ k 0 Z Z β dτ2 M i x2 , τ2 )e−i(k·x2 −ωn τ2 ) · dd x2 0 Z Z β Z Z β d d = d x1 dτ1 d x2 dτ2 M i (x1 , τ1 )M i (x2 , τ2 ) 0 0   Z ∞ d −ik·(x1 −x2 ) X d k ∂ iωn (τ1 −τ2 ) e · e (2π)d β n=−∞ ik ∂τ1   Z Z β Z Z dd k e−ik·(x1 −x2 ) ∂ i i d d M (x1 , τ1 ) M (x2 , τ2 ) dτ d x1 d x2 = i ∂τ (2π)d k 0



Z



The integral in the momentum space can be evaluated using the technique in appendix D with the use of (D.3): Z Z π Z −ik|x1 −x2 | cos θ Kd−1 Λ dd k e−ik·(x1 −x2 ) d−1 d−2 e = dk dθk sin θ (2π)d k 2π 0 k 0 Z Λ Z π Kd−1 dk · k d−2 = dθ sind−2 θ · e−ik|x1 −x2 | cos θ 2π 0 0 Z   π Kd−1 (d − 2)! −iΛ|x1 −x2 | = 1−e ed−2 (iΛ|x1 − x2 |) dθ sind−2 θ d−1 2π(i|x1 − x2 |) 0



where Kd is given in (D.4) and en (x) is the exponential sum function as en (x) =



n X xj j=0



j!



The integral involving the powers of sine and angle is given as  Z π π 1 (d − 3)!!  2 for even d d−2 dθ · sin θ = 2 0 (d − 2)!!  1 for odd d



(B.36)



(B.37)



As a result, this term becomes   Z β Z Z Ed [1 − e−iΛ|x1 −x2 | ed−2 (iΛ|x1 − x2 |)] ∂M(x1 , τ1 ) d d ·M(x2 , τ2 ) − dτ d x1 d x2 |x1 − x2 |d−1 ∂τ 0 (B.38) 64



where Ed is given by  (d − 2)! (d − 3)!! 



Kd−1 Ed = id π



π 2



(d − 2)!!  1
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for even d for odd d



(B.39)



Appendix C



Definition of η in Real and Fourier Spaces Suppose the correlation function in the Fourier space obeys the following power law: G(k) ∼ k η−2



(C.1)



The following scaling transformation leads to the power law in (C.1): G(k) = s2−η G(sk) The power law (C.1) can be recovered by putting s =



(C.2) 1 k



in (C.2).



Consider the real space correlation function which can be found by the inverse Fourier transform: Z dd k G(k)eik·x G(k) = (2π)d Z dd k 2−η = s G(sk)eik·x d (2π) Z d ′ d k ′ ′ G(k′ )eik ·x by putting k′ = sk and x′ = xs = s2−η−d d (2π) 2−η−d = s G(x′ ) x = s2−η−d G (C.3) s



Putting s = x in (C.3), we have



G(x) = x2−η−d G(1) ∼ x2−η−d 66



(C.4)



Appendix D



Integrals of the Form R ddk 2; k · k , k · k , . . . , k · k ) f (k m 1 2 d (2π)



In the study of field theory in condensed matter, integrals of the following form are always encountered: Im (k1 , k2 , . . . , km ) =



Z



dd k f (k 2 ; k · k1 , k · k2 , . . . , k · km ) (2π)d



(D.1)



Usually, the situations are either m = 0 or m = 1. It has been listed in Barber’s report [14] that Z Z dd k 2 I0 = f (k ) = Kd dk · k d−1 f (k 2 ) d (2π)



(D.2)



and I1 (k1 ) =



Z



dd k Kd−1 f (k 2 , k · k1 ) = d (2π) 2π



Z



where Kd is defined by



dk



Z



π



dθk d−1 sind−2 θf (k 2 ; k1 k cos θ)



0



(D.3)



d



2−(d−1) π − 2  Kd = Γ d2
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(D.4)
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