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Monetary Economics



1. Optimal Policy



Introduction • Optimization-based models typically include expectations of future variables. Such forwardlooking variables depend on expectations and outcomes of all other variables and may jump after any shock. • Traditional control theory (from engineering) need to be adjusted. • Common approach: distinguish between – Predetermined (state) variables: depend at t + 1 on variables known at t and exogenous disturbances; with initial conditions; exogenous one-period-ahead forecast errors. – Forward-looking (jump) variables: depend at t+1 also on other variables at t+1; without initial conditions; endogenous forecast errors. • Analytical solutions are available for very simple cases, in general must use numerical methods.
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Macro IV (Monacelli) • The basic New Keynesian model, analytical solution • Simple rule: Uniqueness and stability • Optimal policy with commitment – Globally optimal – History-dependent: honor past promises – Not time-consistent • Optimal policy with discretion – Time-consistent – No history dependence: bygones are bygones – Not optimal • Here: More general approach with numerical methods
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Agenda 1. Solving a linear RE model 2. A model with monetary policy 3. A simple rule (“Taylor rule”) for monetary policy 4. Optimal policy with commitment 5. Optimal policy with discretion 6. Alternative approaches 7. Conclusions • Reference: S¨oderlind (1999), “Solution and estimation of RE macromodels with optimal policy,” see also lecture notes in S¨oderlind (2003). • Matlab and Gauss code to implement these solutions are available from Paul S¨oderlind’s webpage at the University of St. Gallen.
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1 Solving a linear RE model • Define by – x1t an n1-vector of predetermined variables (including exogenous processes), with initial conditions x10 given, – x2t an n2-vector of forward-looking variables, without initial conditions, – εt an n1-vector of iid innovations with zero mean and covariance matrix Σε. • Then a typical (log) linear model can be written on the form     



x1t+1 Etx2t+1











   



= A 







x1t x2t











   



+ 











εt+1 0



   



(1.1)



where the matrix A includes the parameters of the model. • Not very restrictive: any number of lags can be added to x1t. We can often solve also with non-singular matrix H in front of Etx2t+1. • To simplify notation, define the n-vector xt ≡ [x01t x02t]0, where n = n1 + n2. • We seek the non-explosive solution of (1.1), i.e., solutions with limj→∞ |Etxt+j | < ∞.
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Solving the model with the Schur decomposition • Take expectations at t:  



Et 



x1t+1 Etx2t+1











   



= A 











x1t



   



x2t



.



(1.2)



• The Schur decomposition of A in (1.2) is given by A = ZT Z H ,



(1.3)



where T is an upper triangular matrix with the eigenvalues of A on the diagonal, Z is a unitary matrix (Z −1 = Z H ; Z H Z = ZZ H = I), and Z H is the conjugate transpose of Z. • Reorder the rows in T, Z so that the nθ stable roots (the eigenvalues inside the unit circle) are first, and the nδ unstable roots are last. • Define the auxiliary variables     



θt δt











   



≡ Z H  







x1t x2t



   







,



i.e.,



   



x1t x2t











   



= Z 











θt δt



   



,



where θt is related to the stable eigenvalues and δt to the unstable ones.



5



(1.4)



Monetary Economics



1. Optimal Policy



• Then 



E



  t 







θt+1 δt+1



   







H



= Z A







x1t



   



x2t







= T Z H  







= T



   



   



using (1.2)







x1t x2t



using A = ZT Z H and Z H Z = I



   







θt δt



   



.



(1.5)



This is of the same form as (1.2), but is easier to solve as T is upper triangular and contains the.stable eigenvalues in the upper-left block. • Partition T conformably with θt, δt:  



Et 



θt+1 δt+1











   



= 











Tθθ Tθδ 0 Tδδ



   







θt δt



   



.



(1.6)



• By construction, Tδδ includes the unstable eigenvalues. Therefore, to get a stable solution, we must have δt = 0 for all t, and thus Etθt+1 = Tθθ θt.



(1.7)
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• Partition Z in (1.4) to get:     







x1t x2t



   







=



   







Zkθ Zkδ Zλθ Zλδ







=



   



   







θt δt



   







Zkθ Zλδ



   



θt .



(1.8)



• Since x10 is given, we can solve for the initial conditions θ0 as −1 θ0 = Zkθ x10,



(1.9)



if Zkθ is invertible. • Zkθ is (n1 × nθ ), so a necessary condition for Zkθ to be invertible is that nθ = n1, i.e., the number of stable roots is equal to the number of predetermined variables (the “saddle-point property” of Blanchard and Kahn, 1980). – If nθ < n1, there are too few stable roots, and no stable solution (non-existence). – If nθ > n1, there are too many stable roots, and an infinite number of stable solutions (indeterminacy).
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Putting back the innovations • From (1.1) and (1.8), εt+1 = x1t+1 − Etx1t+1 = Zkθ [θt+1 − Etθt+1] .



(1.10)



• Solve for θt+1 and use Etθt+1 = Tθθ θt from (1.7): −1 θt+1 = Etθt+1 + Zkθ εt+1 −1 = Tθθ θt + Zkθ εt+1,



(1.11)



which together with δt = 0 and θ0 gives the solution for θt, δt. • To rewrite in terms of x1t, x2t, use (1.8) to get −1 −1 −1 Zkθ x1t+1 = Tθθ Zkθ x1t + Zkθ εt+1.



(1.12)
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Solution • The solution for x1t+1 then is −1 x1t+1 = Zkθ Tθθ Zkθ x1t + εt+1



≡ M x1t + εt+1,



(1.13)



i.e., a VAR(1) process. • Likewise, using (1.8) the solution for x2t is x2t = Zλθ θt −1 = Zλθ Zkθ x1t



≡ Cx1t,



(1.14)



i.e., a linear function of the predetermined variables. • The key step in solving the model is the Schur decomposition. This is readily available in many software packages.
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Impulse response functions • From the solution (1.13)–(1.14), it is straightforward to trace the effects on the economy of a shock at time t, i.e., the impulse response function. • For the predetermined variables, the expected effects of a shock εt on future variables are x1t = εt Etx1t+1 = M εt Etx1t+2 = M 2εt ...



(1.15)



Etx1t+j = M j εt. • The effects on the forward-looking variables are Etx2t+j = CEtx1t+j = CM j εt.



(1.16)
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Unconditional variances • From (1.13)–(1.14), the unconditional covariance matrices of x1t and x2t satisfy Σx1 = M Σx1M 0 + Σε,



(1.17)



Σx2 = CΣx1C 0.



(1.18)



• To solve the Lyapunov equation in (1.17), use the “vec” operator to write vec (Σx1) = vec (M Σx1M 0) + vec (Σε) = (M ⊗ M ) vec (Σx1) + vec (Σε) = (I − M ⊗ M )−1 vec (Σε) ,



(1.19)



where we have used vec(A + B) = vec(A) + vec(B), and vec(ABC) = (C 0 ⊗ A) vec(B), and where ⊗ is the Kronecker product. • Alternatively, if n1 is large, iterate on (1.17) until convergence, or use the dlyap script in Matlab.
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2 Monetary policy • To introduce monetary policy, modify the model (1.1) to include the instrument vector ut:     



x1t+1 Etx2t+1











   



= A 







x1t x2t











   



+ But + 











εt+1 0



   



,



(2.1)



where we will typically have only one instrument, so nu = 1. • Simple rule: ut is set as a linear function of the variables in xt ut = F xt



(2.2)



• Optimal policy: ut is set to minimize a loss function subject to (2.1). The policymaker’s loss function is typically assumed to be quadratic in the variables of the model and the instrument: E0



∞ X t=0



β t [x0tQxt + 2x0tU ut + u0tRut] .



(2.3)



(Not the same Q as in the Schur decomposition!)
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Example: The basic New Keynesian model • Suppose the model is given by 1 [it − Etπt+1] + gt, σ πt = βEtπt+1 + κyt + ht, yt = Etyt+1 −



(2.4) (2.5)



gt = ρg gt−1 + gˆt, ˆ t, ht = ρhht−1 + h



(2.6) (2.7)



where πt is inflation, yt is the output gap, it is the one-period nominal interest rate (the monetary policy instrument), and gt and ht are demand and “cost-push” shocks, which are ˆ t with zero mean and variances σ 2, σ 2 . AR(1) with iid innovations gˆt, h g



h



• Output and inflation depend on current expectations of future values of all variables in the model, and are thus free to adjust to any shock in the model. These are therefore forwardlooking variables. • The shocks, on the other hand, depend only on past values and on exogenous disturbances, thus these are predetermined.
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• Define  



x1t ≡ 







gt ht



   







,







x2t ≡ 







yt πt



   







 



u t ≡ it ,



,



εt ≡ 



gˆt  , ˆht 



(2.8)



and write the model as 



             



1 0 0



0



0 1 0



0



0 0 1 1/σ 0 0 0



β



            











     t+1     t t+1    



            



gt+1 h



Ey



Etπt+1



=











     t     t    



            







ρg 0



0



0



0   gt



ρh



0



0



−1 0



1



0



0 −1 −κ 1



          



h y



πt



+



0 0 1/σ 0











        t     



            



i +







gˆt+1 ˆ t+1 h 0 0



            



,



(2.9)



where the covariance matrix of the innovations in εt is given by 







2  σ  g



Σε = 



0



   2 



0 σh



.



(2.10)



• Inverting the matrix on the LHS we can write the model on the standard form     



x1t+1 Etx2t+1











   



   



=A



x1t x2t











   



   



+ But +







εt+1 0



   



.



(2.11)



• If the matrix is not invertible, we can still solve the model using a slightly more general procedure.
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• A standard Taylor rule can be implemented as "



#



it = gπ πt + gy yt = 0 0 gy gπ xt ≡ F xt.



(2.12)



• To implement optimal policy with the quadratic loss function E0



∞ X



β



t



t=0







πt2



+



λyt2







(2.13)



define 







Q =



            







0 0 0 0  0 0 0 0 0 0 λ 0 0 0 0 1



          



,



U=



            







0  0 0 0



          



,



R = 0.



(2.14)



Then E0



∞ X t=0



β



t



[x0tQxt



+



2x0tU ut



+



u0tRut]



= E0



∞ X t=0



β



t







πt2



+



λyt2







.



(2.15)



• Add lags of the endogenous variables or the instrument or an exogenous monetary policy shock if needed.
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3 A simple rule for monetary policy • Specify the policy instrument as a linear function of the variables in the model: ut = F xt .



(3.1)



• Using the rule in the model (2.1) we get     



x1t+1 Etx2t+1











   



= A 







x1t x2t











   



+ But + 







 



= (A + BF ) 



x1t x2t







εt+1 0











   



+ 







    



εt+1 0



   



,



(3.2)



and the model can be solved using the method described above. • Alternatively, the interest rate rule can be included as one of the equations in the model (1.1), and the model is solved in the same way. • Note that we are implicitly assuming commitment to the rule (3.1), since the policy is expected to be followed forever.
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An optimized simple rule • Use the solution x2t = Cx1t to write 



         



x1t x







    2t    



=



ut



            



I C 







F



   



I



   



C



            



x1t ≡ P x1t.



(3.3)



• Then we can write the objective function (2.3) in terms of x1t as E0



∞ X t=0



β



t



    



0 0  P x 1t     







 



Q U 0



U R



   



    



∞ X



 



t=0



≡ E0 P x1t 



β t [x01tW x1t] .



(3.4)



• Guessing a quadratic value function gives Jt = x01tV x1t + v = x01tW x1t + βEtJt+1.
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• Substitute for EtJt+1 and use the solution x1t+1 = M x1t + εt+1: x01tV x1t + v = x01tW x1t + βEt [x01t+1V x1t+1 + v] = x01tW x1t + βx01tM 0V M x1t + βEt [ε0t+1V εt+1] + βv.



(3.6)



• Then V and v satisfy V = W + βM 0V M,



(3.7)



v = βEt [ε0t+1V εt+1] + βv.



(3.8)



• To find V , iterate on (3.7) until convergence, starting out from some symmetric positive definite V . To find v, solve (3.8) and recall the rule tr(ABC) = tr(BAC) = tr(CAB): v =



β β Et [ε0t+1V εt+1] = tr(V Σε). 1−β 1−β
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• The value of the objective function then is J0 = x010V x10 +



β tr(V Σε). 1−β



(3.10)



• To find the optimal coefficients in F use a non-linear optimization routine to minimize the objective function.
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4 Optimal policy with commitment • If the policymaker is able to commit to future policy , it acts as a “Stackelberg leader” relative to private agents: the policymaker chooses an optimal policy, and agents’ expectations adapt to this policy. • In future periods the policymaker must honor past commitments, represented by Lagrange multipliers on the forward-looking variables (ρ2t). When optimizing (at t = 0) the policymaker ignores past commitments, so ρ20 = 0. Therefore the optimal policy is not time-consistent. • “Commitment in a timeless perspective” (Woodford, 2003): policymaker committed to the optimal policy long ago (at time t = −∞); ρ20 > 0. • The state of the economy is given by the predetermined variables x1t and ρ2t (with initial conditions), while x2t, ut and ρ1t are forward-looking variables (without initial conditions). • The optimal policy will be a linear function of the state (x1t, ρ2t). • To solve the model we set up a Lagrangian, derive the first-order conditions, and use the generalized Schur decomposition to follow almost the same steps as before.



20



Monetary Economics



1. Optimal Policy



• The policymaker solves min E0 {ut }



∞ X t=0



β t [x0tQxt + 2x0tU ut + u0tRut] ,



(4.1)



subject to xt+1 = Axt + But + ξt+1,



(4.2)



and x10 given, where ξt+1 ≡ [ε0t+1 (x2t+1 − Etx2t+1)0]0. • Set up the Lagrangian L0 = E0



∞ X t=0



β t [x0tQxt + 2x0tU ut + u0tRut + 2ρt+1 (Axt + But + ξt+1 − xt+1)] .



(4.3)



• The first-order conditions w.r.t. xt, ut, ρt+1 are 0 = βQxt + βU ut + βA0Etρt+1 − ρt,



(4.4)



0 = U 0xt + Rut + B 0Etρt+1,



(4.5)



0 = Axt + But + ξt+1 − xt+1.



(4.6)
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• Write the first-order conditions as         



I 0







0



0 0 βA



    0     



0 0 −B 0



xt+1 ut+1 Etρt+1











       



       



=



A



B



0



−βQ −βU I U0



R



0



        











    t    



       



xt u



ρt



+



ξt+1 0 0



        



.



(4.7)



• Reorder the matrices, placing the predetermined variables first, and take expectations:  



GEt 



kt+1 λt+1











   



= D 











kt λt



   



,



(4.8)



where  



kt ≡



   







x1t ρ2t



   



,



λt ≡



       



x2t u







    t    



,



(4.9)



ρ1t



so kt collects the n predetermined variables and λt the n + nu forward-looking variables. • This model is a generalization of the initial model in (1.2), since G 6= I. Solving the model follows similar steps as before, but using the generalized Schur decomposition (Klein, 2000; Sims, 2000). See the Appendix.
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• As before, the solution is a VAR(1) in the predetermined variables and a linear relationship between the forward-looking and predetermined variables:     



x1t+1 ρ2t+1         



x2t u











   



   



= M



x1t ρ2t











   



   



+







εt+1 0



   



,



(4.10)







    t    







= C



ρ1t



   







x1t ρ2t



   



.



(4.11)



• In particular, the optimal rule for ut is given by    c 



ut = F







x1t ρ2t



   



,



(4.12)



where Fc is the submatrix given by rows (n2 + 1 : n2 + nu) of C.
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Properties of the optimal policy with commitment • The optimal rule under commitment depends on the predetermined variables and the multipliers on the forward-looking variables:    c 



ut = F







x1t ρ2t



   



.



(4.13)



The presence of the “promise-keeping” multipliers is due to previous commitments. • History-dependence: The multipliers ρ2t can be written as ρ2t = M21x1t−1 + M22ρ2t−1 = M21



∞ X j=1



j−1 M22 x1t−j .



(4.14)



Thus, the optimal policy at t depends on the entire history of x1t. • Time-inconsistency: As ρ20 = 0, the optimal policy is different at t = 0 and at t > 0. Thus, optimal policy is not time-consistent. • Certainty equivalence: M and C depend on A, B, Q, U, R, β, but are independent of Σε. Thus, optimal policy is the same as in a non-stochastic economy.
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Commitment in a timeless perspective • Reference: Woodford (2003). • Suppose the policymaker acts as if it had committed to the optimal policy long ago (at t = −∞). • Then ρ20 > 0, so policy is the same in every period (time-consistency). • Svensson and Woodford (2004): To implement, modify loss function to min E0



∞ X t=0



β t [x0tQxt + 2x0tU ut + u0tRut] + β −1ρ020 [x20 − E−1x20] ,



(4.15)



where ρ20 are the multipliers from the optimization problem in period t = 0. Then solve for optimal policy with discretion.
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5 Optimal policy with discretion • Under discretion the policymaker is unable to commit to future policies and therefore does not honor past commitments. Instead the policymaker reoptimizes in each period, and we seek the optimal time-consistent policy. • The policymaker takes expectations as given, leading to a Nash equilibrium solution. • The state of the economy is given by the predetermined variables in x1t. Therefore the optimal rule and the forward-looking variables will follow ut = F x1t,



(5.1)



x2t = Cx1t,



(5.2)



for some F and C. • No closed-form solution exists, and the properties of the solution algorithm are unknown, but they tend to work fine.



26



Monetary Economics



1. Optimal Policy



• To find the optimal rule in period t the policymaker solves min E0 {ut }



∞ X t=0



β t [x0tQxt + 2x0tU ut + u0tRut] ,



(5.3)



subject to     



x1t+1 Etx2t+1











   



   



= Axt + But +







εt+1 0



   



,



(5.4)



and x10 given. • Since we have a linear-quadratic problem, we guess that the value function in t is a quadratic function of the state: Jt = x01tVtx1t + vt.



(5.5)



• Then the Bellman equation is x01tVtx1t + vt = min {x0tQxt + 2x0tU ut + u0tRut + βEt [x01t+1Vt+1x1t+1 + vt+1]} . u t
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Rewriting the problem • The Bellman equation includes x2t which are endogenous and depend on expectations of all variables in the model. • However, using the guess Etx2t+1 = Ct+1Etx1t+1



(5.7)



we can rewrite the model in terms of only x1t+1. • Partition A, B in (5.4). Then we can combine with (5.7) to obtain Etx2t+1 = A21x1t + A22x2t + B2ut = Ct+1Etx1t+1 = Ct+1 [A11x1t + A12x2t + B1ut] .
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• Then we can solve for x2t as x2t = Dtx1t + Gtut,



(5.9)



where Dt ≡ [A22 − Ct+1A12]−1 [Ct+1A11 − A21] ,



(5.10)



Gt ≡ [A22 − Ct+1A12]−1 [Ct+1B1 − B2] .



(5.11)



• Combine with (5.4) to write x1t+1 as x1t+1 = A11x1t + A12x2t + B1ut + εt+1 = A∗t x1t + Bt∗ut + εt+1,



(5.12)



where A∗t ≡ A11 + A12Dt,



(5.13)



Bt∗ ≡ B1 + A12Gt.



(5.14)
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• Partition Q and U and write the loss function for period t as x0tQxt + 2x0tU ut + u0tRut



(5.15)



= x01tQ11x1t + x01tQ12x2t + x02tQ21x1t + x02tQ22x2t + 2 [x01tU1 + x02tU2] ut + u0tRut. • Using (5.9) and (5.12) we can write x0tQxt + 2x0tU ut + u0tRut = x01tQ∗t x1t + 2x01tUt∗ut + u0tRt∗ut,



(5.16)



where Q∗t ≡ Q11 + Q12Dt + Dt0 Q21 + Dt0 Q22Dt,



(5.17)



Ut∗ ≡ Q12Gt + Dt0 Q22Gt + U1 + Dt0 U2,



(5.18)



Rt∗ ≡ R + G0tQ22Gt + G0tU2 + U20 Gt.



(5.19)
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• Thus the Bellman equation in terms of x1t is x01tVtx1t + vt = min {x01tQ∗t x1t + 2x01tUt∗ut + u0tRt∗ut u



(5.20)



t



+







βEt (A∗t x1t



+



Bt∗ut



+ εt+1)



0



Vt+1 (A∗t x1t



+



Bt∗ut







+ εt+1) + vt+1 .



• The nu first-order conditions are Ut∗0x1t + Rt∗ut + βBt∗0Vt+1A∗t x1t + βBt∗0Vt+1Bt∗ut = 0.



(5.21)



• Rearranging gives the decision rule in t: ut = Ftx1t,



(5.22)



where Ft ≡ −







Rt∗



+



  ∗0 ∗ −1 βBt Vt+1Bt Ut∗0



+



βBt∗0Vt+1A∗t
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• Combine with the Bellman equation (5.20): x01tVtx1t + vt = x01tQ∗t x1t + 2x01tUt∗Ftx1t + x01tFt0Rt∗Ftx1t +







βEt (A∗t x1t



+



Bt∗Ftx1t



+ εt+1)



0



Vt+1 (A∗t x1t



+



= x01t (Q∗t + 2Ut∗Ft + Ft0Rt∗Ft) x1t + βx01t (A∗t +







Bt∗Ftx1t + εt+1) + vt+1 Bt∗Ft)0 Vt+1 (A∗t + Bt∗Ft) x1t



+ βEt [ε0t+1Vt+1εt+1 + vt+1] .



(5.24)



• Thus, Vt and vt satisfy Vt = Q∗t + 2Ut∗Ft + Ft0Rt∗Ft + β (A∗t + Bt∗Ft)0 Vt+1 (A∗t + Bt∗Ft) ,



(5.25)



vt = βEt [ε0t+1Vt+1εt+1 + vt+1] .



(5.26)
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The time-invariant policy • To obtain the time-invariant policy, start from some symmetric positive definite Vt and some Ct and iterate on the equations for Dt, Gt in (5.10)–(5.11), A∗t , Bt∗ in (5.13)–(5.14), Q∗t , Ut∗, Rt∗ in (5.17)–(5.19), Ft in (5.23) and Vt in (5.25). • This gives the stationary solution ut = F x1t,



(5.27)



x2t = (D + GF ) x1t ≡ Cx1t,



(5.28)



x1t+1 = (A11 + A12C + B1F ) x1t + εt+1 ≡ M x1t + εt+1,



(5.29)



so again the solution for x1t is a VAR(1), and the guesses for ut and x2t are confirmed. • The value of the loss function is J0 = x010V x10 +



β tr(V Σε). 1−β



(5.30)
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Properties of the optimal policy with discretion • The optimal rule under discretion depends on the predetermined variables: ut = Fdx1t.



(5.31)



Thus, the optimal policy is not history-dependent, but depends only on the current values of the state variables. • Time-consistency: The optimal policy is the same in every period. Thus, optimal policy is time-consistent. • Certainty equivalence: F, V, M and C depend on A, B, Q, U, R, β, but are independent of Σε. Thus, optimal policy is the same as in a non-stochastic economy. • Suboptimality: The optimal policy with discretion gives a worse outcome than with commitment. This is true also without an overly ambitious output/unemployment target and an inflation bias (as in Kydland and Prescott, 1977). This is due to the inefficient response to shocks (no history dependence), and is sometimes called a “stabilization bias.” How large is the cost of discretionary policy is an empirical issue; see Dennis and S¨oderstr¨om (2006).
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6 Alternative approaches • Although the standard form used here is very flexible, it cannot accomodate all possible models. For example, Rudebusch (2002) uses the model πt = µπ Et−1π¯ t+3 + (1 − µπ ) yt = µy Et−1yt+1 + (1 − µy )



4 X



απj πt−j + αy yt−1 + εt,



(6.1)



βyj yt−j − βr [rt−1 − r∗] + ηt,



(6.2)



j=1 2 X



j=1



rt−1 = µr [Et−1¯ıt+3 − Et−1π¯ t+4] + (1 − µr ) [¯ıt−1 − π¯ t−1] , where ¯ıt = 1/4



P3



¯ t = 1/4 j=0 it−j and π



P3



j=0 πt−j



(6.3)



are the average yearly interest rate and



inflation rate. • In this model the output gap depends on expectations of the interest rate three periods ahead, Et−1it+3, and this equation is not easily rewritten to fit into the standard framework.
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• In such cases, there are alternative frameworks available: – Dennis (2004, 2007) develops solution algorithms based on the structural form A0xt = A1xt−1 + A2Etxt+1 + A3ut + A4Etut+1 + A5vt



(6.4)



and shows how to calculate optimal policy under discretion and precommitment and how to solve for a given simple rule and calculate optimized rules. – The Anderson-Moore (AIM) algorithm, developed at the Federal Reserve Board, is commonly used to solve models with a simple rule for monetary policy. See Anderson and Moore (1985) and Zagaglia (2005). In general, the model is written on the form J X j=0



Gj xt−j +



K X



Hk Etxt+k = εt,



(6.5)



k=1



where one of the equations corresponds to the monetary policy rule. – These frameworks are more flexible than the standard one, and can handle future expected instruments in a simple way. Also, there is no need to explicitly distinguish between predetermined and forward-looking variables. However, the optimization routines are probably less efficient and less reliable than the standard routines.
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7 Optimal policy with additive shocks: Conclusions • Optimal policy with commitment: – History dependent – Time consistent – Certainty equivalent • Optimal policy with discretion: – Time consistent – Not history dependent – Suboptimal – Certainty equivalent • Optimized simple rule: – Not certainty equivalent – Commitment to a rule, may dominate optimal policy with discretion
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Certainty equivalence • Stochastic properties have no impact on optimal policy, same as in non-stochastic economy. • Applies if linear model, quadratic objectives, only additive uncertainty, unrestricted optimal policy. • Optimized simple rule: CE does not apply. • Data uncertainty: CE still applies wrt optimal estimates of unobservable variables. • Multiplicative uncertainty: CE does not apply.
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Appendix: The generalized Schur decomposition • References: Klein (2000) and Sims (2000). • The generalized Schur decomposition of D, G in (4.8) are G = QSZ H ,



(A.1)



D = QT Z H ,



(A.2)



where Q, Z are unitary matrices, and S, T are upper triangular, with the eigenvalues given by tii/sii. We then follow almost the same steps as above. • Reorder the rows in Q, S, T, Z so that the nθ stable roots are first, and the nδ unstable roots are last. • Define the auxiliary variables     



θt δt











   



≡ Z H  







kt λt



   



.



(A.3)
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• Then 



SE



  t 







θt+1 δt+1



   







H



= SZ E



  t 







kt+1 λt+1











kt+1



= QH GEt  



λt+1







kt







λt







= T



   



using S = QH GZ and Z H Z = I



   



using (4.8)







kt











   







= QH D  = T Z H 



   



λt



using D = QT Z H and QH Q = I



   







θt δt



   



.



(A.4)



• Partition conformably with θt, δt:     



Sθθ Sθδ 0



Sδδ











   



  t 



E



θt+1 δt+1











   



   



=







Tθθ Tθδ 0 Tδδ



   







θt δt
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• Since the lower right block (Sδδ , Tδδ ) includes all unstable eigenvalues, we must have δt = 0 for all t to get a stable solution. Thus, −1 Tθθ θt. Etθt+1 = Sθθ



(A.6)



since Sθθ is invertible (det Sθθ = siiθθ and siiθθ 6= 0 for all i). Q



• Use (A.3) and partition Z:     







kt λt



   







=



   







Zkθ Zkδ Zλθ Zλδ







=



   



   







θt δt



   







Zkθ Zλδ



   



θt .



(A.7)



• If Zkθ is invertible, we can solve for 



−1 −1   θ0 = Zkθ k0 = Zkθ  







x10 0



   



.



(A.8)
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• From (4.2), x1t+1 − Etx1t+1 = εt+1, and note that ρ2t+1 − Etρ2t+1 = 0 (see Backus and Driffill, 1986). Thus, using (A.7) we obtain     







εt+1 0



   



= kt+1 − Etkt+1 = Zkθ (θt+1 − Etθt+1) .



(A.9)



−1 • Use Etθt+1 = Sθθ Tθθ θt from (A.6) to get 



−1   θt+1 = Etθt+1 + Zkθ  







εt+1 0



   







−1 −1   = Sθθ Tθθ θt + Zkθ  







εt+1 0



   



.



(A.10)
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• Finally, use (A.7) twice to get kt+1 = Zkθ θt+1 



−1 Tθθ θt +  = Zkθ Sθθ 







εt+1 0



   







−1 −1 = Zkθ Sθθ Tθθ Zkθ kt +  







≡ M kt +



   







εt+1 0



   







εt+1 0



   



,



(A.11)



which together with x10 given and ρ20 = 0 determines the dynamics of kt. • As before, we use (A.7) to obtain λt = Zλθ θt −1 = Zλθ Zkθ kt



≡ Ckt.



(A.12)



43



Monetary Economics



1. Optimal Policy



References Anderson, Gary and George Moore (1985), “A linear algebraic procedure for solving linear perfect foresight models,” Economics Letters, 17 (3), 247–252. Backus, David K. and John Driffill (1986), “The consistency of optimal policy in stochastic rational expectations models,” Discussion Paper No. 124, Centre for Economic Policy Research. Blanchard, Olivier J. and Charles M. Kahn (1980), “The solution of linear difference models under rational expectations,” Econometrica, 48 (5), 1305–1311. Dennis, Richard and Ulf S¨oderstr¨om (2006), “How important is precommitment for monetary policy?” Journal of Money, Credit, and Banking, 38 (4), 847–872. Dennis, Richard (2004), “Solving for optimal simple rules in rational expectations models,” Journal of Economic Dynamics and Control , 28 (8), 1635–1660. ——— (2007), “Optimal policy rules in rational-expectations models: New solution algorithms,” Macroeconomic Dynamics, 11 (1), 31–55. Klein, Paul (2000), “Using the generalized Schur form to solve a multivariate linear rational expectations model,” Journal of Economic Dynamics and Control , 24 (10), 1405–1423. Kydland, Finn E. and Edward C. Prescott (1977), “Rules rather than discretion: The inconsistency of optimal plans,” Journal of Political Economy, 85 (3), 473–491. Rudebusch, Glenn D. (2002), “Term structure evidence on interest rate smoothing and monetary policy inertia,” Journal of Monetary Economics, 49 (6), 1161–1187. Sims, Christopher A. (2000), “Solving linear rational expectations models,” Manuscript, Princeton University. S¨oderlind, Paul (1999), “Solution and estimation of RE macromodels with optimal policy,” European Economic Review Papers and Proceedings, 43 (4–6), 813–823. 44



Monetary Economics



1. Optimal Policy



——— (2003), “Lecture notes for monetary policy,” Manuscript, University of St. Gallen. Svensson, Lars E. O. and Michael Woodford (2004), “Implementing optimal policy through inflation-forecast targeting,” in Ben S. Bernanke and Michael Woodford (eds.), The Inflation-Targeting Debate, The University of Chicago Press. Woodford, Michael (2003), Interest and Prices: Foundations of a Theory of Monetary Policy, Princeton University Press. Zagaglia, Paolo (2005), “Solving rational-expectations models through the Anderson-Moore algorithm,” Computational Economics, 26 (1), 91–106.



45



























[image: PhD in Economics, 2007â€“08 Monetary Economics, Part I 2. Data ...]
PhD in Economics, 2007â€“08 Monetary Economics, Part I 2. Data ...












[image: Topics in Monetary Economics]
Topics in Monetary Economics












[image: PhD Economics BAF Profile Curriculum.pdf]
PhD Economics BAF Profile Curriculum.pdf












[image: Monetary economics: tools and applications]
Monetary economics: tools and applications












[image: Monetary Economics, Finance and Financial ... -]
Monetary Economics, Finance and Financial ... -












[image: AWES-Economics-PGT-Part-B.pdf]
AWES-Economics-PGT-Part-B.pdf












[image: Read PDF Monetary Economics By ML Jhingan]
Read PDF Monetary Economics By ML Jhingan












[image: A Search-Theoretic Approach to Monetary Economics]
A Search-Theoretic Approach to Monetary Economics















PhD in Economics, 2007â€“08 Monetary Economics, Part ...






1t+1. V x1t+1 + v]. = x. 1t. Wx1t + Î²x. 1t. M VMx1t + Î²Et [Îµ t+1. V Îµt+1] + Î²v. (3.6). â€¢ Then V and v satisfy. V = W + Î²M V M,. (3.7) v = Î²Et [Îµ t+1. V Îµt+1] + Î²v. (3.8). â€¢ To find V , iterate on (3.7) until convergence, starting out from some symmetric positive definite V . To find v, solve (3.8) and recall the rule tr(ABC) = tr(BAC) = tr(CAB):. 
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