









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Mathematical Programming 83 (1998) 101-111



Plant location with minimum inventory Francisco Barahona *, David Jensen IBM, Thomas J. Watson Research Center, P.O. Box 218, Yorktown Heights, N Y 10598, USA



Received 12 February 1996; revised manuscript received 24 April 1997



Abstract



We present an integer programming model for plant location with inventory costs. The linear programming relaxation has been solved by Dantzig-Wolfe decomposition. In this case the subproblems reduce to the minimum cut problem. We have used subgradient optimization to accelerate the convergence of the D-W algorithm. We present our experience with problems arising in the design of a distribution network for computer spare parts. In most cases, from a fractional solution we were able to derive integer solutions within 4% of optimality. 9 1998 The Mathematical Programming Society, Inc. Published by Elsevier Science B.V. Keywords: Plant location; Minimum cut; Dantzig-Wolfe decomposition; Subgradient opti-



mization



1. Introduction



The problem we are going to describe is the core of a logistics planning system that was used to design a distribution network for computer spare parts, This is a facility location problem, one has to find the location of warehouses and the customer assignment. A well studied case is when there are fixed costs for each location and transportation costs for assigning customers to locations. The main difference in our problem, is that one has to minimize the inventory cost of the spare parts at the warehouses. This results in a considerable increase in the number of variables and constraints. The second difference is a "service constraint" that says at least 95% of the total demand has to be satisfied in less than 2 hours, say. We had to deal with data for the entire US, and we had to design networks at three levels, one for 2 h service, one for 4 h service, and the last one was for 24 h. The solution for one level would influence the network at the next level. For the first two levels we decided to decompose into four geographic pieces. Each piece would have roughly 200 candidate locations and 200 customers. The number of different
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spare parts was large. We decided to consider roughly 200 most expensive parts. Their cost was 60% of the total. For the other parts, we would choose among the first 200 a representative. For this we would count the number of customers that demand both parts at the same time, and choose the one with closest demand pattern. The cost of the representative would be adjusted accordingly. This system had to be used several times under different scenarios, so our goal was to produce near-optimal solutions in a reasonable time. This means roughly 1 h on a workstation for each piece. Afterwards all solutions would be put together and some post-processing would be done. To handle each piece we used an integer programming formulation, and techniques for larger-scale linear programming,. The linear programming relaxation although large, could be solved by Dantzig-Wolfe decomposition. The subproblems would reduce to minimum cut problems. The standard implementation of D - W decomposition would take too long to converge, for that reason we used subgradient optimization to "improve" the dual multipliers before they were passed to the subproblems. This produced a significant acceleration of the D - W algorithm. From a solution of the LP relaxation, any variable taking the value 0 or 1 was kept fixed. This reduced the size of the problem, and we were able to use branch and bound on the remaining variables. This gave integer solutions in most cases, within 4% of the optimal value of the first LP relaxation. Our contribution consists of giving an efficient way to deal with the linear programming relaxation, and to produce near-optimal integer solutions. We also believe that the ideas used for acceleration of Dantzig-Wolfe decomposition would be useful in other contexts. To describe the problem, we denote by I the set of candidate locations, by J the set of customers, and by K the set of parts. The transportation cost from the location i to the customer j is cq, the cost of opening a warehouse at location i is ai, and Pfk is the inventory cost for storing part k in location i. In our case the cost pik does not depend upon the location i. The problem is minimize



Z aixi + Z cijfj + Z pikYik



subject to
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(6)



The variable xi takes the value 1 if plant i is open, otherwise it is 0. The variable f,j is 1 if customerj is assigned to plant i, and 0 otherwise. We denote by DO") the set of spare parts required by customer j. The variable Y~k takes the value 1 if some customer assigned to plant i requires part k, and 0 otherwise. Constraints (1) imply that each customer is assigned to one warehouse. Constraint (2) is used to model a service requirement. If the service target is 2 h, say, then the number d~j is the demand of customer j, if the trip from i to j takes at most 2 h. If it takes more than 2 h then dij is 0. This inequality says that at least 95% of the total demand must be satisfied within 2 h. Thus the value t is 95% of the total demand. This is the only constraint with coefficients different from 0 and 1, so this will contribute to produce more fractional solutions. Inequality (3) gives an upper bound for the number of open warehouses. Inequalities (4) imply that a customer is assigned to a location only if the location is open. These constraints have been used in [3,16,14], and others. It is known that they give a stronger formulation than the aggregated form ~__,fj ~


Constraints (5) indicate that if a customer is assigned to a warehouse, then all parts required by this customer should be stored at the warehouse. The difference with the uncapacitated facility location problem (UFLP) [10], is that we have the variables {y~k} and constraints (2) and (5). This results in a considerable increase in the size of the problem. For instance, if 111 = tJ[ = IK] = 200, then we have 40,000 variables {yzk}, and 8,000,000 constraints (5). For the UFLP, inequalities (4) define facets of the convex hull of the integer solutions, see [10], and they give a tight formulation. As we shall see in our case, inequalities (4) and (5) give also a tight formulation. There is an extensive literature about the UFLP. The polyhedral structure has been studied in [18,11,6,7]. Dantzig-Wolfe decomposition has been used in [16]. A branch and bound method has been given in [14]. Heuristics have been analyzed [9]. Several other aspects can be found in [24]. Many nice properties of the U F L P do not carry over to our problem. For instance, it is easy to produce instances where the greedy and interchange heuristics studied in [9] would give bad solutions. This is due to the existence of variables y and constraints (2). In fact, we do not know any good heuristic that would not require linear programming. In Section 2 we show how to handle constraints (4) and (5) in the framework of Dantzig-Wolfe decomposition. In Section 3 we show how we accelerated the D - W algorithm. Implementation details are given in Section 4. Finally, in Section 5, we show how we found an integer solution and we give some computational experience.
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2. Dantzig-Wolfe decomposition In this section we assume that the reader is familiar with Dantzig-Wolfe decomposition, see [13,8]. Also we assume that the reader is familiar with the minimum cut problem, see [15,1]. For the UFLP, D - W decomposition was used in [16]. In this case the subproblems could be solved by inspection. In our case, inequalities (4) and (5) have also an interesting feature. The subproblem that they produce can be solved using network flows techniques. We show this below. We are going to apply D - W decomposition leaving (1)-(3) in the master problem, and (4)-(6) in the subproblems. We have one subproblem for each index i. Once we drop the index i the problem is cJ~ + Z PkYk



minimize



6x + Z



subject to



3~ ~


(7) yk E (0,1}.



We should assume that ~ > 0, ~j < 0 and Pk > 0, to eliminate trivial cases. We construct a network N = (V,A). The node set is V = {s,t) U {uj t J E J) U {vk I k E K) i5 {w~). The arc set is as follows: 9 For every j E J, we have an arc (s, uj) with capacity -~j. 9 For every k ~ K, we have an arc (v~, t) with capacity Pk. 9 We have an arc (Wx, t) with capacity ~. 9 We have arcs (uj, Wx) with infinite capacity, for all j. 9 Finally, for all k E DO') and all j, we have an arc (uj, vk) with infinite capacity, Consider a partition of V and S and S, with s E S and t E S. This is called an st-cut. The capacity of this cut if the sum of the capacities of the arcs (i, j), with i E S , j E S. We obtain a solution of (7) by setting to the value 1 all variables associated with nodes in S, and to the value 0 all variables associated with nodes in S. There is a one-to-one correspondence between st-cuts of finite capacity, and feasible solutions of (7), see Fig. 1. Moreover, if a cut has a finite capacity C, then the corresponding solution of (7) has value



c + ~--~'fj. J



So we can solve (7) by finding a minimum st-cut in N. This reduction to minimum cut is valid for problems like minimize



cx



subject to



x~ 


(8)
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Fig. 1. Auxiliary network.



These constraint blocks appear in m a n y integer programming models. We construct a network N = (V,A). The node set is V = {s,t} U {ui I i = 1 , . . . , n } . The arc set is defined below: 9 I f ci  0, we put an arc (u, t) with capacity ci. 9 For every (i,j) E A, we put an arc (u, uj) with infinite capacity. As before, there is a one-to-one correspondence between st-cuts of finite capacity, and feasible solutions of (8). Moreover, if a cut has a finite capacity C, then the corresponding solution of (8) has value



C+



~



ci.



{i: ci 


Again, we can solve (8) by finding a minimum st-cut in N. In most cases the master problem had roughly 200 constraints, and the subproblems could be easily solved with the push-preflow algorithm, cf. [5].



3. Accelerating the Dantzig-Wolfe algorithm As we saw in the last section, Dantzig-Wolfe decomposition seems very appealing for our problem. However the D - W algorithm might take too long to converge. Some extra effort had to be made to overcome this as we describe in this section. Consider a linear program minimize



cx



subject to



Ax/> b,



(9)



Dx >>.e, x t> 0.



(10)
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When applying the D - W algorithm, one would first solve the master p r o b l e m minimize



cx



subject to



A [ x l , . . . , x k ] 2 >/b,



(11)



2~>0. Here the vectors x~,... ,x k are extreme points of the polytope defined by (10) and nonnegativity. We assume that this set is bounded. Let ~ be the dual variables associated with (11). These values are used in the subproblem to solve minimize subject to



(c - m4)x Dx >>,e,



x~>0. We obtain an extreme point x k+l, that is added to the master problem. This is solved again, and the procedure continues until no further improvement is found. At any stage, if 2, is the current objective function value, and d is the reduced cost of the new column, then ~ + d is a lower bound for the optimal value. In our case the subproblem could be easily solved. However it would take too long for the procedure to converge. Moreover, it would take a long time before the lower bound would have a meaningful value. Another well-known technique is Lagrangian relaxation, cf. [20,17]. Given nonnegative multipliers re, one can obtain a lower bound l(rt) by solving minimize subject to



( e - 7zA )x + nb Dx >>.e,



(12)



x>~0. This lower bound can be improved with the subgradient algorithm, as follows, see [21,22]. Let 2 be a solution of (12) and s = b - A2. Define ~' = [~



+ as]+,



here Ix]+ is max(x, 0), and c~ = O(l(~)



- u)/llsll 2.



(13)



The value u is an upper bound for the optimal value of the original problem, and 0 < 0 ~
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algorithm as a "filter" to improve the multipliers before being sent to the sub-problems. In the earlier iterations this would improve the multipliers, in the later iterations it would improve the lower bound. In most textbooks we have seen these two techniques presented as alternatives, only recently we have seen the first attempts of using them together. Guignard and Zhu [19] have presented a hybrid method for solving Lagrangean duals. Anbil [2] has used the subgradient algorithm to accelerate a column generation procedure for crew scheduling. Our procedure is a close relative of these two. More precisely, every few iterations of the D - W algorithm we would run 30 or 40 iterations of the subgradient algorithm starting with the multipliers given by the master problem. We would use the objective function value as the value u in formula (13). We would give the new multipliers to the subproblem of D-W. Also we would give to the master problem all solutions of (12) generated by the subgradient algorithm. This produced a good improvement of the D - W objective during the earlier iterations. If we start with the multipliers given by the master problem, the first value of l(n) is exactly the D - W lower bound. At the earlier stages this lower bound was improved by orders of magnitude with a few iterations of the subgradient algorithm. Thus we would know the order of magnitude of the optimal value early in the process. In Fig. 2 we plot the lower and upper bounds given by the original D - W method and the accelerated method. In this instance we had 208 candidate locations, 163 customers and 200 parts. For the original D - W method, after 1 h of computing, the upper bound was much closer to its final value than the lower bound. This was the first reason why we decided to include the subgradient algorithm in our procedure. In Fig. 3 we consider the problem obtained by eliminating all variables {Yik}. This is an U F L P with the extra constraint (2). As one would expect, there is a significant difference in the computing time, with respect to the case in Fig. 2. At the later stages, the subgradient algorithm would be effective in improving the lower bound. In Fig. 4 we show an example of this. We plot the lower bound given by the subgradient algorithm, starting with the multipliers from the final iteration of D-W. The D - W lower bound was giving a gap of 5%, the new lower bound would give a gap of 1%. These two techniques seem to complement each other. One could say that one is providing what the other lacks. All this can be used for other problems in the context of D - W decomposition. However it seems crucial that one should have an efficient way of solving the subproblems.



4. Further implementation details Now we give some extra details for implementing the procedure of the last section. Let us call an iteration of D - W a major iteration. Thefirst stage consisted of the first 30 major iterations. The middle stage would follow, and it would last until the total
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improvement during 10 major iterations was less than 1%, then thefinal stage would take place. Let us denote by m_iter the number of major iterations at a particular moment, and s_iter the maximum number of iterations of the subgradient algorithm. The initial set of columns was given by a greedy assignment of customers to locations. During the first stage we solved (7) ignoring the variables y. As for the UFLP, this could be solved by inspection. Notice that from the customer assignment one can derive values for the variables y. We had then a quick way of generating columns. Also at this stage for every three major iterations, we would run the subgradient algorithm with s_iter = 40. We would use all columns generated in this way. During the middle stage we would solve (7) taking into account the variables y. Now we would run the subgradient algorithm every six major iterations with s_iter= 30. We would add all columns generated by it. At the final stage we would stop using the columns generated by the subgradient algorithm. During this stage we run the subgradient algorithm every six major iterations to improve that multipliers given to the subproblems, and to improve the lower bound. The number s_iter would be 30 until the gap from optimality would be less than 10%, at this point it would be set to m_iter/4. In order to eliminate unnecessary columns, each time that the objective function had decreased by at least 5%, we would delete all non-basic columns of the master problem. We would stop whenever the gap from optimality was less than 1.5% or the number of rn_iter would reach 180. We observed that having constraint (2) would deteriorate the convergence of the subgradient algorithm. For this reason we decided to ignore it in the formula that updates the multipliers, i.e. the value Sg for this constraint was artificially set to zero. Some scaling of this would be needed if one is going to update this multiplier. In our case only the D - W algorithm would update it. In some cases one can identify sets of constraints that deteriorate the convergence of the subgradient algorithm. One can keep those multipliers fixed, and let only the D - W algorithm change them.



5. Putting all pieces together With the procedure of Section 3 we were able to produce a fractional (non-optimal) feasible solution and a lower bound for the optimal value. In most cases, the gap at this point was less than 1.5%. Then we had to produce an integer solution. First we would fix to zero (one), all variables taking the value zero (one) in the fractional solution. This would substantially reduce the dimensions of the problem. Notice that once a variable f~j is eliminated, then many inequalities (7) are also eliminated. A further reduction was made by considering at most 100 spare parts, (IKI ~< 100). Then we would use formulation (1)--(6) to solve the reduced problem by standard branch and bound. We would use the fractional solution as a starting point for the first linear program. Notice that the integrality of the variables f
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Table 1 Problem Locations Customers Parts Iter D-W Time D-W Total time Fr. gap (%) Int. gap (%)



1 2 3 4 5 6 7 8



210 224 223 276 208 276 208 305



163 164 178 241 163 241 163 360



80 200 200 200 200 250 250 200



72 162 102 84 78 60 90 200



23 36 22 61 29 38 33 520



32 37 23 62 33 39 39 523



1.2 1.4 1.4 1 1.5 1.2 1 8



2.5 2.4 2 1.7 4 2 7 8



implies the integrality of the others. We used this when choosing the branching variable. The reduced problem could be solved to optimality in most cases, with less than 100 nodes in the branch and bound tree. Once we had the locations and the customer assignment, we could evaluate the cost of the spare parts that had been ignored. This gave us feasible solutions within a few percent of optimality for the original problem. We show in Table 1 the results obtained with several instances. For each instance we show the number of candidate locations, the number of customers, the number of parts, the number of iterations of the D - W method, the time taken by this method, the total time, and the gap from optimality for the fractional and integer solutions. The times are in minutes on an RS6000-410. We used OSL [12], for the linear programming and branch and bound parts. Some of these instances would differ from each other only in the number of spare parts considered (IKI). We saw a moderate change in the computing time when increasing [K]. One referee suggested that one could use this column generation procedure within a so-called branch andprice procedure, see [4,26,23]. Based on this one could try to solve these problems to optimality. This is a very interesting possibility, but it is beyond the scope of this paper. The data that we had contained already some approximation, so at this stage it was more important to produce relatively fast solutions within a few percent of optimality.
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